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Abstract
The translation capabilities of neural ma-
chine translation (NMT) models based on
the encoder-decoder framework are extremely
potent. Although Large Language Models
(LLMs) have achieved remarkable results in
many tasks, they have not reached state-of-the-
art performance in NMT. However, traditional
NMT still faces significant challenges in areas
of document translation such as context consis-
tency, tense, and pronoun resolution, where
LLMs inherently possess substantial advan-
tages. Instead of directly using LLMs for trans-
lation, employing them for Automatic Post-
Editing (APE) to post-edit NMT outputs proves
to be a viable option. However, document-level
bilingual data is extremely scarce. This paper
proposes a method that can effectively leverage
the capabilities of LLMs to optimize document
translation using only monolingual data. By
employing two NMT models in opposite direc-
tions (Source-to-Target and Target-to-Source),
we generate pseudo-document training data for
the training of APE. We have identified and
resolved the issue between training and infer-
ence mode inconsistency brought about by the
pseudo-document training data. The final ex-
perimental results demonstrate that by using
only document-level monolingual data, we can
significantly improve the quality of NMT and
greatly enhance issues such as reference and
contextual consistency in NMT.

1 Introduction

Large Language Models (LLMs) exhibit outstand-
ing performance in a multitude of tasks (Touvron
et al., 2023; Anil et al., 2023; Bahak et al., 2023).
Despite this, in various domains, sentence-level
Neural Machine Translation (NMT) models are not
inferior to LLMs in metrics such as BLEU (Pap-
ineni et al., 2002) and COMET (Rei et al., 2022),
but they still face many challenges in document-
level translation, especially in terms of contextual
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consistency, tense, and reference. Given that LLMs
are primarily trained using document-level mono-
lingual data, they undoubtedly have a significant
advantage in terms of the coherence of textual ex-
pression.

Recently, a great deal of research (Wang et al.,
2023; Zhang et al., 2023a; Guo et al., 2024) has
been devoted to the use of LLM to enhance the
quality of MT. The research primarily uses LLM di-
rectly for translation and focuses on addressing the
following issues: 1) LLMs are all centered on En-
glish and need to align cross-lingually (Zhang et al.,
2023b; Alves et al., 2023) to improve the transla-
tion ability of LLMs. Current methods mainly rely
on high-quality bilingual alignment data for pre-
training or supervised fine-tuning (SFT) to achieve
this, but the final results do not show significant ad-
vantages over sentence-level NMT models in terms
of BLEU and COMET metrics. 2) It is necessary to
investigate the quality of LLM in multilingual (Liu
et al., 2024) and domain-specific NMT scenarios
(Zheng et al., 2024), especially in domain-specific
scenarios where traditional NMT models have al-
ready performed well. None of the above meth-
ods has integrated the traditional NMT model with
LLMs, failing to take advantage of the respective
strengths of both.

Koneru et al. (2024) uses LLMs to perform auto-
matic post-editing (APE) on NMT-generated trans-
lations, rather than directly using LLMs for transla-
tion. First, bilingual document-level data are used
with NMT models to construct (SRC, NMT→PE)
triplet training data. Second, these training data
are used to fine-tune the LLMs, enabling them to
refine the translations produced by NMT models.
Finally, the fine-tuned LLM is used to optimize the
outputs of the NMT model, improving the consis-
tency and coherence of the translations. However,
the limitation of the method described in the paper
is the scarcity of bilingual data at document level,
especially in low-resource scenarios, which limits
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the applicability of the method to multilingual and
low-resource settings.

Compared with obtaining bilingual data at the
document-level, it is much easier to obtain mono-
lingual data. In Voita et al. (2019), the DocRepair
method was proposed, which only requires mono-
lingual data at the document-level in the target lan-
guage. It is a sequence-to-sequence model that
maps inconsistent sentence groups to consistent
ones. The consistent group comes from the origi-
nal document-level monolingual data; the inconsis-
tent group is obtained by sampling from back-and-
forth translations of each isolated sentence. The
method proposed can also improve the consistency
of sentence-level NMT translations well even when
using only monolingual data. However, it is a cas-
caded system, which may amplify errors; in addi-
tion, there is no reference to the source text, and
the information such as entity consistency in the
source text is not effectively utilized.

We proposes a method for optimizing document
translation by leveraging the capabilities of LLMs
using only monolingual document-level data. It
involves fine-tuning LLMs to APE via LoRA (Hu
et al., 2021) for optimizing sentence-level NMT
system outputs. Similar to DocRepair, by translat-
ing the target-side text back and forth twice, we
obtain mapping data for inconsistent and consis-
tent sentence groups. Unlike DocRepair, we also
include the generated source MT data in the map-
ping group, forming a triple data (SRC, MT→PE).
Since no bilingual document-level data is used, the
SRC in our triple data is pseudo MT data, while
during inference, SRC is natural data, causing is-
sues of mismatch between training and inference
patterns that impact translation quality. Wei et al.
(2023) mentions significant stylistic differences
between MT and natural data. To address this
mismatch issue, we conduct style transfer on the
pseudo SRC data to bridge the gap with natural
data. By jointly using monolingual document-level
data from source and target, we enable LLMs to
refine the sentence-level NMT system outputs and
generate consistent and coherent text by utilizing
their ability to produce fluent and lengthy docu-
ments.

The main findings and contributions of this arti-
cle are as follows:

1. We propose a new paradigm that enables
LLMs to have document-level machine translation
APE capability using only document-level mono-
lingual data. Especially in low-resource scenarios,

the quality of sentence-level MT models can be
improved by leveraging low-cost monolingual data.
Simultaneously, we demonstrate that by increasing
the quantity of document-level monolingual data,
the translation quality can reach, or even surpass,
the effects of using limited document-level bilin-
gual data.

2. We have proposed various methods (Cascade,
End2End) of using LLMs for style transfer to ad-
dress the issue of mismatch between training and
inference, and experimental results have demon-
strated the effectiveness of our method.

3. We analyzed the translation after APE, and
achieved an accuracy of 80.2% on the ContraPro
English to German test set, indicating that our
method can significantly improve entity consis-
tency.

2 Method

We use the Large Language Model (LLM) as an
Automatic Post-Editing (APE) tool to improve the
translation quality of sentence-level Neural Ma-
chine Translation (NMT) models. We only use
document-level monolingual data, in conjunction
with two sentence-level NMT models, to construct
pseudo document-level training data through one
round of back-translation and one round of forward-
translation, for fine-tuning the LLM. Since there
is a difference between the pseudo data and real
data, during the training phase, we use the LLM to
bridge this gap. The inference process of the trans-
lation system based on APE is a cascaded process:
1) Obtain the translation using the sentence-level
NMT model. 2) Post-edit the translation using the
APE model.

2.1 Using LLM as APE
APE is a sub-field of machine translation that auto-
matically corrects the errors that reside in the ma-
chine translation results. The training data for the
APE model consists of triplet data: source sentence
(SRC), machine translation result (MT), and post-
edited sentence (PE). During training, the APE can
be divided into two modes based on whether SRC
is used.

L(θ) = argmax
θ

logP (PE|MT ; θ) (1)

L(θ) = argmax
θ

logP (PE|(SRC,MT ); θ) (2)

where θ is the parameter of the APE model.



8832

Target-to-Source NMT model

Source-to-Target NMT model

target to source 

translate

source to target 

translate

 

 

Two training data modes on the source side:  
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Figure 1: On the left is the process of constructing APE training data with monolingual using NMT models, and on
the right are the two data modes required for training APE.

The advantage of formula 1 is its ability to con-
struct training data without the need for bilingual
data, by leveraging a backward NMT model and
monolingual data from the target side. However,
this approach may amplify errors in machine trans-
lation. In contrast, formula 2 can simultaneously
utilize both SRC and MT information, but it re-
quires aligned bilingual data.

2.2 Pseudo-Document-Level Bilingual Data
Generation

As shown in the figure 1, we construct the pseudo
document-level bilingual data through the follow-
ing steps:

1. Choose monolingual corpora in the
target language and extract a sequence
of n consecutive sentences Dnatural

tgt =

{tgtnatural1 , tgtnatural2 , ..., tgtnaturaln } from
it.

2. For all sentences from 1 to n, translate them
using the target-to-source MT model to obtain
Dmt

src = {srcmt
1 , srcmt

2 , ..., srcmt
n }. Then translate

the translated Dmt
src using the source-to-target MT

model to obtain Dmt
tgt = {tgtmt

1 , tgtmt
2 , ..., tgtmt

n }.
The decoding of NMT models are all based on
beam search, and the beam size is 5.

3. For APE training, the Dmt
src and Dmt

tgt gener-
ated by the NMT model are SRC and MT, while
monolingual data Dnatural

tgt corresponds to PE. The
training data form corresponding to formula 1 is
Only MT mode: Dmt

tgt → Dnatural
tgt , while that cor-

responding to formula 2 is SRC with MT mode:
Dmt

src, D
mt
tgt → Dnatural

tgt .

2.3 Bridge the Gap between Training and
Inference

Intuitively, SRC with MT mode should perform
better as it leverages the original text information.
In fact, our APE model is also based on SRC with

MT mode. However, the subsequent experimental
results show that directly training on the pseudo
data using SRC with MT mode results in nega-
tive gains. The main reason for this is the signif-
icant difference between the SRC in the training
data, which is Dmt

src, and the SRC during inference,
which is Dnatural

src . To bridge this gap, we propose
two methods (to express this more clearly, we pro-
vide an example using a translation task where the
source language is English (en) and the target lan-
guage is German (de)). Figure 2 details our two
training methods:

Cascade method: First, we take English as
the target language and construct the training data
Dmt

en → Dnatural
en with Only MT mode, and using

the formula 1 to train LLM as APEen.
Then, taking German as the target language, we

construct the training data Dmt
en , D

mt
de → Dnatural

de

with SRC with MT mode, use APEen to post edit
on Dmt

en and get Dnatural
′

en , obtain the final training
data Dnatural

′

en , Dmt
de → Dnatural

de , and fine-tune on
LLM with the final training data to obtain the final
APE model.

End2End method: We use English as the
target language and construct the training data
CPTen = {Dmt

en , D
natural
en }, using the Only MT

mode. Meanwhile, we use German as the
target language and construct the CPTde =
{{Dmt

de , D
natural
de }, {Dmt

en , D
mt
de , D

natural
de }}, using

both modes.
For the training data during the Continual Pre-

training stage (CPT), we introduce the newline tag
between the MT sentences and the natural language
sentences. We first pre-train the LLM as LLMpre

with these data. The data CPTen is intended for
LLM to align the stylistic differences between the
original text side MT and natural; the data CPTde

aim to equip LLM with certain target language
APE capabilities during pre-training. During pre-
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Figure 2: At the top of this figure are two modes for applying APE to optimize MT using LLM: Only MT mode
and SRC with MT mode. Below are two proposed methods to address the gap between training and inference in
the SRC with MT mode, which arises from using only monolingual constructed training data. On the left is the
Cascade method, where the LLM first optimizes the source text before model training. On the right is the End2End
method, which incorporates two different types of data (MT and natural data) during the pre-training phase, enabling
the LLM to learn the underlying relationships between the two and subsequently achieve better results in the SFT
stage.

training, we utilize a word dropout (=0.1) (Sen-
nrich et al., 2016) strategy to ensure training con-
vergence.

Afterwards, by taking German as the target lan-
guage, we use SRC with MT mode to construct
training data Dmt

en , D
mt
de → Dnatural

de . We directly
apply the constructed training data to fine-tune the
pre-trained LLMpre with supervised fine-tuning
(SFT), resulting in an APE model.

2.4 Inference
Since document translation involves context, its
decoding is relatively complex, and there are cur-
rently several decoding methods: 1) Chunk-Based,
which is a simple method that divides the docu-
ment to be translated into approximately equal-
sized non-overlapping chunks and translates them
independently; 2) Batched Sliding Window, pro-
posed by Post and Junczys-Dowmunt (2024), trans-
late the document by appending the sentence to
be translated with preceding context, using a slid-
ing window approach with a payload, and extract
the last sentence after translating the entire chunk;
3) Sequential Decoding, proposed by Herold and
Ney (2023), append the left source context and use
forced decoding of the previous sentence’s trans-
lation as the target context in the next step, trans-

lating only one sentence at each step. The results
of Koneru et al. (2024) indicate that the effects
of these three decoding methods are similar, so in
this paper, we only use the Chunk-Based decoding
method, where the size of the chunk is related to
the maximum sequence length during inference.

3 Experimental Setup

Model: We used two sentence-level NMT mod-
els, source-to-target and target-to-source, to assist
in generating training data. The architecture of
the sentence-level NMT model is transformer-big,
with the encoder and decoder consisting of 25 and
6 layers, respectively. It is first trained on the
English-German data from WMT20231, and then
fine-tuned using the MuST-C V3 corpus(Di Gangi
et al., 2019). For LLM, we conducted experi-
ments using the latest open-source Llama3-8B2

model by Meta. During training, we masked the
loss on the prompt, meaning that the LLM was
trained exclusively to predict the reference based
on the given source and hypothesis. We utilized
the transformers library for training and inference
with Llama3. When training the adapters, we con-

1https://www2.statmt.org/wmt23/translation-task.html
2https://llama.meta.com/llama3/



8834

figured the hyperparameters with rank 8, alpha 32,
dropout 0.1, and set the bias as ’LoRA_only’. Fol-
lowing the approach by Dettmers et al. (2023) to en-
hance the model’s robustness to LoRA hyperparam-
eters, we adapted on all layers. The added modules
to the adapter include q_proj, k_proj, v_proj,
gate_proj, up_proj, and down_proj. During
training and inference, we set the max tokens to
1024.

Dataset: We use the MuST-C V3 corpus as the
main training and test data; additionally, to ver-
ify whether larger-scale document-level monolin-
gual data can further improve the results, we select
100,000 documents from the MC4 dataset (Xue
et al., 2021).

Evaluation Metrics We use COMET-22
(COMET) (Rei et al., 2022) as the primary eval-
uation metric, and additionally use sentence-level
BLEU (Papineni et al., 2002) and document-level
SacreBLEU (Liu et al., 2020) to evaluate transla-
tion quality, denoted as s-bleu and d-bleu, respec-
tively.

Consistency Evaluation We also report the
scores of ContraPro (Müller et al., 2018) to assess
context-specific resolution of pronoun ambiguity.
We constructed the test set based on the methods
proposed in Koneru et al. (2024) and the MuDA
tagger (Fernandes et al., 2023), and evaluated the
three metrics: Pronouns, Formality, and Lexical
Cohesion.

4 Main Results

To validate the effectiveness of the method we pro-
posed, we selected a translation task from English
to German on the MUST-C V3 dataset. We assess
the following configurations:

Sen2Sen: This is a sentence-level NMT
model. Its generation process involves firstly train-
ing on the English-German dataset provided by
WMT2023, then fine-tuning on MuST-C V3. This
is a strong baseline model, and the quality of the
generated translations is comparable to some com-
mercial NMT models.

Llama3 Few shot APE: We construct several
prompts to guide Llama3 to perform post-edit on
MT. All our prompts refer to the format of Koneru
et al. (2024).

Llama3 MT Sen2Sen: We process the dataset of
MuST-C V3 into training data aligned at sentence
level and use Llama3 for LoRA fine-tuning.

Llama3 MT Doc2Doc: We process the MuST-

C V3 dataset into aligned document data of
approximately equal length using the Chunk-
Based method, and perform Lora fine-tuning using
Llama3.

APE for para-Doc: We use the document-
level bilingual data in MuST-C V3 to replicate the
method proposed in Koneru et al. (2024) based on
Llama3 and source-to-target NMT model.

APE for Cascade: Based on the Cascade
method, we first use the English data from MuST-C
V3 to train APEen, then use the German data from
MuST-C V3 to construct pseudo-document data,
and use APEen to perform PE on the correspond-
ing data Dmt

en , D
mt
de → Dnatural

de , finally obtain the
model trained by formula 2.

APE for End2End: Based on the End2End
method, we first separately use the en and de from
MuST-C V3 as target languages to generate train-
ing data for Only MT, pre-train on Llama3. Then,
we use the pseudo-document data generated with
de as the target language from SRC with MT and
obtain the model trained with formula 2.

APE for Large Mono: First, a larger volume of
Mono data (100,000) is extracted from the MC4
dataset, and then training is performed based on
the APE for End2End method.

4.1 Automatic Post-Editing is Necessary.
Given that Llama3 has seen significant improve-
ments over Llama2 (Touvron et al., 2023) in both
training methods and data volume, we need to re-
evaluate whether APE for LLMs is still effective.
As shown in Table 1, we first use a prompt to guide
Llama3 to perform post-editing on MT, which is
the result of Llama3 Few-shot APE. It is evident
that Llama3 indeed possesses strong post-editing
capabilities, capable of enhancing translation qual-
ity. Additionally, the APE approach outperforms
the direct use of LLMs for translation, such as
Llama3 MT Doc2Doc and Llama3 MT Sen2Sen,
with improvements of more than 0.5 points in s-
bleu, d-bleu, and COMET metrics. The conclusion
that "Automatic Post-Editing is Necessary," as ob-
tained by Koneru et al. (2024) on Llama2, has been
further validated on Llama3.

4.2 The Monolingual Document-Level Data is
Effective.

As shown in Table 1, in the case of using only
monolingual data, the Cascade and End2End meth-
ods we proposed can approach the results obtained
by (Koneru et al., 2024) using actual bilingual data.
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System s-bleu d-bleu COMET
Pronouns Formality Lexical Cohesion

P R F1 P R F1 P R F1
Sen2Sen 34.63 38.78 84.68 0.67 0.77 0.72 0.70 0.72 0.71 0.62 0.75 0.68
Llama3 Few shot APE 34.70 38.84 84.85 0.67 0.78 0.72 0.71 0.73 0.71 0.62 0.76 0.68
Llama3 MT Sen2Sen 31.29 35.52 85.03 0.66 0.76 0.71 0.68 0.71 0.69 0.61 0.76 0.68
Llama3 MT Doc2Doc 34.30 38.60 85.62 0.69 0.81 0.75 0.72 0.80 0.76 0.61 0.77 0.68
APE for para-Doc 35.03 39.27 85.85 0.70 0.83 0.76 0.75 0.82 0.78 0.63 0.77 0.69
Our approach
APE for Cascade 34.85 38.81 85.76 0.69 0.81 0.75 0.73 0.80 0.76 0.62 0.77 0.69
APE for End2End 34.74 38.71 85.71 0.69 0.80 0.74 0.72 0.80 0.76 0.62 0.76 0.68
APE for Large Mono 35.48 39.60 86.50 0.71 0.82 0.76 0.75 0.81 0.78 0.63 0.78 0.70

Table 1: Comparing various optimization translation methods with Llama3. For document decoding, we use
chunk-based decoding. We report metrics such as s-bleu, d-bleu, COMET, MuDA tagger. The best score in each
metric is highlighted in bold.

System Contra(%)
Sen2Sen 66.7
APE for para-Doc 87.3
APE for Cascade 80.2
APE for End2End 79.5

Table 2: Comparing document APE accuracy on the
ContraPro English→German test set.

Compared to the Sen2Sen results, the NMT transla-
tions, after being refined with the LLM fine-tuned
using our proposed methods for APE, show minor
changes in s-bleu and d-bleu, but there is a 1-point
increase in COMET, along with varying degrees
of improvement in Pronouns, Formality, and Lex-
ical Cohesion metrics. After introducing 100,000
document-level monolingual data, our methods
(APE for Large Mono) can significantly outper-
form the results from bilingual data across various
metrics. This demonstrates that using document-
level monolingual data for APE is effective.

4.3 Enhancement of APE for Contextual
Phenomena

In the table 1, the three indicators of Pronouns,
Formality, and Lexical Cohesion are constructed
in our test sets by referencing the methods pro-
posed in Koneru et al. (2024) and MuDA tagger
(Fernandes et al., 2023). We also select talks with
the highest number of tags for each phenomenon,
resulting in 14 talks in our test sets, addressing con-
textual occurrences related to pronouns, formality,
and lexical cohesion. Then, we remove the selected
talks from our training data and use them for test-
ing. Experimental results show that the Cascade
and End2End methods both enhance the discourse

System s-bleu d-bleu COMET
Sen2Sen 34.63 38.78 84.68
APE for para-Doc 35.03 39.27 85.85
APE for Only MT 34.64 38.87 85.16
APE for SRC with MT 32.90 37.03 84.60
APE for Cascade 34.85 38.81 85.76
APE for End2End 34.74 38.71 85.71

Table 3: Comparing the impacts of using different forms
of SRC in training data.

characteristics of NMT.
We further validate the enhancement of APE in

disambiguating pronouns using the ContraPro test
set, which is a benchmark specifically designed
to assess the disambiguation of pronouns, namely
"Er" (masculine), "Sie" (feminine), and "Es" (neu-
tral) when translating "It" from English to Ger-
man. We referenced the evaluation methods from
Post and Junczys-Dowmunt (2024); Koneru et al.
(2024). Table 2 indicates that, although our pro-
posed method exhibits 7 differences compared to
APE for para-Doc, both Cascade and End2End
show an improvement of over 13 points on the
Sen2Sen basis.

The above results indicate that LLM is very suit-
able for dealing with tasks involving contextual
information and plays a very prominent role in con-
textual phenomena.

5 Analysis

5.1 Bridge the Gap between Training and
Inference

In Section 2.3, the issue of training and inference
mismatch was mentioned, and several sets of ex-
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Training Data s-bleu d-bleu COMET
baseline (Sen2Sen) 34.63 38.78 84.68
APE for End2End 34.74 38.71 85.71
random sample 34.48 38.54 84.71
domain sample 34.62 38.67 85.42

Table 4: The results of conducting experiments on dif-
ferent datasets using the End2End method.

periments were designed to illustrate and address
this issue. As shown in Table 3, APE for Only
MT and APE for SRC with MT were obtained by
generating data using Only MT and SRC with MT
respectively in Section 2.2, and then training APE.
APE for Only MT was able to improve COMET by
0.5; however, with the addition of SRC, Dmt

src, the
results of APE for SRC with MT saw a decrease
of more than 1 point in both s-bleu and d-bleu, and
there was also a slight decrease in COMET. This
indicates that directly using Dmt

src does not bring
positive gains to APE.

APE for SRC with MT and APE for para-Doc
have exactly the same training process, but yield
significantly different results, indicating a substan-
tial gap between the Dmt

src used during training and
the Dnatural

src used during inference. In our follow-
ing experiments, we compared and analyzed the
differences between pseudo source text and actual
source text. We trained a binary classifier for Dmt

src

and Dnatural
src using fast-text, and found that 87%

of the data could be distinguished. However, after
applying the Cascade method to Dmt

src, only 58% of
the data could be correctly classified. The results
of APE for Cascade show that compared to APE
for SRC with MT, s-bleu, d-bleu, and COMET all
show an improvement of more than 1 point, indicat-
ing that our proposed Cascade method can bridge
the gap between Dmt

src and Dnatural
src effectively.

The problem of APE for Cascade lies in the fact
that using LLM to generate training data is a costly
and inelegant method. We believe that LLM can
implicitly possess the matching capabilities of Dmt

src

and Dnatural
src . The results of APE for End2End

indicate that, through training in the pre-training
phase, LLM can address this gap, although there is
still a very small difference compared to Cascade.

5.2 Has Data Leak Resulted in Positive
Outcomes?

In the End2End method, we use both the Source
and Target of the MuST-C V3 data as monolingual
data. Could this introduce a bilingual data leakage

issue during the pre-training stage? We set up the
following experiments to verify this:

1) random sample: In order to maintain consis-
tency with the dataset of MuST-C, 2500 English
and 2500 German documents were randomly ex-
tracted from the mC4 dataset.

2) domain sample: fast-text3 was used to clas-
sify MC4 by domain, and 2500 English and 2500
German documents close to the domain of MuST-C
were selected respectively.

Then, the method of APE for End2End is used
to experiment on the two data selection methods
mentioned above. As shown in table 4, the im-
provement of random sample is relatively small,
while the results of domain sample can basically ap-
proach the results obtained using the MuST-C data
(APE for End2End). This indicates that there is no
issue of data leaking, and the quality improvement
is largely related to domain adaptation in LLM.

5.3 The Impact of Training Data Scale

We further experimented on the impact of different
amounts of monolingual data on APE quality. The
data amount of MUST-C V3 is 2537 documents.
We also used the method of domain sample from
MC4 to select 2500, 5000, 10000, 20000, 40000
and 100000 documents for experiments of differ-
ent data scale. The table 5 indicate that with the
increase of data volume, the quality of APE can in-
deed be improved. When using 20000 documents,
the quality of the model has already surpassed the
result of para-Doc. Further increasing the data
amount resulted in a diminishing increase in qual-
ity, and there was hardly any significant improve-
ment in the results beyond 40000 documents.

5.4 The Adaptability of APE

We want to know if the APE system trained with
pseudo-corpus constructed by a NMT system can
be adapted to other NMT systems. We divided the
training data of NMT into two parts and trained
two NMT models: nmt1 and nmt2. We then used
these two NMT models with the End2End method
to train APE separately, obtaining ape1 and ape2.
Table 6 shows that different NMT systems can
achieve better adaptation only when trained with
their own NMT-generated pseudo-corpus; when
nmt1 is combined with ape2 and nmt2 is com-
bined with ape1, the improvement in COMET’s
performance is somewhat reduced. This indicates

3https://github.com/facebookresearch/fastText
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Training data scale 2500 5000 10000 20000 40000 100000 para-Doc
COMET 85.42 85.64 85.76 86.16 86.42 86.50 85.85

Table 5: Comparing the impact of using different scales of domain sample data.

NMT APE COMET
nmt1 84.52
nmt2 84.55
nmt1 ape1 85.61
nmt1 ape2 85.23
nmt2 ape1 85.30
nmt2 ape2 85.58

Table 6: The COMET results of pairing two NMT and
APEs for pairwise combinations.

that our APE system has a certain generality, but
optimal results can only be achieved when used in
conjunction with the NMT used to construct the
training data.

6 Related Work

In the era of training NMT models with sequence-
to-sequence patterns, many methods have already
been proposed to optimize document translation.
Starting from Tiedemann and Scherrer (2017), con-
secutive sentences in the context have been used
to assist the translation of the current sentence.
Agrawal et al. (2018); Zhang et al. (2022) and oth-
ers have also demonstrated that translating multiple
sentences together can improve translation qual-
ity. Additionally, many new methods for model
architecture such as HAN (Miculicich et al., 2018),
SAN (Maruf et al., 2019), HYBRID (Zheng et al.,
2020), FLATTRANS (Ma et al., 2020), GTRANS
(Bao et al., 2021) have been proposed to better en-
code document information; due to the scarcity of
aligned document data, data augmentation methods
like MULTIRRES (Sun et al., 2022), IADA (Wu
et al., 2024b) have also been proposed to more ef-
ficiently utilize limited aligned data; furthermore,
the DocRepair (Voita et al., 2019) method can use
document-level monolingual data, combined with
the encoder-decoder mode of the APE model, to
improve translation consistency; Feng et al. (2022)
use cache technology to cache global information
for enhancing the local information of the current
sentence; and the DocRerank method proposed by
Yu et al. (2020) reorders the results of sentence-
level models in the decoding stage, selecting sen-
tences or tokens with high document consistency.

The LLM has achieved very impressive results
in a large number of natural language processing
tasks. At the same time, more and more people
are conducting research on large models in the
field of machine translation. Xu et al. (2024);
Guo et al. (2024) mainly focus on sentence-level
machine translation research, focusing on how to
strengthen the cross-lingual alignment capabilities
of large models. There are also some work (Ding
et al., 2024; Gao et al., 2023) to introduce Retrieval
Augmented Generation (RAG), coupled with trans-
lation memories (Mu et al., 2023; Moslem et al.,
2023) or to correct NMT system output in prompts
(Raunak et al., 2023; Chen et al., 2024). Wu et al.
(2024a); Wang et al. (2023) meticulously explored
the enhancement of document-level translation us-
ing large models; Koneru et al. (2024) proposed
using LLM for APE instead of directly for transla-
tion, which also yielded good results.

7 Conclusion

We introduced a new method to enhance document
translation quality by leveraging only monolingual
data and large language models. This approach
fine-tunes LLMs on Automatic Post-Editing using
novel strategies to improve the output of sentence-
level neural machine translation. We identified
and resolved the issue of inconsistency between
training and inference modes caused by the use of
synthetic training data. This method significantly
improves translation quality and consistency, as
validated by a notable score on the ContraPro test
set, making it particularly useful in settings where
bilingual data is scarce.

8 Limitations

Our method, a cascaded system, involves initial
decoding with NMT followed by LLM decoding,
leading to higher inference latency and error mag-
nification. It is ideal for low-resource scenarios,
particularly in specialized fields like biomedicine,
where bilingual data is limited. Future research
will focus on this area.
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