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Abstract

Empathetic dialogue systems improve user ex-
perience across various domains. Existing ap-
proaches mainly focus on acquiring affective
and cognitive knowledge from text, but ne-
glect the unique personality traits of individ-
uals and the inherently multimodal nature of
human face-to-face conversation. To this end,
we enhance the dialogue system1 with the abil-
ity to generate empathetic responses from a
multimodal perspective, and consider the di-
verse personality traits of users. We incor-
porate multimodal data, such as images and
texts, to understand the user’s emotional state
and situation. Concretely, we first identify the
user’s personality trait. Then, the dialogue sys-
tem comprehends the user’s emotions and sit-
uation by the analysis of multimodal inputs.
Finally, the response generator models the cor-
relations among the personality, emotion, and
multimodal data, to generate empathetic re-
sponses. Experiments on the MELD dataset
and the MEDIC dataset validate the effective-
ness of the proposed approach.

1 Introduction

Empathy is defined as the ability to understand
and potentially share and react to another person’s
feelings and experiences from their perspective
(Macarov and David, 1978; Liu and Picard, 2005).
The advent of the EmpatheticDialogues dataset
(Rashkin et al., 2019) attracts much interest in em-
pathetic response generation, underscoring its wide-
ranging applicability across diverse fields (Zhou
et al., 2020; Song et al., 2021b; Kulshreshtha et al.,
2020). Predominantly, existing works focus on dis-
cerning the user’s emotional states through emotion
recognition and employing knowledge graphs to
deduce implicit information within the dialogue

*Corresponding author.
1Our code is available at: https://github.com/

personalityempathy/Personality-Aware-MERG
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Figure 1: The examples illustrate humans’ propensity to
consider their conversational partners’ personalities to
achieve empathy. The individual with an ESFP person-
ality is depicted as lively, extroverted, and sharing their
joy with others. The individual with an INFP personality
is portrayed as quiet and introverted, possessing a spirit
of exploration and a tendency to approach problem-
solving creatively. Upon analysis of Ross’s responses
to Rachel and Phoebe, Ross considers the distinct per-
sonality traits of each speaker in his interactions, which
facilitates his ability to achieve empathy with them.

context (Raamkumar and Yang, 2023; Ma et al.,
2020). Some researchers proposed to apprehend
the user’s emotions at utterance level, including
mixture of empathetic listeners (Lin et al., 2019),
emotion mimicry (Ghosal et al., 2020), while oth-
ers examined strategies to model the user’s feelings
comprehensively, incorporating multi-task learning
(Varshney et al., 2021), multi-resolution adversar-
ial training (Li et al., 2020). Moreover, knowledge
graphs are applied to infer broader contextual infor-
mation directly from dialogues (Sabour et al., 2022;
Wang et al., 2022; Zhou et al., 2023), which func-
tion as prior knowledge and guide dialogue systems
in generating responses that are more relevant and
consistent. Recently, the newly introduced large

https://github.com/personalityempathy/Personality-Aware-MERG
https://github.com/personalityempathy/Personality-Aware-MERG
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language models (LLMs), such as GPT 4 (Ope-
nAI, 2023) and Claude 3 (Anthropic, 2023), which
demonstrate proficiency in comprehending, infer-
ring, and conveying empathy (Lee et al., 2024).
Whereas, these models are expensive and not com-
pletely open-source, leaving the details of their
development process somewhat opaque.

However, the aforementioned empathetic studies
ignore the influence of the user’s personality traits,
and train conversational models without adapting
to differences in empathy expression, so that to gen-
erate standardized responses and struggle to engage
users who may discern the mechanical nature of
the dialogue system (WEN et al., 2021). In human
interactions, the expression of empathy is not iso-
lated from individuals’ personality traits, such as
those outlined by the Myers Briggs Type Indicator
(MBTI) (Carlson, 1985). MBTI is a psychological
assessment tool (Jung and Beebe, 2016) that catego-
rizes individuals into 16 personality types based on
four dichotomies: Extraversion (E) vs. Introversion
(I), Sensing (S) vs. Intuition (N), Thinking (T) vs.
Feeling (F), and Judging (J) vs. Perceiving (P). It is
designed to help people understand personal pref-
erences and improve interpersonal relationships
(Cohen et al., 2013). In conversations, individuals
not only resort to their habitual modes of express-
ing empathy but also tailor their responses to match
the personality traits of their interlocutors (Chae,
2016).

Therefore, we propose a multimodal dialogue
system that is attentive to personality intricacies
and can produce targeted empathetic responses. To
achieve this, we utilize a pre-trained MBTI classi-
fier (Ryan et al., 2023) to infer the user’s person-
ality from the dialogue history, going beyond the
current scope of persona-based works. We employ
multimodal emotion recognition to capture emo-
tions, which are then combined with personality
traits as control signals. For text processing, we use
the GPT-2 model (Radford et al.) to extract features
from the dialogue, and we leverage a pre-trained
BLIP model for visual features (Li et al., 2022). A
cross-modal feature fusion module integrates the
multimodal features, which emphasizes relevant
image aspects in the context of the dialogue and
ensures that the features are well-optimized for the
response generation stage.

In summary, our work presents several contribu-
tions to the field:

(1) We propose integrating personality into the
response generation process, which enables more

empathetic interactions.
(2) We acquire the affective and cognitive knowl-

edge in human face-to-face conversations from a
multimodal perspective to achieve empathy.

2 Related Work

2.1 Personalized Response Generation

Personalization can enhance the user’s engagement
with dialogue systems (Kwon et al., 2023). Re-
searchers have explored various ways to repre-
sent persona information, such as unstructured per-
sona descriptions (Zhang et al., 2018; Zhong et al.,
2020a; Ahn et al., 2023), structured key-value at-
tributes (Qian et al., 2018; Wu et al., 2021; Gao
et al., 2023), specific personalities (e.g., MBTI, Big
Five personalities) (Mairesse and Walker, 2007;
Wen et al., 2021; Fernau et al., 2022), and dialogue
histories (Qian et al., 2021; Zeng and Nie, 2021).
These works concentrate on generating responses
through the dialogue history and personalities to
increase the personalization of the dialogue, rather
than focusing on empathy.

Despite considerable efforts dedicated to the
development of persona-based dialogue models
(Zhong et al., 2020b; Song et al., 2021a; Xu et al.,
2022), the existing persona-related works still face
several issues: the data volume is often insufficient
(WEN et al., 2021), and the focus of persona in-
formation tends to be on users’ demographic data
rather than their personality traits (Zhong et al.,
2020a; Ahn et al., 2023). However, our work not
only considers personalities but also emphasizes
empathetic responses to the user within a multi-
modal context.

2.2 Empathetic Response Generation

Empathetic response generation necessitates that
dialogue systems understand the user’s emotions
and situation (Li et al., 2021), so that generate
pertinent responses and achieve empathy with the
user. The seminal work of Rashkin et al. (2019)
introduces the task and establishes the benchmark
dataset, which has catalyzed heightened interest
in this area. Some works endeavor to endow dia-
logue systems with the capability to comprehend
affective knowledge via emotion perception. Lin
et al. (2019) employed n encoders to identifying
emotions with a specific category (MoEL). Ghosal
et al. (2020) divided emotions into two groups ac-
cording to their polarity and integrate emotions
with stochasticity (MIME). Li et al. (2020) identi-
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Figure 2: Overview of the proposed framework. The visual features refined by a specialized encoder, are integrated
with textual features in a cross-modal fusion encoder for multimodal emotion recognition. The incorporation
of personalities, emotional labels, and multimodal representations augments the response generator to produce
responses that are not only contextually relevant but also empathetically and personally attuned.

fied emotions from both utterance level and token
level, to capture the subtle emotions in dialogues
(EmpDG). While other researchers (Li et al., 2021;
Hwang et al., 2020) introduce knowledge graphs
to infer the user’s situation. Sabour et al. (2022)
fed the dialogue history to Comet (Bosselut et al.,
2019), and obtain inferences from five distinct as-
pects (CEM). Wang et al. (2022) addressed the
challenge of capturing dynamic emotional shifts in
conversations, as well as the potential discrepan-
cies between knowledge graph inferences and the
emotions (SEEK). Zhao et al. (2023) proposed a
framework, consisting of self-other differentiation
and modulation mechanism, and a response genera-
tor (EmpSOA). (Zhou et al., 2023) constructed the
cognition graph utilizing inferred knowledge and
the emotional concept graph to align the user’s cog-
nitive and affective knowledge (CASE). Yang et al.
(2024) proposed an iterative interaction attention
mechanism to identify semantically related words
within dialogue utterances, thereby facilitating a
deeper understanding of underlying emotional and
cognitive states.

In summary, previous studies extract the user’s
emotional states and situations from a solely tex-
tual perspective, but they restrict the deeper un-

derstanding that dialogue systems can reach re-
garding speakers. Differently, our work explores
affective and cognitive knowledge related to the
user from the perspectives of both personality and
multimodality, to achieve empathy.

3 Problem Statement

We denote a dialogue context as a sequence of
n paired utterances-images, denoted as U =
{u1, . . . , un}, where ui = {uti, uvi }, i ∈ [1, n]. uti
and uvi denoting textual and visual data of each
paired utterance-image. P̂ = {p1, p2} represents
the set of personality traits associated with the
two speakers engaged in a conversation. Besides,
uti = {w1

i , . . . , w
k
i } denotes that the utterance uti

consists of k words. k vary from various utterances.
Each utterance is provided with an emotion label.
The task is to train a model to generate the next
utterance Y that is coherent to the dialogue context
U and empathetic to the other speaker’s personality,
emotions and situation.

4 Methodology

Our proposed personality-aware framework is
present in Figure 2, which mainly incorporates a
cross-modal fusion encoder for multimodal emo-
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tional insights, a pre-trained MBTI personality clas-
sifier as the personality indicator, and an empathetic
response generator. Different special tokens are
shown in token samples. For example, the BOS to-
ken and EOS token indicate the beginning and the
end of an utterance, and the SEP token separates
the utterances.

4.1 Multimodal Emotional Insights
To understand the speaker’s emotional states from
the dialogue history, we employ multimodal emo-
tion recognition techniques. Specifically, for each
multimodal paired data {ut, uv}, we utilize the
pre-trained BLIP model and the pre-trained GPT-
2 model as feature extractors to obtain the visual
representations rv ∈ Rd and the textual representa-
tions rt ∈ Rk×d respectively, where k is the length
of the utterance ut and d is the dimension of the
feature space.
The refine encoder plays a pivotal role in distilling
the features of visual representations pertinent to
the task at hand. Specifically, the representations
derived from visual data are mapped into query,
key, and value domains as defined by Equation 1:

Qrv , Krv , Vrv = Wqr
v, Wkr

v, Wvr
v (1)

where Wq,Wk,Wv ∈ Rd×dk represents learnable
parameter matrices, Qrv ,Krv , Vrv are the query,
key and value matrices, and dk is the dimension
of attention layers. Then, the self-attention mecha-
nism encodes the visual features by matching their
query and key matrices, which is calculated by
Equation 2:

Arv = σ

(
Qrv K

T
rv√

dk

)
Vrv (2)

where KT
rv is the transposed key matrix, Arv ∈ Rd

is the refined visual features, and σ(·) denotes the
softmax function.

Similar to the refine encoder, the cross-modal fu-
sion encoder processes the textual representations
via self-attention encoding, resulting in an encoded
matrix Art ∈ Rd. The cross-modal fusion encoder
aims to model the correlation between pairwise fea-
tures of visual and textual modalities. In this stage,
the cross-modal attention mechanism matches the
query matrix Art of the textual modality with the
key matrix Arv of the visual modality to learn the
correlation, which can be formulated as:

Atv = σ

(
Art A

T
rv√

dk

)
Arv (3)

where AT
rv is the transposed key matrix of Arv .

Subsequently, the combined data proceeds through
the feed-forward layer and the residual normaliza-
tion layer, we specify the output of the cross-modal
fusion encoder as H ∈ Rk×d. After that, a linear
classifier is applied to the output H and predicts
the emotion label ẽ, formalized by Equation 4:

ẽ = σ (LN (WhH)) (4)

where LN represents the linear layers within the
classifier, Wh ∈ RC×d is learnable parameters, C
is the number of emotion categories, and ẽ indicates
the predicted emotion label. Therefore, we calcu-
late the loss of the multimodal emotion recognition
by Equation 5:

Lẽ = − 1∑m
h=1 f(h)

m∑
j=1

f(j)∑
i=1

eji log(ẽ) (5)

where m is the total number of dialogues in the
training set, f(j) signifies the count of utterances
within the j-th dialogue context, eij represents the
ground truth emotion label.

4.2 Personality Indicator
We employ a pre-trained MBTI personality clas-
sifier C, which achieves an average classification
accuracy of 84.34% on Kaggle’s MBTI dataset2

(Ryan et al., 2023), to infer personality traits for
each speaker in conversations. We begin by group-
ing the utterances in the conversation by speak-
ers. For a given speaker s, we concatenate the
utterances to form a set Us = {us1, us2, · · · },
which serves as the input to the personality classi-
fier C. The classifier then predict the personality
type p = C(Us). Each personality type p is associ-
ated with a corresponding text description R, we
provide the specific 16 descriptions in the section
A.1. In the experiments, we prepend a CLS token
to each description, creating R̃ = [[CLS];R]. We
then input R̃ into the pre-trained model to obtain
the representation ps of the CLS token, which we
use as the representative embedding for the person-
ality p.

Subsequently, the emotion E and the personal-
ity ps collaboratively control the generation pro-
cess. We differentiate between tokens that serve
as control signals and those that form dialogues.
As shown in the right part of Figure 2, we model
their relationship with a mask matrix Wm during

2https://www.kaggle.com/
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the self-attention operation. Concretely, if tokeni
controls tokenj , the value at position (i, j) in Wm

is 0, otherwise is negative infinity:

Wm(i, j) =

{
0, i ⇒ j

−inf, i ⇏ j
(6)

This mechanism allows us to use the mask matrix
to guide the generation of each response token us-
ing signals from various perspectives, representing
diverse factors for expressing empathy.

4.3 Empathetic Response Generator
We aggregate all utterances and control signals
within a dialogue, and integrate special tokens to
indicate the start and the end of the dialogue. The
construction of input embeddings is a multifaceted
process, encompassing token embeddings, speaker
type embeddings, and position embeddings, which
results in the formation of input context demoted
as X = x1, · · · , xs, with the ground truth response
delineated as Y = xs+1, · · · , xN , thus the condi-
tional probabilities of P (Y |X) can be formulated
as:

P (Y |X) =

N∏
n=s+1

p(xn|x1, · · · , xs; ps, E, θ)

(7)
where θ represents the parameters of the model, ps
and E denote the control signals. Specifically, as
depicted in Figure 2, ps controls both the speaker’s
utterances and the response, while E only controls
the response, and they also control and interact with
each other. Besides, to capitalize on the advanced
language processing capabilities of the pre-trained
model, we introduce an efficient residual connec-
tion to integrate the output of the cross-modal fu-
sion encoder with the hidden states from the pre-
trained model, which can be formulated as:

I = WGhG +WHH (8)

where WG and WH correspond to the linear projec-
tions of the language model and the fusion encoder
respectively, and hG represents the hidden states
derived from the language model. Generally, one
would use the cross-modal representation for gener-
ation, but such approach overlooks the pre-trained
model’s exceptional skills in language, which pro-
vides a language-only generation perspective.

Moreover, when considering a multi-turn di-
alogue D1, · · · , Dw, the probability of generat-
ing a dialogue sequence can be reformulated

as P (Dw, · · · , D2|D1), which can be computed
through the multiplication of conditional probabil-
ities of P (Di|D1, · · · , Di−1), taking into account
all preceding dialogue contexts and their corre-
sponding ground truth responses.

Consequently, to train the response generator, we
opt for the standard negative log-likelihood (NLL)
loss applied to the target responses, which is repre-
sented by:

LY = E(D,Y ) [− logP (Y )] (9)

where D is the dialogue context. During the train-
ing phase, the refine encoder, the cross-modal fu-
sion encoder, the emotion recognizer, and the re-
sponse generator concurrently update their param-
eters, enabling the seamless integration of multi-
modal features with textual features in the embed-
ding space, and enhancing the model’s capacity to
capture the complex semantic information inherent
in multimodal data. Considering the above com-
ponents, an aggregated loss function is employed
as the comprehensive optimization objective, facil-
itating an end-to-end training paradigm, expressed
as:

L = λLY + γLE (10)

where λ = 1 and γ = 0.5 are hype parameters,
functioning to equilibrate the contributions of mul-
timodal emotion recognition and empathetic re-
sponse generation within the overall framework.

5 Experiments

5.1 Datasets

Our experiments utilize the MELD dataset (Poria
et al., 2019) and the MEDIC dataset (Zhu et al.,
2023). Both of them include multiple conversations
and multimodal data, such as video, and text data.
We use the original partitioning of the two datasets
for training, validation and testing.

MELD is a widely-used multimodal dataset. It
contains over 1,400 dialogues and 13,000 utter-
ances that are sampled from the TV series Friends.
Each utterance is annotated with 8 emotions and 3
sentiment categories.

MEDIC is an empathetic dataset designed to ad-
vance computational empathy understanding in the
context of face-to-face psychological counseling
sessions. The dataset comprises 771 video clips
collected from the counseling sessions.
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Datasets Methods
Automotic Evaluation Human Evaluation

PPL ↓ Dist-1 Dist-2 Acc (%) PBERT RBERT FBERT Emp. Coh. Flu.

MELD

MoEL(Lin et al., 2019) 50.41 0.71 3.22 57.93 0.8098 0.8175 0.8136 2.91 3.09 3.37
MIME(Ghosal et al., 2020) 48.50 0.64 2.88 56.90 0.7950 0.8029 0.7989 2.88 3.14 3.34

EmpDG(Li et al., 2020) 50.51 0.89 4.05 57.62 0.8020 0.8159 0.8088 2.95 3.22 3.42
CEM(Sabour et al., 2022) 54.00 0.97 4.36 57.55 0.7877 0.8040 0.7957 3.02 3.27 3.65
SEEK(Wang et al., 2022) 54.72 1.01 4.54 58.95 0.8133 0.8297 0.8214 3.11 3.24 3.58

EmpSOA(Zhao et al., 2023) 53.33 1.02 4.60 59.69 0.8271 0.8468 0.8368 3.13 3.28 3.61
CASE(Zhou et al., 2023) 55.27 1.05 4.68 58.84 0.8159 0.8391 0.8273 3.12 3.25 3.63

Ours 35.38 2.12 8.38 67.05 0.8472 0.8516 0.8494 3.26 3.43 3.71
GPT-4-V Turbo (LLM) - 5.92 36.58 60.35 0.8532 0.8305 0.8416 3.65 4.03 4.60

MEDIC

MoEL(Lin et al., 2019) 36.86 1.40 2.83 - 0.8109 0.8292 0.8199 3.01 3.02 3.34
MIME(Ghosal et al., 2020) 36.48 1.17 4.14 - 0.8143 0.8293 0.8217 3.10 3.09 3.30

EmpDG(Li et al., 2020) 35.80 1.08 4.10 - 0.8185 0.8375 0.8278 3.02 3.17 3.39
CEM(Sabour et al., 2022) 36.17 1.58 5.77 - 0.8262 0.8310 0.8285 3.13 3.21 3.50
SEEK(Wang et al., 2022) 36.91 1.89 6.81 - 0.8271 0.8424 0.8346 3.17 3.19 3.53

EmpSOA(Zhao et al., 2023) 34.56 1.95 7.08 - 0.8211 0.8340 0.8274 3.20 3.29 3.58
CASE(Zhou et al., 2023) 36.02 1.93 7.15 - 0.8309 0.8391 0.8349 3.18 3.26 3.57

Ours 29.47 2.93 10.46 - 0.8461 0.8548 0.8504 3.36 3.35 3.62
GPT-4-V Turbo (LLM) - 5.90 35.91 - 0.7521 0.7355 0.7437 3.71 3.95 4.65

Table 1: Evaluations of our method and the baselines. Numbers in bold indicate that the improvement of the method
is statistically significant (paired t-test with p-value < 0.05).

5.2 Implementation Details
All codes are implemented with PyTorch. To
build the framework, we incorporate the pre-trained
BLIP model (Li et al., 2022) and the pre-trained
GPT-2 model (Radford et al.) for pre-processing.
The response generator is a decoder-only model
built upon transformer blocks (Vaswani et al.,
2017), consisting of 24 blocks with a multi-head
self-attention layer (12 heads) and a feed-forward
layer each. For the training phase, we utilize two
NVIDIA Geforce RTX 3090 GPU cards equipped
with 24 GB RAM of each, and we maintain the
training state until it becomes apparent that there
is no additional decrease in loss achievable. For
inference, we employ a batch size of 1 and limit
the decoding process to 30 steps, along with the
nucleus sampling strategy with p = 0.8. We adopt
the Adam optimizer with a learning rate of 1e-5.
For comparative analysis, we adhere to the original
settings of official codes from all methods under
consideration. All compared methods follow the
same experimental procedure as ours. We also
prompt GPT-4 Turbo (OpenAI, 2023) under zero-
shot conditions with a temperature setting of 1.0
for comparisons. The detailed prompt is shown in
section A.3.

5.3 Automatic Evaluation
Following the previous works (Sabour et al., 2022;
Wang et al., 2022; Zhao et al., 2023), our evalu-

ation employs automatic metrics: Lower values
of PPL denote higher quality; higher scores of
Dist-1 and Dist-2 indicates greater diversity. We
leverage BERTScore (PBERT , RBERT , FBERT ,)
(Zhang et al., 2020) to evaluate the semantic simi-
larity between generated responses and the ground
truth. Additionally, we report the average predic-
tion accuracy (Acc.) to provide a more holistic as-
sessment of the models, considering that the com-
pared methods involve emotion classification as
part of their training.

Table 1 provides an experimental analysis, com-
paring the performance of our method with the
contemporary state-of-the-art approaches. Due to
the absence of prior work on multimodal empa-
thetic response generation, for fairness, we select
the GPT-4-V Turbo as the multimodal LLM (Ope-
nAI, 2023) for comparison.

Compared with the best performance of non
LLM-based methods, our method obtains appar-
ent improvement in response quality, diversity and
similarity. Concretely, we achieves 27.1%/14.7%
in relative, 13.12/5.09 in absolute for PPL, and
79.1%/46.3% in relative, 3.70/3.31 in absolute for
Dist-2, and 1.5%/1.9% in relative 0.013/0.015 in
absolute for FBERT . The improvements show that
our method generates more relevant empathetic re-
sponses rich in diversity, as much affective and
cognitive information is provided. Besides, the
significant promotion of emotion recognition accu-
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racy, achieving 12.3% in relative, 7.36 in absolute
for Acc, indicates that by fusing visual and textual
modalities, our model is better equipped to cap-
ture the nuanced nature of human emotions, which
enables the model to establish more empathetic
connections with users.

Compared with the performance of the LLM-
based method (GPT-4-V Turbo), our method lags
behind a lot, which is likely due to the huge train-
ing data of the LLM. Our model, with a mere
822M parameters, demonstrates highly competi-
tive performance when benchmarked against the
GPT-4-V Turbo with hundreds of billions of pa-
rameters. Additionally, while the LLM exhibit in-
ferior performance on the MEDIC dataset in terms
of BERTScore compared to their results on the
MELD dataset, possibly owing to the absence of
data from the MEDIC dataset in their training,
and our model presents a more competitive per-
formance on BERTScore.

5.4 Human Evaluation
To evaluate the quality of the generated empathetic
responses from humans’ perspective, following the
previous works (Li et al., 2020; Zhao et al., 2023),
we conduct human evaluations on 200 randomly
selected dialogue context-response pairs generated
by our model and the baselines. These evaluations
assess the empathetic quality of responses from the
following aspects:(1) Empathy (Emp.): assessing
the response’s ability to reflect an understanding
of the speaker’s emotions and situation; (2) Coher-
ence (Coh.): evaluating the response’s consistency
with the preceding dialogue and its relevance to the
topic; (3) Fluency (Flu.): determining the natural-
ness and smoothness of the response.

To facilitate human evaluations, we enlist 7 inde-
pendent graduate researchers, ensuring no conflicts
of interest, to rate the context-response pairs on a
scale from 1 (lowest) to 5 (highest) across empathy,
coherence, and fluency dimensions. More details
are in section A.2.

Furthermore, to account for individual variations
among annotators, we conduct aspect-based pair-
wise comparisons to directly evaluate the response
quality between our model and the baselines, fo-
cusing on empathy, coherence, and fluency. Given
any two generated responses, the annotators are
instructed to make a preferred choice by choosing
the "Win" or "Lose" option. If the annotators find
it hard to choose a better one in both responses,
they could choose the "Tie" option. However, we

Datasets Ablation PPL↓ Dist-1 Dist-2 Acc (%) P. R. F.

MELD

Ours 35.38 2.12 9.83 67.05 0.8472 0.8516 0.8494
w/o P 36.92 1.54 6.38 65.94 0.8433 0.8502 0.8467

w/o V 38.14 1.47 6.04 61.98 0.8186 0.8247 0.8216

w/o P&V 40.25 1.04 4.75 61.20 0.8035 0.8190 0.8112

w/o mask 40.09 1.61 6.24 65.45 0.8319 0.8403 0.8361

w/o residual 46.58 1.72 6.46 64.21 0.8158 0.8210 0.8184

MEDIC

Ours 30.64 5.63 20.46 - 0.8461 0.8548 0.8504
w/o P 30.91 3.95 14.52 - 0.8391 0.8472 0.8431

w/o V 31.23 3.76 14.08 - 0.8144 0.8285 0.8213

w/o P&V 33.95 3.48 12.83 - 0.8102 0.8258 0.8179

w/o mask 33.46 3.99 14.55 - 0.8307 0.8394 0.8350

w/o residual 38.28 4.21 15.26 - 0.8116 0.8213 0.8164

Table 2: P represents personalities, V is the visual
input, mask and residual indicate the mask matrix and
the residual connection. P., R., F., represents PBERT ,
RBERT , and RBERT respectively.

encourage them to make their preferences. The out-
comes, detailed in Table 3, reveal a clear preference
for responses generated by our model, underscor-
ing its empathetic response capabilities.

The results presented in Table 1 and Table 3
demonstrate that our approach not only attains the
highest scores compared to other state-of-the-art
empathetic methods, but also excels in empathy,
coherence, and fluency aspects, which underscores
our method’s superior ability to generate responses
that more effectively express empathy and align
with speakers’ perspectives.

5.5 Ablation Study

As illustrated in Table 2, to substantiate the es-
sential roles of the components in our framework,
we remove each newly introduced parts within the
framework. Removing personality and visual input
(w/o P, w/o V, and w/o P&V) significantly reduces
the diversity of responses, especially the removal
of visual data results in a substantial decrease in
emotion recognition accuracy and a lower similar-
ity to the ground truth, as both the variants provide
much information about the dialogue context. Con-
cretely, the personality provides personal informa-
tion about the user, and the visual input conveys the
user’s situation and facial expression. Omitting the
masking operation (w/o mask) results in declining
automatic metrics, because the model treats person-
ality and emotional tokens identically to standard
tokens, which can disrupt the autoregressive lan-
guage generation process due to these additional
tokens. Removing the residual connection (w/o
residual) leads to the decreased response quality
and diversity, which indicates that the response
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Image

Context:

I'm sorry. It's just my foot

itches like crazy. (INTJ & 

Sadness)

Ground Truth:

Oh, I'll get it.

Generated Responses:

MIME: Oh, I'm sorry to hear that. 

EmpDG: I'm sorry to hear that. 

CEM: Oh, no, I'm sorry to hear that.

SEEK: Oh, What happened？

EmpSOA: I hope you feel better.

CASE: That is sad. I'm sorry to hear 

that.

Ours: I'm sorry to hear that. How can 

I make your foot more comfortable?

Context:

Everything's ruined. My 

bed. My clothes. Look at my 

favorite blue sweater.

(ESFP & Sadness)

Ground Truth:

Isn't that mine?

Generated Responses:

MIME: That is terrible.

EmpDG: I'm sorry to hear that. 

CEM: I'm sorry to hear that. I’m sure you’ll 

be fine.

SEEK: Oh, no! What happened？

EmpSOA: I'm sorry to hear that. I’m glad 

you are okay.

CASE: That is sad. I'm sorry to hear that.

Ours: It's okay. Everything's gonna be 

alright.

Image

Image

Context:

Well, Why don't you tell

her to stop being silly! 

(ENTP & Anger)

Ground Truth:

Okay, okay!

Generated Responses:

MIME: I do not know.

EmpDG: I do not know what to do. 

CEM: Okay, I’m sorry!

SEEK: Oh, okay.

EmpSOA: Okay, I’ll do that.

CASE: Oh, that’s a good idea.

Ours: Well, I’m going to tell her. 

I'll go do that.

Image

Context:

Why do all you're coffee 

mugs have numbers on the 

bottom? (ISTJ & Surprise)

Ground Truth:

Oh. That's so Monica can 

keep track. 

Generated Responses:

MIME: I do not know.

EmpDG: I do not know.

CEM: I'm sorry. I do not know.

SEEK: I have no idea what you mean.

EmpSOA: I do not know what you 

mean.

CASE: I have no idea what that is.

Ours: What is that? That might be 

interesting to look up.

Figure 3: The cases generated by our model and the baselines. We highlight those words or responses that illustrate
the priority of our model in understanding the speaker’s situation and showing much more empathy.

Comparisons Aspects Win Lose Tie

Ours vs. MoEL
Emp. 56.2 33.5 10.3
Coh. 52.8 30.4 16.8
Flu. 46.4 35.7 17.9

Ours vs. MIME
Emp. 57.8 33.2 9.0
Coh. 52.9 31.4 15.7
Flu. 46.2 34.6 19.2

Ours vs. EmpDG
Emp. 51.7 35.8 12.5
Coh. 49.1 34.5 16.4
Flu. 48.3 30.0 21.7

Ours vs. CEM
Emp. 48.4 32.3 19.3
Coh. 53.3 37.4 9.3
Flu. 47.2 40.2 12.6

Ours vs. SEEK
Emp. 52.6 30.9 16.5
Coh. 50.4 38.7 10.9
Flu. 48.6 41.6 9.8

Ours vs. EmpSOA
Emp. 49.5 31.1 19.4
Coh. 52.1 36.5 11.4
Flu. 50.7 39.7 9.6

Ours vs. CASE
Emp. 49.5 31.1 19.4
Coh. 52.1 36.5 11.4
Flu. 50.7 39.7 9.6

Table 3: Results of aspect-based pair comparisons (the
statistical significance (t-test) with p-value < 0.05).

generator can leverage the exceptional skills of the
pre-trained model in language generation through
the residual connection. Notably, in the ablations
conducted to evaluate the contributions of person-
ality and visual data, the original positions of these
inputs within the input sequences are replaced with
randomly initialized embedding vectors without
modifying the model architecture, which ensures
that the observed effects could be attributed solely
to the absence of the ablated features.

6 Case Study

Personality information serves to regulate the ex-
pression of empathy, which enables the dialogue
system to adjust the style of empathetic responses
based on the traits of the interlocutor. For instance,
when interacting with an individual with a more
rational personality, the system can generate re-
sponses that are concise and logically structured.
For emotionally-oriented individuals, the system
can produce responses with a greater degree of
emotional resonance.

We exhibit cases across four scenarios in Fig-
ure 3, showing empathetic responses generated
by our model and the baselines. Specifically, in
the top-left, the speaker is characterized by the
INTJ personality, marked by a reluctance to ex-
press sentiments. Our model empathizes towards
the speaker’s itchy condition and introverted nature,
and proposes to alleviate the discomfort. In the
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top-right, the speaker is identified with the ESFP
personality, demonstrating a willingness to share
feelings. The baselines produce general comforting
replies, but our model responds with more relevant
information. In the bottom-left, the speaker is ex-
emplified as the ENTP personality, characterized
by tenacity to achieve goals. Among the gener-
ated responses, only SEEK and our model respond
relevantly with the speaker’s aspirations. In the
bottom-right, the speaker is portrayed as the ISTJ
personality, known for their thoughtful and inquisi-
tive trait. The baselines’ responses showcase a lack
of engagement. But our model follows the cue of
questioning by proposing to look up the number.
These cases demonstrate that our model generates
empathetic responses that align with the distinct
personalities of the dialogue participants. More-
over, the responses generated by our model with
randomly initialized personality embeddings, pre-
sented in order from top to bottom and left to right,
are as follows: I’m sorry to hear that., I’m sorry for
your loss., Okay, I’m going to do that., and I don’t
know about that. Compared with the original re-
sponses generated by our model in Figure 3, these
responses indicate that the model’s ability of empa-
thy expression deteriorates to a level comparable to
previous methods. Specifically, it produces general
and safe but insufficiently empathetic responses.

7 Conclusion

In this paper, we identified a gap in current meth-
ods of empathetic response generation, especially
their limitations in incorporating multimodality and
personality dimensions. We capitalizes on the inte-
gration of multimodal data and personality traits to
attain an understanding of the speaker’s emotional
state and situation. Our study not only advances the
field but also underscores the significance of multi-
modal data and personality awareness in creating
more empathetic interactions.
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A Appendix

A.1 Personality Descriptions

We obtain the description of each personality type
from this website 3, and the detailed descriptions
are provided in Table 5.

A.2 Human Evaluation Details

We rigorously follow the human evaluation proto-
cols and standards set by previous studies in this
domain. To assess the responses generated by dif-
ferent models, we engage 7 independent graduate
students with no conflict of interest with the au-
thors. We obtain their consent to participate and
provide compensation equivalent to the standard
local hourly wages.

The quality of responses generated by all mod-
els is evaluated based on three aspects: empathy,
relevance, and fluency. We randomly select 200
response pairs from various models and instruct
the annotators to rate each response according to
these criteria. The specific instructions provided to
the annotators are presented in Figure 4, and the
ratings are given on a scale from 1 to 5.

To perform aspect-based pairwise comparisons,
the annotators are randomly presented with two
distinct responses for a given dialogue context: one
produced by our model and the other by another
baseline model. During both the rating and aspect-
based pairwise comparison stages, we ensure that
the annotators remain blind to which response was
generated by our model or any other model. Fur-
thermore, in the aspect-based pairwise comparison
stage, the presentation order of the two generated
responses to the annotators is randomized.

Additionally, we incorporate attention checkers
to enhance the quality of data collected during hu-
man evaluation. Specifically, we embed optional
"skip" choices at two random locations within each
questionnaire. These points prompt the annotators
to select the predefined "skip" option on the ques-
tionnaire page.

A.3 Prompt Details

We prompt the GPT-4-V Turbo for comparison.
The prompt we used to recognize speakers’ emo-

3https://www.16personalities.com/

Methods PPL↓ Dist-1 Dist-2 Acc (%)
MoEL 38.35 0.44 2.10 32.2
MIME 37.33 0.41 1.62 29.6

EmpDG 37.77 0.53 2.26 31.4
CEM 36.86 0.64 2.84 37.3
SEEK 37.09 0.73 3.23 41.9

EmpSOA 35.02 0.71 3.96 48.3
CASE 35.37 0.74 4.01 40.2
Ours 32.39 1.65 6.22 45.4
w/o P 35.66 1.01 4.87 41.5

Table 4: Evaluations of the proposed method and the
baselines on the text-only EmpatheticDialogues dataset.

tions is: What is the emotion of the person in the im-
age? Choose one from the following options: anger,
disgust, sadness, happiness, neutral, surprise.

Besides, the prompt we used to generate empa-
thetic responses is as follows:

1. You are an empathetic conversational agent
engaged in a dialogue. The following back-
ground information provides background in-
formation for the conversation:

2. Current Speaker’s Emotion: {emotion}

3. Current Speaker’s Personality:
{MBTI_and_Description}

4. Dialogue History: {dialogue_history}

5. Current Speaker’s Utterance: {cur-
rent_utterance}

6. Your task: Given the context and consider-
ing the current speaker’s emotional state and
personality, generate a compassionate and em-
pathetic response that addresses the speaker’s
needs and feelings.

A.4 More Experimental Results
As shown in Table 4, to evaluate the performance
of the proposed personality-aware method com-
pared to existing approaches, we have conducted
experiments on the text-only EmpatheticDialogues
dataset (Rashkin et al., 2019), excluding the con-
sideration of visual data. The results demon-
strate that personality information can improve the
model’s performance on automatic evaluation met-
rics. However, there remains a 2.9% gap in emo-
tion recognition accuracy between our method and
EmpDG.

https://doi.org/10.1145/3581783.3612346
https://www.16personalities.com/
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Personality Description

INTJ

INTJ is a personality type with the Introverted, Intuitive, Thinking, and Judging traits. These thoughtful tacticians

love perfecting the details of life, applying creativity and rationality to everything they do. Their inner world is often

a private, complex one.

INTP

INTP is a personality type with the Introverted, Intuitive, Thinking, and Prospecting traits. These flexible thinkers enjoy

taking an unconventional approach to many aspects of life. They often seek out unlikely paths, mixing willingness to

experiment with personal creativity.

ENTJ

ENTJ is a personality type with the Extraverted, Intuitive, Thinking, and Judging traits. They are decisive people who love

momentum and accomplishment. They gather information to construct their creative visions but rarely hesitate for long

before acting on them.

ENFP

ENTP is a personality type with the Extraverted, Intuitive, Thinking, and Prospecting traits. They tend to be bold and creative,

deconstructing and rebuilding ideas with great mental agility. They pursue their goals vigorously despite any resistance

they might encounter.

INFJ

INFJ is a personality type with the Introverted, Intuitive, Feeling, and Judging traits. They tend to approach life with deep

thoughtfulness and imagination. Their inner vision, personal values, and a quiet, principled version of humanism guide

them in all things.

INFP
INFP is a personality type with the Introverted, Intuitive, Feeling, and Prospecting traits. These rare personality types tend

to be quiet, open-minded, and imaginative, and they apply a caring and creative approach to everything they do.

ENFJ

ENFJ is a personality type with the Extraverted, Intuitive, Feeling, and Judging traits. These warm, forthright types love

helping others, and they tend to have strong ideas and values. They back their perspective with the creative energy to achieve

their goals.

ENFP
ENFP is a personality type with the Extraverted, Intuitive, Feeling, and Prospecting traits. These people tend to embrace big

ideas and actions that reflect their sense of hope and goodwill toward others. Their vibrant energy can flow in many directions.

ISTJ
ISTJ is a personality type with the Introverted, Observant, Thinking, and Judging traits. These people tend to be reserved yet

willful, with a rational outlook on life. They compose their actions carefully and carry them out with methodical purpose.

ISFJ

ISFJ is a personality type with the Introverted, Observant, Feeling, and Judging traits. These people tend to be warm and

unassuming in their own steady way. They’re efficient and responsible, giving careful attention to practical details in

their daily lives.

ESTJ

ESTJ is a personality type with the Extraverted, Observant, Thinking, and Judging traits. They possess great fortitude,

emphatically following their own sensible judgment. They often serve as a stabilizing force among others, able to offer

solid direction amid adversity.

ESFJ

ESFJ is a personality type with the Extraverted, Observant, Feeling, and Judging traits. They are attentive and

people-focused, and they enjoy taking part in their social community. Their achievements are guided by decisive values,

and they willingly offer guidance to others.

ISTP

ISTP is a personality type with the Introverted, Observant, Thinking, and Prospecting traits. They tend to have an

individualistic mindset, pursuing goals without needing much external connection. They engage in life with

inquisitiveness and personal skill, varying their approach as needed.

ISFP

ISFP is a personality type with the Introverted, Observant, Feeling, and Prospecting traits. They tend to have open

minds, approaching life, new experiences, and people with grounded warmth. Their ability to stay in the moment helps

them uncover exciting potentials.

ESTP

ESTP is a personality type with the Extraverted, Observant, Thinking, and Prospecting traits. They tend to be energetic

and action-oriented, deftly navigating whatever is in front of them. They love uncovering life’s opportunities, whether

socializing with others or in more personal pursuits.

ESFP

ESFP is a personality type with the Extraverted, Observant, Feeling, and Prospecting traits. These people love vibrant

experiences, engaging in life eagerly and taking pleasure in discovering the unknown. They can be very social, often

encouraging others into shared activities.

Table 5: The 16 personalities and their corresponding descriptions.
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Figure 4: An example of our questionnaire for the human evaluation.
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