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Abstract

This paper focuses on sarcasm detection, which
aims to identify whether given statements con-
vey criticism, mockery, or other negative senti-
ment opposite to the literal meaning. To detect
sarcasm, humans often require a comprehen-
sive understanding of the semantics in the state-
ment and even resort to external commonsense
to infer the fine-grained incongruity. However,
existing methods lack commonsense inferential
ability when they face complex real-world sce-
narios, leading to unsatisfactory performance.
To address this problem, we propose a novel
framework for sarcasm detection, which con-
ducts incongruity reasoning based on common-
sense augmentation, called EICR. Concretely,
we first employ retrieval-augmented large lan-
guage models to supplement the missing but in-
dispensable commonsense background knowl-
edge. To capture complex contextual associ-
ations, we construct a dependency graph and
obtain the optimized topology via graph refine-
ment. We further introduce an adaptive reason-
ing skeleton that integrates prior rules to extract
sentiment-inconsistent subgraphs explicitly. To
eliminate the possible spurious relations be-
tween words and labels, we employ adversarial
contrastive learning to enhance the robustness
of the detector. Experiments conducted on five
datasets demonstrate the effectiveness of EICR.

1 Introduction

Sarcasm detection aims to endow machines with
the ability to identify the emotional reversal be-
tween the literal word and its true intention about
the given statement. This task holds significant
potential to benefit various real-world applications,
such as sentiment analysis (Chen et al., 2024b), so-
cial opinion analysis (Okawa and Iwata, 2022), and
political intent identification (Bülow and Johann,
2023). According to Joshi et al. (2017), the key to
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and the current president is Biden.

2. Trump aborted the PA in 2017, 
and the PA is related to climate. 
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Figure 1: A sarcasm detection example that needs a
good commonsense reasoning ability to identify the
sarcastic intention of Trump.

sarcasm detection is to discern subtle incongruity
in the statement. The simple cases of sarcasm typi-
cally involve only the shallow meaning of the text.
For example, an obvious sarcastic statement like
“I am so happy that the car broke down” uses the
word ‘happy’, but the author is unhappy because
the car ‘breakdown’. However, sarcasm on social
platforms often arises from complex real-world sce-
narios, making it less manifest and more difficult
to detect (Oprea and Magdy, 2020). It involves
complex background knowledge and social rela-
tionships, where simple word matching is insuffi-
cient to grasp the full semantic meaning (Li et al.,
2021). As shown in Figure 1, Trump’s sarcastic in-
tentions need to be deduced from multiple relevant
clues in the contexts, i.e., implicit commonsense
knowledge “Trump aborted PA” and “Trump and
Biden are hostile”. Here, commonsense knowledge
refers to the well-established fact and emotional
causality that people are familiar with. Although
they do not appear in the statement, it is hard to find
the incongruity without them due to the incomplete
context. Detecting such complex sarcasm requires
a comprehensive understanding of the semantics in
the statement and even resorting to external com-
monsense to make inferences. However, research
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on commonsense reasoning in such complex sce-
narios is still less investigated, so we propose a new
research topic to fill this gap in sarcasm detection.

Through our investigation, we discover that it
requires two steps to identify complex incongruity
in sarcasm detection, including retrieving reliable
commonsense and conducting the accurate reason-
ing process. For the first step, earlier rule-based
and attention-based (Babanejad et al., 2020) ap-
proaches struggle to generalize effectively across
diverse sarcasm patterns due to the incomplete con-
text. To provide the essential commonsense, exist-
ing knowledge-enhanced (Min et al., 2023) meth-
ods utilize knowledge graphs KGs (Liu et al., 2022)
or pre-trained language models PLMs (Yao et al.,
2024) as augmented tools. However, KGs are usu-
ally constrained by their fixed knowledge scope
and lacked adaptability to evolving contexts, while
PLMs suffer from hallucinations (Wei et al., 2024)
due to their reliance on implicitly parametric knowl-
edge. As a result, they can not always provide suit-
able commonsense for social instances. For the
second step, existing methods often employ graph
structures (Lou et al., 2021), which are effective at
capturing long-range dependencies and facilitating
intricate information interactions. However, these
methods typically rely on coarse-grained, global
graph representations extracted by GCNs (Yu et al.,
2023b), but overlooking the fine-grained reasoning
necessary for identifying subtle incongruity. For
instance, fine-grained incongruity reasoning needs
to capture the Trump’s inconsistent attitude towards
Biden and PA. Essentially, their detection results
depend solely on uninterpretable high-dimensional
vectors without explicitly identifying where the in-
congruity occurs within the graph. Besides, lack
of reasoning makes models vulnerable to spuri-
ous bias, such as the positive word ‘commend’ is
usually related to non-sarcasm, leading to unpre-
dictable results and deteriorating their robustness.

To address the aforementioned challenges, we
propose a novel framework for sarcasm detection
called ECIR, which conducts incongruity reason-
ing based on the commonsense-augmented graph.
Concretely, we first retrieve input-related passages
from the search engine Bing for each statement. To
filter noise introduced in passages, we employ a
hybrid method that considers word matching and
semantic similarity. The filtered content is utilized
to construct the retrieval-augmented prompt, which
improves the quality of knowledge provided to the
LLMs. This retrieval-augmented strategy enhances

the generative capabilities of LLMs. We then con-
struct the dependency graph to capture the com-
plex correlations across multiple texts follow (Lou
et al., 2021). To learn the optimized graph topol-
ogy, we employ the innovative graph enrichment
strategy to capture semantic relations and the graph
pruning method to remove irrelevant edges based
on meta-path. We further utilize the practical rea-
soning skeleton with per-defined rules to infer the
fine-gained incongruity, which is observed in the
suspicious incongruity subgraphs. A fusion module
is employed to integrate multi-grained comprehen-
sive features from the refined graph and subgraphs.
We finally devise adversarial contrastive learning in
feature space to mitigate the word biases. Extensive
experimental results from five datasets demonstrate
the effectiveness of our approach.

The main contribution of this paper includes,

• We point out the challenges of providing reli-
able commonsense knowledge and perform-
ing sufficient emotional incongruity inference
when facing complex instances in sarcasm de-
tection, which are new for this task.

• We propose a novel framework for sarcasm de-
tection called ECIR, which detects emotional
incongruity by commonsense reasoning.

• We conduct extensive experiments on the five
public datasets to evaluate the rationality and
effectiveness of our proposed method.

2 Methodology

We first give the problem definition of sarcasm de-
tection. Suppose we have a set of training samples,
where each sample consists of a given statement S
and its corresponding label y. Specifically, y = 1
if the statement is sarcastic, and y = 0 represents
non-sarcastic. To enhance S with relevant context,
we utilize a retrieval-augmented GPT-4o to provide
the commonsense knowledge C. We aim to train a
novel sarcasm detection model F that can precisely
identify incongruity across texts as follows,

ŷ = F(S, C|θ), (1)

where θ denotes all the trainable parameters of F
and ŷ is the probability distribution. Subsequently,
we present the commonsense reasoning model for
detecting emotional incongruity, as depicted in Fig-
ure 2. This model integrates RAG-based common-
sense augmentation, graph-based incongruity rea-
soning, and adversarial contrastive learning.
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Figure 2: Overall framework of the commonsense reasoning model EICR for sarcasm detection

2.1 RAG-based Commonsense Augmentation
To supplement the indispensable commonsense re-
quired for sarcasm detection, we resort to retrieval-
augmented LLMs, which has demonstrated the ca-
pability to generate reliable knowledge. In partic-
ular, we first employ NLTK to extract the entities
Es = {e1, e2, . . . , eNe} from the given statement
S, where Ne denotes the number of entities. We
then employ the general web search engine Bing to
retrieve entity-related content and select the Top-N
relevant passages P = {p1, p2, . . . , pn} as can-
didate corpus for LLMs. However, the retrieved
passages might inevitably introduce noise harmful
to LLMs. To alleviate this problem, inspired by
Zhang et al. (2023), we devise a hybrid noise filter
to improve the quality of generated commonsense
knowledge. We employ the BERT-BM25 Hybrid
method to calculate the BM25 keyword matching
score fbm25 and the BERT-based semantic similar-
ity score fbert between each passage and statement
S . The final score is obtained by weighted compu-
tation of the two scores as follows,

fbebm =
α

1 + e−fbm25
+ (1− α)fbert, (2)

where α is a hyper-parameter and passages will
be filtered if the fbebm is less than the predefined
threshold ϵ. After that, remained passages Pf

will be fed into the BART Encoder (Lewis et al.,
2019) incorporating an additional multi-head pool-
ing layer to get the representation of passages Rp.

To ensure the efficiency of training, we freeze the
parameters in LLMs and adopt prompt-tuning (Rad-
ford et al., 2021) to generate statement-related com-
monsense knowledgeC. Thereby, based onRp, we
employ a prompt builder which consists of a cross-
attention network and a feed-forward network to

create the retrieval-augmented prompt as follows,

P ′
ra = MHA(DMq;RpMk;RpMv),

Pra = LN(Pra′ + FFN(P ′
ra)),

(3)

Where D is a trainable length controller with a
fixed length lD, each M represents a projection
matrix, MHA denotes multi-head attention, and LN
stands for layer normalization. The LLMs take as
input the concatenation of the retrieval-augmented
prompt Pra, the task-specific prompt Pts, and the
entities embedding PE , collectively denoted as
Plm = [Pra∥Pts∥PE ]. The task-specific prompt
Pts is a predefined instruction: “Please provide
reliable commonsense knowledge related to this
statement and its relevant passages.” To control
irrelevant noise, the maximum number of gener-
ated commonsense C is constrained to Nc, a hyper-
parameter. Since lacking corresponding labels, we
manually review commonsense quality and analyze
the effectiveness of commonsense in section 3.3.

2.2 Graph-based Incongruity Reasoning

To capture the complex correlations across multi-
ple texts, we employ graph structures, which are
well-suited for modelling long-range dependencies.
However, existing methods fail to find fine-grained
incongruity due to the incomplete graph topology
and poor inferential ability. To address this prob-
lem, we introduce a graph refinement strategy to
capture robust associations and utilize an inference
module to retrieve the incongruity subgraphs. We
further supplement the overall context features to
prevent over-reliance on the inference skeleton.
(1) Graph Construction. To capture the syntactic
dependency relations between the statement and
commonsense, we first transform each piece of text
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into an undirected graph using Spacy, denoted as
Gi = {Vi, Ei} (Lou et al., 2021). Here, Vi repre-
sents the meaningful concepts in the text, while Ei

denotes the set of syntactic dependency edges. We
then construct a commonsense-augmented graph G
through the off-the-shelf technique by (Zhu et al.,
2021) for effectively aligning the concepts. To bet-
ter learn the topology, we define Ad

i,j = 1 if there is
an edge between nodes vi and vj , where Ad is the
dependency adjacency matrix. Additionally, each
node includes a self-loop, denoted as Ad

i,i = 1.
(2) Graph Enrichment. To augment the seman-
tic associations in the dependency graph, inspired
by Zhao et al. (2021), we design a graph enrich-
ment mechanism by employing the metric learning
to obtain the semantic matrix Ase. This promotes
interactions among sparsely connected long-tail
nodes, which enhances the capabilities of EICR to
discover subtle incongruities. The learning rule is
formulated as Eq.(4),

Ase
i,j =

{
ψse(hi, hj), ψse(hi, hj) ≥ δ,

0, ψse(hi, hj) < δ,
(4)

where hi is the node embedding encoded by Bi-
LSTM, δ is a threshold to control sparsity and ψse(·)
is the β-head weighted cosine similarity as follows,

ψse(hi, hj) =
1

β

β∑
i=1

cos(wse⊙hi, wse⊙hj), (5)

where ⊙ denotes Hadamard product and wse is
a trainable parameter. The message propagation
matrix is computed as Ap = AseAd. The semantic-
enriched matrix Ã is then formed by combining
Ap and Ad, represented as Ã = Ap ⊕Ad.
(3) Graph Pruning. To learn the task-optimal
graph topology, we adopt a meta-path-based edge
pruning strategy, which efficiently removes noisy
edges. An optimal graph topology should retain the
relevant edges and be conducive to achieving effec-
tive sarcasm detection. Thus, we focus on sampling
Top-L meta-path neighbors based on the enriched
graph, subject to certain constraints. In particular,
we first define the edge weight coefficient ωΦ

υ,j of
node j to the center node υ, as follows,

ωΦ
υ,j =

exp(σ(Mω[hυ∥hj ]))∑
j∈NΦ

υ
exp(σ(Mω[hυ∥hj ]))

, (6)

where NΦ
υ denotes the nodes connected with υ

through meta-path Φ and Mω is the learnable ma-
trix. Then we employ a linear programming strat-
egy to perform the sampling process, formulated

Datasets #Train #Test #Avg.Len %Sarcasm
Ghosh 33,373 4,121 13.0 45.13%
Reddit 21434 5210 16.0 49.99%
IAC-V2 5,216 1,043 65.0 50.01%

iSarcasm 3,116 887 27.0 18.01%
SemEval2018 3,398 780 14.5 49.35%

Table 1: Statistics of datasets. #Avg.Len denotes the
average length of the texts.

as argmaxO∈C⟨O · ML
υ ⟩. Here O is the one-hot

sampling pointers, ML
υ is the weight matrix con-

structed by L interactions of computation. To en-
sure the one-hot property and sorting reasonable-
ness of Top-L, the constraint C is denoted as Eq.(7),

C =

{∑D
i=1Oij = 1, ∀j ≤ L,

Oij ≥ Oi(j+1) ≥ 0, ∀i < D,
(7)

whereD represents the number of meta-path neigh-
bors. Subsequently, we merge the sampling point-
ers from each Φ to form the pruned matrix Â. Due
to the non-differentiability of one-hot and Top-L op-
erations, the perturbed maximum strategy (Berthet
et al., 2020) is employed during the training stage,
as Eq.(8). This strategy allows for gradient-based
optimization by introducing controlled randomness,
enabling effective learning in scenarios where tra-
ditional backpropagation would fail.

Oϑ = EU[argmaxO∈C⟨O,ML
υ + ϑU⟩], (8)

where ϑ controls the proportion of injected Gaus-
sian Noise U. Finally, we incorporate Oϑ into Â
to get the matrix Aopt, which represents the task-
optimal graph topology of the refined graph G̃.
(4) Incongruity Reasoning. To grasp the fine-
grained incongruity in the refined graph G̃, we pro-
pose a novel reasoning skeleton, which incorpo-
rates inference rules as prior knowledge. These in-
ference rules come from multiple disciplines such
as psychology (Michel et al., 2022) and sociol-
ogy (Klomberg et al., 2024), helping the model bet-
ter understand the diverse sarcasm patterns. Never-
theless, these rules are not scalable and are difficult
to integrate into EICR. To address this problem,
we leverage these rules to fine-tune the entailment
checker based on pre-trained RoBERTa-large (Liu
et al., 2019). In the skeleton, we first separate
multiple paths between the same node pair with
special tokens <s><s> to a single input sequence.
We then input them into the entailment checker as
conditions and conclusions, respectively, to gener-
ate predicted logits for each group of paths. Here,
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the logits correspond to three results: contradic-
tion, neutral, and entailment. We sample the node
pairs with the contradiction logit as the suspicious
incongruity subgraphs G̃s. Relying solely on ex-
tracted subgraphs may lose some important context.
Thus G̃ and G̃s are fed into hierarchical graph atten-
tion(HGAs) (Wang et al., 2019) simultaneously to
learn multi-grained incongruity features as follows,

Ie = Mmpl(Ml
sem(Ml

nod(I
l−1
e , G̃s,NΦs))),

Ic = Mmpl(Ml
sem(Ml

nod(I
l−1
c , G̃,NΦ))),

(9)
where Ml

nod and Ml
sem represent the hierarchical

attention mechanisms in the l-th layer of HGAs,
while Mmpl and NΦs denote max-pooling and the
meta-path neighbor sets in G̃s, respectively. To bal-
ance multi-grained features, a gating strategy com-
bines global context and local incongruity into the
final feature If , formulated as If = γIc+(1−γ)Ie,
where γ is a hyper-parameter. This enables ro-
bust performance by integrating both perspectives.
The feature If is then fed into a single-layer MLP
to predict its probability distribution ŷ as ŷ =
Softmax(MLP(If )). Finally, cross-entropy loss
Lsd is used for classification as Eq.(10),

Lsd = −(y log(ŷ) + (1− y) log(1− ŷ)). (10)

2.3 Adversarial Contrastive Learning
To learn robust representations, we employ super-
vised contrastive learning (Kim et al., 2020), which
aims to pull together samples with the same label
and push apart those with different labels. Further,
to mitigate the spurious correlation and reduce sen-
sitivity to local knowledge, we introduce adversar-
ial gradient perturbations in the feature space to
construct augment instances in the feature space.
The perturbation process is applied to the common-
sense node embeddings Hc as Eq.(11),

H′
c = Hc + µ

∇HcLsd

||∇HcLsd||
, (11)

where ∇ is the derivation operator, µ is a valida-
tion controller and H′

c is perturbed commonsense.
Compared with direct delete or substitute words,
the gradient-based perturbation can maintain the
original semantics of commonsense. Thereafter,
H′

c along with statement representations are fed
into the Graph-based Incongruity Reasoning Net-
work to get the perturbed incongruity feature I ′f .
So far, the sarcastic set Λs contains If and I ′f in the
same batch. The same is true in the non-sarcastic

set Λn. Finally, the supervised contrastive learning
loss (Khosla et al., 2020) is computed as Eq.(12),

Lcl =
−1
|Λs|

∑
I+f ∈Λs

log
exp(sim(If ,I

+
f )/τ)∑

I−
f

∈Λn
exp(sim(If ,I

−
f )/τ)

,

(12)
where I+f is the sarcastic samples and I−f is the non-
sarcastic samples. τ is a temperature parameter to
adjust the smoothness of the shrinkage distribution
and sim(·) denotes the cosine similarity function.

The learning objective is to train the framework
by jointly minimizing the two losses derived from
sarcasm detection and adversarial supervised con-
trastive learning. The overall loss is written as,

L = Lsd + λLcl, (13)

where λ is a hyper-parameter to control the weight
of contrastive learning in the overall loss function.

3 Evaluations

We conducted experiments with qualitative and
quantitative analyses to evaluate our approach.

3.1 Data and Implementation Details
We conducted our experiments on five benchmark
datasets, including Ghosh (Ghosh and Veale, 2017)
which was collect from Twitter and annotated au-
tomatically, Reddit (Khodak et al., 2018) that only
contained political content, IAC-V2 (Oraby et al.,
2017) which was obtained from Internet Argument
Corpus and designed for analyzing sarcastic re-
marks, iSarcasm (Oprea and Magdy, 2020) that
encompassed tweets which were written by online
users and SemEval2018 (Van Hee et al., 2018) col-
lected using hashtags from SemEval 2018 Task 3.
The statistics of datasets are shown in Table 1.

Our experiments were conducted using Pytorch
and ran on four NVIDIA GeForce 3090 GPUs. For
the passages filtering, we utilized the embedding
from the BERT-based model and set the balanced
hyper-parameter α to 0.4 and the threshold ϵ to
0.95. To learn the semantic relationships, we set
the sparse-controlled hyper-parameter δ to 0.95.
The number of β-head in Eq.(5) was set to 3. For
the adversarial contrastive loss, the temperature
parameter τ was set to 0.07. The training batch size
was fixed at 8, and we took Adam as the optimizer
with a learning rate of 0.001.

3.2 Model Comparison
We compared our method against eight mainstream
models, including (1) MIARN (Tay et al., 2018)
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Method Ghosh Reddit IAC-V2 iSarcasm SemEval2018

Acc Ma-F1 Acc Ma-F1 Acc Ma-F1 Acc Ma-F1 Acc Ma-F1

MIARN 79.1 78.6 70.4 69.2 75.6 75.7 79.4 57.3 68.5 67.8
RoBERTa 72.2 72.4 66.7 66.7 76.6 76.7 78.6 56.8 70.2 69.1

SAWS 78.8 78.5 70.8 71.9 76.2 76.2 76.8 57.5 69.9 68.9
SarDeCK 83.4 83.0 73.5 73.1 77.5 77.5 78.1 59.6 71.7 70.2
ADGCN 79.7 79.5 73.2 72.3 78.0 78.0 79.2 58.5 71.7 70.1
DC-Net 80.2 78.6 72.9 72.4 78.0 77.9 78.8 58.7 70.8 69.6

SD-APRR 82.6 82.3 - - 78.8 78.8 80.3 61.2 72.2 70.7
SensoryT5 86.1 86.1 - - 83.0 83.0 - - 77.7 77.9

SarcasmCue 83.0 82.9 74.1 73.7 73.4 72.3 79.4 60.3 74.0 74.0

EICR 86.2 84.3 77.2 75.3 84.5 83.8 83.3 70.4 80.1 80.3

Table 2: Performance comparison of different methods on datasets. Acc denotes Accuracy and Ma-F1 denotes
Macro-F1. The best results are represented in bold. The second-best results are underlined.

Method Ghosh Reddit IAC-V2 iSarcasm SemEval2018

Acc Ma-F1 Acc Ma-F1 Acc Ma-F1 Acc Ma-F1 Acc Ma-F1

EICR-BLOOM 3B 85.2 83.1 75.7 73.6 83.1 82.9 81.4 66.9 78.5 78.1
EICR-Qwen 2 7B 85.3 83.1 75.9 73.7 83.3 83.0 81.9 67.4 78.9 78.4
EICR-Llama 3 8B 85.3 83.2 76.0 73.7 83.6 83.2 82.2 67.8 78.9 78.5

EICR-T5 11B 85.9 83.8 76.6 74.0 83.8 83.2 82.6 68.6 79.3 79.2

EICR-GPT4o 86.2 84.3 77.2 75.3 84.5 83.8 83.3 70.4 80.1 80.3

Table 3: Performance comparison of LLMs of different scales (without fine-tune) as the generative model on
datasets. The best results were represented in bold. Improvements were statistically significant (p < 0.05).

and SAWS (Pan et al., 2020), which were representa-
tive attention-based methods and identified sarcasm
based on the input text features; (2) RoBERTa (Liu
et al., 2019), which served as a strong baseline by
capturing nuanced contextual and linguistic fea-
tures; (3) SarDeCK (Li et al., 2021), a competitive
BERT-based method that utilized COMET to sup-
plement commonsense knowledge and enriched
context via attention networks; (4) ADGCN (Lou
et al., 2021), a GCN-based model that fused fea-
tures from the dependency graph and sentiment
graph to discern incongruity; (5) DC-Net (Liu et al.,
2022), which modeled literal and implied senti-
ments separately to recognize sentiment conflict;
(6) SD-APRR (Min et al., 2023), an incongruity rea-
soning model that employed a denoising module
based on a commonsense-augmented dependency
graph; (7) SensoryT5 (Zhao et al., 2025), which
integrated sensory knowledge into the T5 frame-
work’s attention mechanism to facilitate sensory-
emotional interactions; (8) SarcasmCue (Yao et al.,
2024), which introduced a prompting framework
that elicited LLMs to detect sarcasm by considering
sequential and non-sequential prompting methods.

Our approach was evaluated against the base-
line methods illustrated in Table 2. We observed
that (1) EICR achieved state-of-the-art performance
across five public benchmarks in most settings,
demonstrating its effectiveness in sarcasm detec-
tion; (2) Baseline methods exhibited relatively low
Ma-F1 scores on the iSarcasm dataset, likely due
to the imbalanced label distribution. In contrast,
EICR demonstrated strong robustness in handling
such imbalances; (3) Compared with RoBERTa
and SarDeCK, our proposed commonsense rea-
soning perspective fully captured the sentiment
incongruity across contexts; (4) The performance
gains observed over SarcasmCue suggested that
solely prompting LLMs led to hallucinations. Our
retrieval-augmented strategy effectively mitigated
this issue, as further confirmed by the superior re-
sults compared to SensoryT5, which highlighted
the combined impact of noise filtering; (5) When
compared to ADGCN, EICR highlighted the sup-
plementation of comprehensive commonsense and
the ability for commonsense inference instead of
directly representing the entire graph for detection;
(6) As opposed to DC-Net and SD-APRR, the novel
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Figure 3: Experiment results of ablation studies.

Ghosh Reddit IAC-V2 iSarcasm SemEval2018

(a) Variation of the trade-off parameter α when fixed ϵ = 0.95
Ghosh Reddit IAC-V2 iSarcasm SemEval2018

(b) Variation of the trade-off parameter λ

Figure 4: Hyper-parameter sensitivity analysis on score balance parameter α and contrastive learning coefficient λ.
The best results were shown by green point and red square.

reasoning skeleton was helpful in explicitly finding
fine-grained incongruity.

3.3 Ablation Studies

We performed extensive ablation studies to verify
the effectiveness of our proposed key modules, in-
cluding (1) RetA that omitted retrieval-augment
strategy and solely relied on the GPT-4o; (2) ComA
that removed the entire commonsense-augmented
module and only based on the statement; (3) RefG
that dropped the graph refinement strategy; (4)
ReaS that discarded the reasoning skeleton and
depended on the features extracted by GCNs; (5)
AdCL threw away the adversarial contrastive loss.

As depicted in Figure 3, the ablation studies pro-
vided meaningful insights into the effectiveness of
various components in EICR, including (1) RetA
performed worse than EICR. This indicated solely
LLMs may be influenced by hallucinations, which
will generate noise and make reasoning difficult; (2)

ComA caused the terrible performance underscored
the critical role of external commonsense. Without
external knowledge to contextualize and facilitate
reasoning, the model struggled to detect sarcasm;
(3) RefG led to the noticeable degradation demon-
strated that the optimized graph topology was con-
ducive to our model discovery of implicit emotional
incongruity in the graph; (4) EICR outperformed
the ReaS proving the necessity of reasoning about
fine-grained incongruity, which improved the ro-
bustness and generalization of incongruity features;
(5) AdCL had a suboptimal performance confirmed
adversarial contrastive learning helped us mitigate
biases and learn robust representations.

3.4 Model Analysis

(1) Hyper-parameter Sensitivity Analysis. We
conducted a detailed analysis of the trade-off pa-
rameters employed in our proposed model, includ-
ing the score balance parameter α in Eq.(2) when
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Figure 5: Low-resource performance on four benchmark datasets. The left axis represents the accuracy, while the
right axis illustrates our improvement over the baseline.

threshold ϵ = 0.95 and the contrastive learning
coefficient λ in Eq.(13). Specifically, we adjusted
α within [0, 1], while λ varied within [0, 0.3]. To
better observe the tendency, we employed 0.1 and
0.05 as intervals for α and λ, respectively. Fig-
ure 4a showed that performance initially improved
as α increased but subsequently declined. The best
results were achieved when α = 0.5. This indi-
cated that an inappropriate value could lead to an
imbalance in the filtering process, which may in-
troduce irrelevant noise and perturb the quality of
the retrieval-augmented prompt. In Figure 4b, as λ
increased, the curve showed an upward trend fol-
lowed by a decline. This suggested that too small
λ prevented the model from mitigating the biases
and learning robust representations, while a larger
λ diverted attention away from sarcasm detection.

(2) Evaluations on Language Models. To assess
the performance of our method across different
large language models, we conducted experiments
on BLOOM 3B, Qwen 2 7B, Llama 3 8B, T5 11B,
and GPT-4o. As presented in Table 3, the results
exhibited only minor fluctuations and were still
better than the baselines. This demonstrated that
our method was largely insensitive to the param-
eter scale of the LLMs, which was attributed to
the proposed retrieval-augmented strategy. That
effectively supplemented the models with relevant
external commonsense, and the carefully designed
prompts used this external knowledge and the pa-
rameterized knowledge embedded within the LLMs
to generate the emotional commonsense required
for this task. This highlighted the strong general-
ization ability of our model across different LLMs.

(3) Robustness under Low-resource Scenario.
To further evaluate the effectiveness of EICR in
low-resource scenarios (Liu et al., 2023), we im-
plemented experiments using various proportions
of training samples-10%, 20%, and 50%-from four
benchmarks. Since the iSarcasm contained a small
number of sarcastic instances, it was difficult for

the model to capture the true incongruous features
in low-resource scenarios. The experimental results
were too random to discuss. For a fair comparison,
we selected the best results from various prompt-
ing sub-methods in the GPT-4o-based Sarcasm-
Cue (Yao et al., 2024) as the baseline. The observed
improvements shown in Figure 5 can be attributed
to the integration of reliable external commonsense,
which enriched the contextual content. Moreover,
explicit reasoning about fine-grained incongruities
between the knowledge and the given statements
further enhanced the performance of the sarcasm
detector. These findings validated the robustness of
EICR in addressing distributional incongruities be-
tween training and testing samples, demonstrating
its effectiveness in low-resource settings.

3.5 Case Study

To gain deeper insights into EICR, we conducted
case studies focusing on complex sarcastic state-
ments. As illustrated in Figure 6, EICR identified
the sarcastic intent in Hillary’s statement, as shown
in the first case example. EICR effectively retrieved
relevant knowledge, including the well-established
fact “political opponents” and sentiment-related
cues “rarely praise each other publicly.” This un-
derscored the value of the retrieval-augmented strat-
egy in grounding sarcasm detection with common-
sense knowledge. Further, the extracted subgraphs
precisely captured the emotional incongruity with-
out introducing extraneous information. In addi-
tion, EICR exhibited strong generalization capabil-
ities across various domains, adapting to diverse
sarcastic contexts. These findings demonstrated
the outstanding commonsense reasoning ability of
EICR neglected by traditional methods.

4 Related Work

Sarcasm Detection (SD) has attracted extensive at-
tention in recent years. Early efforts were mainly
based on formulated rules (Riloff et al., 2013). For
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Political Scenarios Performing Arts Scenarios

Statement
The team “Loldiers of Odin” commended the border behaviour of 

the soldiers of Odin through a wonderful performance.
Hillary sincerely congratulated Trump on his victory in the 

presidential election on ABC.

 Commonsense
Augmentation

1. Political Rivalry: Hillary Clinton and Donald Trump were 
political opponents during the 2016 U.S. presidential election.
2. Public Perception and Media: Donald Trump and Hillary 

Clinton rarely praise each other in public areas(ABC).

Emotional 
Incongruity 
Subgraphs

Hillary

congratulated

Trumppolitical opponents

ABC rarely praise

Sports Scenarios

Distribution
Probability

With CommonsenseWithout Commonsense

66% non-sarcastic

34% sarcastic 82% sarcastic

18% non-sarcastic

1. Team Nature: “Loldiers of Odin” is a performance team that 
attacks reality with exaggerated performances

2. Context of the Soldiers of Odin: The "Odin Soldiers" are often 
controversial due to their racist and far-right tendencies.

In 2010, Raymond Domenech described the French players as “a 
very talented group” and stated that he “respected their decision.”

Loldiers of Odin

commended soldiers of Odin

attacks reality
racist

With CommonsenseWithout Commonsense

86% non-sarcastic

14% sarcastic 73% sarcastic

27% non-sarcastic

1. Contextual Conflict: In 2010,  Domenech and the French 
players were embroiled in internal team turmoil.

2. Decision: The “decision” refers to the French players’ 
collective choice to go on strike during the 2010 World Cup. 

Domenech

 decision

talented

playersrespected  strike

 turmoil

With CommonsenseWithout Commonsense

80% non-sarcastic

20% sarcastic 81% sarcastic

19% sarcastic

Figure 6: Case studies on the complex sarcastic instance. Red highlights the key commonsense conductive to find
incongruity. Green denotes the positive words in the given statement.

instance, (Maynard and Greenwood, 2014) con-
sidered that hashtags might contain sarcastic fea-
tures. Bamman and Smith (2015) found that the
incongruity between positive verbs and negative
situations indicated sarcasm. With the advance-
ment of neural networks, co-attention tricks (Pan
et al., 2020) and BERT (Babanejad et al., 2020)
were applied to capture incongruity patterns. Re-
cent methods employed knowledge graphs like
SenticNet (Liu et al., 2022) or COMET (Li et al.,
2021) (Yu et al., 2023b) to introduce external com-
monsense knowledge for daily sarcastic instances.
To capture the intricate relations between multi-
source knowledge and the statement, Lou et al.
(2021) injected emotional commonsense into the
dependency graph for SD. Additionally, Min et al.
(2023) augmented potential results and reactions
from COMET to mimic the way humans judge sar-
casm. Liu et al. (2023) and Yao et al. (2024) both
employed the LLMs with a prompting framework
in SD. Besides, other works focused on behavior-
level (Zhou et al., 2024) and deep text representa-
tion and learning (Gedela et al., 2024). However,
these methods lack commonsense inferential abil-
ity when they face complex real-world scenarios,
which might lead to unsatisfactory performance.

Commonsense reasoning has become a promi-
nent focus in natural language processing (Guo
et al., 2023) and computer vision (Liu et al., 2024).
Many knowledge-intensive tasks usually require
associating with commonsense knowledge, such as
question answering (Zhang et al., 2024), question
generation (Yu et al., 2021), and sarcasm detec-
tion (Yue et al., 2023). Effective commonsense
reasoning often requires external knowledge re-
sources, including KGs such as SenticNet(Cambria
et al., 2020) and ConceptNet(Speer et al., 2017) and
PLMs like COMET(Hwang et al., 2021) and GPT-
4(Achiam et al., 2023). While KGs typically aggre-

gate knowledge through structured matching pro-
cesses (Ye et al., 2022), PLMs generate knowledge
dynamically via prompting (Radford et al., 2021).
Commonsense reasoning for detecting incongruity
features generally follows two paradigms (Chen
et al., 2024a). The first leverages neural networks
to encode contextual clues (Tay et al., 2018), yet
these methods often struggle with capturing com-
plex relations (Lou et al., 2021). The second ap-
proach involves constructing graphs and incorpo-
rating commonsense knowledge directly into the
graph structures (Qiao et al., 2023). However, exist-
ing GNN-based methods are limited in their ability
to explain the reasoning process, focusing primarily
on the final detection outcomes (Yu et al., 2023a).
In contrast, our proposed reasoning skeleton inte-
grates prior rules creating a more interpretable and
effective framework for sarcasm detection.

5 Conclusion

This paper tackled the challenges of supplement-
ing commonsense knowledge and inferring fine-
grained incongruity when facing complex instances
in sarcasm detection. To address these issues, we
proposed a novel commonsense reasoning frame-
work for sarcasm detection named EICR. Con-
cretely, we first devised retrieval-augmented LLMs
to provide the essential commonsense knowledge.
To capture sophisticated contextual associations,
we constructed a dependency graph and obtained
the optimized topology through graph refinement.
We further introduced an adaptive reasoning skele-
ton that integrated prior rules to extract emotional-
incongruity subgraphs explicitly. To eliminate the
possible spurious relations between words and la-
bels, we employed adversarial contrastive learning
to enhance the robustness of the detector. Experi-
ments conducted on five popular datasets demon-
strate the effectiveness of our proposed method.
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Limitations

In this paper, we focused on text-based sarcasm de-
tection. While EICR demonstrated its effectiveness,
there was room for improvement. For example, sar-
castic content often involved multiple modalities,
such as images and videos. Next, we planned to
expand our uni-modal model to a multi-modal one
to handle more complex cases. In addition, our
method did not provide concrete explanations for
why a statement was identified as sarcastic, which
was another important area we intended to explore
in future research.
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