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Abstract

Despite the demonstrated potential of large lan-
guage models (LLMs) in diverse NLP tasks,
their causal reasoning capability appears in-
adequate when evaluated within the context
of the Event Causality Identification (ECI)
task. The ECI tasks pose significant com-
plexity for LLMs and necessitate compre-
hensive causal priors for accurate identifica-
tion. To improve the performance of LLMs
for causal reasoning, we propose a multi-
agent Decomposed reasoning framework for
Event Causality Identification, designated as
Dr.ECI. In the discovery stage, Dr.ECI in-
corporates specialized agents such as Causal
Explorer and Mediator Detector, which cap-
ture implicit causality and indirect causal-
ity more effectively. In the reasoning stage,
Dr.ECI introduces the agents Direct Reasoner
and Indirect Reasoner, which leverage the
knowledge of the generalized causal struc-
ture specific to the ECI. Extensive evaluations
demonstrate the state-of-the-art performance
of Dr.ECI compared with baselines based on
LLMs and supervised training. Our imple-
mentation will be open-sourced at https://
github.com/DMIRLAB-Group/Dr.ECI.

1 Introduction

Event Causality Identification (ECI) plays a crucial
role in Natural Language Processing by identifying
causal relationships among events within a context.
Its importance extends to the improvement of ma-
chine reading capabilities (Berant et al., 2014), the
prediction of future events (Hashimoto, 2019), and
the improvement of question-answer systems (Oh
et al., 2016). The availability of annotated data
for ECI remains limited. Data augmentation tech-
niques that use pre-trained language models have
shown some progress in ECI (Zuo et al., 2020; Man
et al., 2022; Shen et al., 2022a). However, existing
solutions lack generalizability to unseen domains,
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Context: His advisers said the results reflected not just from 

balancing the budget , but also initiatives like improved access to 

education and training and the opening of foreign markets to trade .

𝒆𝒔: initiatives ,  𝒆𝒕: results Label: Cause-Effect

Input

CoT

1.First, need to understand what initiatives ...2.Next, to determine if 

3. It is difficult to establish a causality based on the information...

es: initiatives  et: results ={\"Answer\":\“No\"}
Chained Structure Not Found

Context: Over the summer , Anheuser competitors offered more … 

The projection sent Anheuser shares plunging $ 4 in New York .

es : offered ,  𝐞𝐭: plunging Label: None

Input

CoT

Step 1: Projection sent Anheuser shares plunging. Step 2: projection 

is caused by offered. Step 3: offered  is the cause of plunging .

es: offered  et: plunging ={\"Answer\":\"Yes\"}

Offered Projection Plunging

Chained Causal Hallucination

Discovery stage: Explorer: Yes   Mediator(Z): None   

Reasoning stage: Direct: No Structure type: None

es: offered  et: plunging ={\"Answer\":\"No\"}

Dr.ECI

Direct Causal Knowledge
Offered Plunging

Discovery stage: Explorer:Yes  Mediator(Z): education and training

Reasoning stage: Indirect: Yes Structure type: Collider

es: initiatives  et: results ={\"Answer\":\“Yes\"}

Dr.ECI

Indirect Causal Knowledge

initiatives

education and training

results

Case 1:

Case 2:

Figure 1: CoT vs Dr.ECI

underscoring the urgent need for generalization ca-
pabilities in the field of ECI.

The field of Natural Language Processing (NLP)
has undergone substantial advancements due to the
emergence of large language models (LLMs) such
as ChatGPT (OpenAI, 2022) and PaLM (Chowd-
hery et al., 2023), renowned for their advanced
language comprehension capabilities. The use of
innovative prompting techniques, including chain-
of-thought (CoT) (Wei et al., 2022) and in-context
learning (ICL) (Brown et al., 2020), further en-
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hances the reasoning abilities of LLMs. Recent
studies have highlighted the notable deficiencies in
ChatGPT’s proficiency in ECI, as evidenced by its
inaccuracies (Gao et al., 2023). These limitations
can be attributed to the inherent reporting biases
between causal and non-causal relationships in nat-
ural language, and they may be further influenced
by CoT, resulting in what is referred to as "Causal
Hallucinations." In this paper, we extensively in-
vestigate the causal reasoning limitations of LLMs
in ECI, identifying a key factor: the insufficient
causal knowledge possessed by LLMs. First, it is
observed that LLMs excel in identifying explicit
causality while tending to overlook implicit and
indirect causality. Second, although CoT enhances
the reasoning abilities of LLMs on chained struc-
tures, it falls short of supporting more complex
causal structures. This limitation becomes evident
in scenarios where non-chain structure causality
between event "initiatives" and event "results" is
present, as illustrated in Figure 1. Third, the uti-
lization of CoT can lead to the emergence of fake
conditions, exacerbating the occurrence of chained
causal hallucinations. For instance, in the first case
depicted in Figure 1, the chain causality between
the entities event "offered" and event "plunging" is
artificially constructed through the fake condition
of event "projection."

To address the above issues, we propose a multi-
agent decomposed reasoning framework for the
ECI, designated as Dr.ECI, infusing the causal
knowledge necessary to improve the causal rea-
soning ability of LLMs. Dr.ECI is composed of
two stages: the discovery stage and the reason-
ing stage. During the discovery stage, Causal
Explorer addresses the limited reasoning capabili-
ties of LLMs by strategically using various natural
language prompts, enabling effective exploration
of both implicit and indirect causality within the
given context. Subsequently, the Mediator De-
tector agent plays a critical role in detecting in-
direct causal relationships. It identifies potential
mediators among relevant entities or events exist-
ing between pairs of events, facilitating the causal
structure matching process for indirect causality
reasoning. During the reasoning stage, we inject
causal knowledge within the Direct Reasoner and
Indirect Reasoner agents using Directed Acyclic
Graphs (DAGs) to represent causal patterns within
the ECI task. Leveraging the power of structured
causal patterns, Dr.ECI offers precise identifica-
tion of both direct and indirect causal relationships.

Employing the aforementioned two stages, Dr.ECI
is composed of four agents, collectively working
to break down intricate causal reasoning problems
into subproblems that can be effectively addressed
utilizing causal structure knowledge. As shown in
Figure 1, Dr.ECI accurately detects direct and indi-
rect causality. Specifically, it identifies the failure
to match direct causality in Case 1 and discerns
the presence of indirect causality through the "Col-
lider" structure in Case 2.

Our proposed Dr.ECI makes the following con-
tributions:

• We summarize the necessary knowledge of
causal structures in ECI through Directed
Acyclic Graphs (DAGs).

• To enhance the causal reasoning capabilities
of LLMs, we present the Dr.ECI, comprised of
four agents. Dr.ECI effectively decomposes
the intricate ECI task and utilizes the causal
structure knowledge for addressing implicit
causality and indirect causality challenges.

• We conduct extensive experiments to study the
effectiveness of the proposed Dr.ECI frame-
work. Dr.ECI achieves new state-of-the-art
performance, as confirmed by quantitative and
human evaluation.

2 Causal Priors for ECI

Event Causality Identification (ECI) aims to iden-
tify the causal relationships between a source event
es and a target event et, within a defined context C.
The input is denoted as I = (C, (es, et)). And the
output is a binary label O, indicating whether the
causal relationship exists between es and et. Using
I as prompts for input to LLMs, we observe that
LLMs typically employ either direct causal struc-
tures or chain causal structures (using CoT) in the
reasoning process of O. Chain causal structures are
constructed by identifying additional events within
the context C. However, the presence of other dif-
ferent causal structures, such as colliders, in ECI
tasks poses challenges to LLMs, making it difficult
for them to reason effectively.

In this paper, we employ causal graph theory
to systematically summarize explicit and implicit
causal structures under the ECI task via Directed
Acyclic Graphs (DAGs). DAG is a graph G defined
as (V,E) to represent causal relationships among
variables. Each node vi ∈ V corresponds to a
Random Variable (RV) Xi that may be discrete or
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Causal pattern Causal graph Description Natural language example

Explicit Words X Y
There are obvious clue words
indicating a causal relationship
between X and Y: cause, because,...

The slowdown raises[Y] questions
about the economy ’s strength because
spending fueled[X]much...

Implicit Words X Y
There are clue words between X
and Y that may indicate a causal
relationship: spark, authorize,...

...the Security Council embargo
resolution[X] did not specifically
authorize such a naval operation[Y] .

Causal Order X Y
Based on common sense knowledge,
sequences of cause and effect can
be identified.

Man charged[Y] with murdering[X]
mother and sister in Cumbria.

Chain ZX Y

In a causal chain, an intermediary
event Z can link different events,
where X causes Z in one pair, and Z
subsequently causes Y in another.

Meanwhile, ISPs ... have been
scrambling[X] to implement
contingency plans[Z] to keep their
customers connected[Y].

Collider
Z

X Y

There is an entity or event (Z) that is
linked to both events X and Y,
where X and Y each act upon Z,
indicating a causal relationship
between X and Y.

His advisers said the results[Y]
reflected not just from balancing the
budget, but also initiatives[X] like
improved access to education and
training[Z] ...

Fork
Z

X Y

There is an entity or event Z that is
linked to both events X and Y ,
where Z influences both X and Y ,
indicating a causal relationship
between X and Y .

Vodafone Egypt said ... face slight
problems[X] due to damage[Z1] in.
Vodafone, along with the country’s
three telecom providers has been
affected[Y] by a damage[Z2] in...

Coreference

X1 Y1

X2 Y2

Coreference events are defined here
as events that have the same
meaning but are expressed
differently or have the same
expression.

The violence... after bombings[X2]
were reported..., an attack[X1] that
provoked strong condemnation[Y1]
from ...

Table 1: An overview of the causal patterns in ECI. The causal graph distinguishes between direct and indirect
causal relationships.

continuous. Each directed edge ei,j ∈ E indicates
a directional causality Xi → Xj . In the context
of ECI, such directed edges are essential for repre-
senting the direct causal relationships between es
and et. Causal patterns within ECI are categorized
into direct and indirect causal reasoning as detailed
in Table 1:

• Direct Causal Reasoning includes patterns
where causality is explicit or can be inferred,
featuring types like Explicit words, Implicit
words, and Causal Order.

• Indirect Causal Reasoning covers patterns
with mediators or intermediate events, such
as Chain, Collider, Fork, and Coreference pat-
terns.

The summarized causal patterns aid in the under-

standing and identification of causal relationships
in various contexts, enhancing LLMs’ ability to
process explicit and implicit causal information.

3 Multi-Agent Decomposed Reasoning

3.1 Overview

To integrate causal priors into the closed-source
LLMs for the ECI task, our Dr.ECI is a multi-agent
decomposed reasoning framework including the
discovery stage and the reasoning stage, as shown
in Figure 2. All agents operate independently based
on LLMs. In the discovery stage, context C and
the event pair (es, et) are provided as inputs. The
Causal Explorer then responds based on the causal
expressions N . If a causal relationship is identi-
fied, the process proceeds to the Mediator Detector,
which is designed to identify potential mediators
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X2 Y2

Coreference

Fork

Collider

Chain

X Y

Causal Order:

Sequential, Common 

Sense Knowledge…

X Y

Implicit Words:

Spark, authorize…

X Y

Explicit Words:

Cause, because…

Indirect ReasonerDirect Reasoner

…
2

sE
1

sE n

sE

s tE E

…
n

tE2

tE
1

tE

tE

stE

sE

Mediator Detector

X cause Y?                     YES

Causal relationship ..?   NO

Causation between ?     NO 

Causal Explorer 

Context C: 

The volcanic eruption caused an 

earthquake that later triggered a 

tsunami of up to 135 feet.

es: volcanic eruption

et: tsunami

Discovery stage

Return:{ 

     Explorer: Yes  

     Mediator(𝐸𝑠𝑡): earthquake}

Reasoning stage

Output 𝑂:{ 

     Indirect: Yes 

     Structure type: Chain}

Discovery Stage Reasoning StageDr.ECI

Yes

Figure 2: Dr.ECI comprises 4 agents: Causal Explorer, Mediator Detector, Direct Reasoner and Indirect Reasoner.

(Est) that could act as causal intermediaries be-
tween the event pair (es, et). In the reasoning stage,
if the mediator Est ̸= ∅, indicating the presence of
common entities or events, the Indirect Reasoner
utilizes indirect causal patterns from the causal pri-
ors, incorporating the potential mediator Est for
identification. Conversely, the Direct Reasoner em-
ploys direct causal patterns from the causal priors
for identification. The framework’s output, thus,
reflects the intricate process of causal analysis, em-
phasizing the role of structured causal patterns in
determining the nature of the causal relationship.

3.2 Causal Explorer

Causal Explorer relies on LLMs’ understanding
of the concept of "causality" to perform reasoning
for the initial filtering of event pairs in ECI. The
primary objective of the Causal Explorer is to filter
out pairs that evidently lack a causal relationship
while meticulously preserving samples that may
embody implicit or indirect causality.

Acknowledging the varying sensitivity of LLMs
to different natural language expressions of causal-
ity, we construct a varied set of causal expres-
sions, N = {n1, n2, . . . , nm}, where each ni rep-
resents a distinct natural language formulation of
causality. For each expression in N , the Causal
Explorer solicits a response, compiled into a set
R = {r1, r2, . . . , rn}, where each ri indicates the
presence (’Yes’) or absence (’No’) of a causal re-
lationship between es and et. So the sets N and
R have the same number of elements. The struc-
ture of the prompt is shown in Prompt 3.1, and full
details can be found in Appendix Prompt 11. To
synthesize these insights, a voting mechanism is
employed:

q =

n∑
i=1

{
1, if ri indicates ’Yes’,
0, otherwise.

(1)

Prompt 3.1: Causal Explorer

Instruction: Guide LLMs to identify whether a causal
relationship exists based on the set of Causal Expressions
N = {n1, n2, . . . , nm}.

Causal Expression n1: Is there a causality be-
tween source event es and target event et?...

Return: Response Set R = {r1, r2, . . . , rn},
where each ri represents a binary classification: Yes/No.

This aggregation reflects a collective judgment
on the potential existence of causality. If q, the
cumulative sum of affirmative responses, equals
or exceeds a predetermined threshold—set to 1
based on our experimental findings—it suggests
a probable causal link, warranting further analy-
sis in subsequent reasoning stages. This threshold
was chosen to ensure that even a single affirmative
response (ri = ’Yes’) is sufficient to consider an
event pair for deeper causal investigation.

This strategy is particularly effective in the con-
text of our framework, where the introduction of
causal priors in subsequent reasoning stages (e.g.,
by Direct Reasoner and Indirect Reasoner) further
refines the assessment of causality.

3.3 Mediator Detector
The Mediator Detector is designed to unearth po-
tential mediators Est that may serve as links in
the causal chain between event pairs (es, et). This
detection process is crucial for understanding the
indirect causality within a given context C, follow-
ing these steps:
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i Extraction: The prompt "Identify all entities
or events (Es for es and Et for et)" is used as
contextually associated with each event. This
step involves parsing the textual content to
gather entities or events that have a direct or
indirect relation to es and et.

ii Intersection: To obtain potential mediators,
use the prompt "Determine the common enti-
ties or events Est between Es and Et." This
process filters out the unique entities, focusing
on those that share a relationship with both
events.

The structure of the prompt is shown in Prompt 3.2.

Prompt 3.2: Mediator Detector

Instruction: Guide LLMs to detect Mediators Est that
may be links in the construction of causal patterns by
source event es and target event et.

Extraction: Identify all entities or events Es for
es and Et for et. Answer me at word level.

Intersection: Determine the common entities or
events Est between Es and Et. Answer me at word level.

Return: Mediators Est.

Est, as the intermediary set between es and et,
reveals the complex interactions influencing their
causal relationship. Identifying Est is pivotal for
the subsequent analysis of indirect causality, as it
highlights the existence of intermediary factors that
could be influencing the observed causal dynamics.

3.4 Reasoners

Building upon the causal patterns outlined in the
Causal Priors, the Reasoners are designed to dis-
cern causality between events es and et within a
context C. These agents, the Direct Reasoner for
direct causality and the Indirect Reasoner for sce-
narios involving mediators, leverage the structured
causal patterns to systematically analyze and infer
causal relationships.

Direct Reasoner: It employs direct causal pat-
terns to establish causality between es and et.
These patterns, including Explicit Words, Implicit
Words, and Causal Order, enable Direct Reasoner
to infer direct causality without Est. The prompt
is presented in Prompt 3.3.1, and additional details
can be found in Appendix Prompt G.1.

Indirect Reasoner: Conversely, it is activated in
the presence of potential mediators (Est), applying
indirect causal patterns identified from the causal

graph. These patterns, such as Chain, Collider,
Fork, and Coreference, guide Indirect Reasoner in
uncovering complex causal structures. The prompt
is presented in Prompt 3.3.2, and additional details
can be found in Appendix Prompt G.1.

Prompt 3.3.1: Direct Reasoner

Instruction: Guide LLMs to choose a Direct Causal
Pattern to identify whether source event es and target
event et are causally related or not.

Pattern 1 (Explicit Words): There are verbs or
verb phrases that clearly express causality. e.g., cause,
lead,....

Pattern 2 (Implicit Words): There are implicit
clue words in the text that imply a causal relationship. e.g.,
spark, arouse....

Pattern 3 (Causal Order): According to com-
mon sense knowledge, if source event es occurs before
target event et, then there is a causal relationship between
them.

Return: Yes or No. If Yes, provide a list of Di-
rect Causal Pattern candidates.

Prompt 3.3.2: Indirect Reasoner

Instruction: Guide LLMs to simultaneously choose an
Indirect Causal Pattern and Mediators Est to identify
whether source event es and target event et are causally
related or not.

Pattern 1 (Fork): Event est is related to source
event es and target event et, and then it satisfies that est
acts on source event es and est acts on target event et.

Pattern 2 (Collider): Event est is related to source event
es and target event et, and then it satisfies that source
event es acts on est and target event et acts on est.

Pattern 3 (Chain): Event est is related to source
event es and target event et, then it satisfies that source
event es acts on est and est acts on target event et.

Pattern 4 (Coreference of source event es): Event est is
co-referred to the source event es, and est has a causal
relationship with target event et.

Pattern 5 (Coreference of target event et): Event
est is co-referred to the target event et, and est has a
causal relationship with source event es.

Return: Yes or No. If Yes, provide a list of Indi-
rect Causal Pattern candidates and Mediators Est.

Through the injection of causal patterns, the rea-
soner makes reasoning choices based on the pat-
terns, which effectively improves the identification
of complex causal relationships among events. Fur-
ther, the selection of causal patterns by LLMs is
analyzed experimentally to verify the effectiveness
of Dr.ECI, see the Appendix Table 11 for details.



9351

4 Experiments

4.1 Experimental Setup

Datasets. We evaluate the effectiveness of
Dr.ECI on two widely used datasets in ECI. The
Causal-TimeBank (Causal-TB) (Mirza, 2014)
contains 184 documents and 6813 events, of which
only 318 event pairs are causal. EventStoryLine
(ESL) (Caselli and Vossen, 2017) consists of
258 documents covering 7275 annotated events
and 5,519 plot links, representing generalized
causal relationships. We follow the data dis-
closed in previous work (Zhang et al., 2023) for
testing. In order to verify the effectiveness of
our framework Dr.ECI in relationship extraction,
we also conducted experiments on the classic
dataset SemEval 2010 task 8 (Hendrickx et al.,
2010), which contains 18 relationship types and
8k sentences for training and 2.72k sentences
for testing. We evaluated all 2717 sentences in
the test set, focusing specifically on the causal
relationship types (cause-effect and effect-cause)
among the 18 relationship types, which amounted
to 328 sentences in total. MAVEN-ERE (Wang
et al., 2022) contains 90 topics, 4,480 documents,
103,193 events, and 57,992 pairs of causal events.
We follow previous work (Gao et al., 2023) to
evaluate its performance on the development set.

Evaluation Metrics. To compare with pre-
vious works (Gao et al., 2023), we utilize Precision
(P), Recall (R), and F1-score (F1) as the primary
evaluation metrics.

Hyperparameters. We leveraged official
APIs from OpenAI and Google to access the
GPT-3.5-turbo1 and PaLM22 models. Our primary
focus was on PaLM2, with supplementary results
from GPT-3.5-turbo detailed in Appendix D.1.
We implemented a candidate-count parameter of
1 and a temperature setting of 0 for deterministic
sampling. In our analysis, we used a pass threshold
q = 1 for the causal explorer, aimed at minimizing
errors in factual and inferential reasoning. For
the few-shot setting, we created examples from
ESL(Caselli and Vossen, 2017) and applied them
across datasets.

1https://platform.openai.com/
2https://makersuite.google.com/

4.2 Baselines

PLM-based Baseline. We compare four PLM-
based methods fine-tuned on the full training set:
GenECI (Man et al., 2022) identifies event causal-
ity by jointly generating causal labels and de-
pendency path words using the T5 model and
REINFORCE algorithm. DPJL (Shen et al.,
2022b) utilizes cue-based learning of pre-trained
knowledge in language models to enhance event
causality recognition.KEPT (Liu et al., 2023) uses
knowledge-enhanced prompt tuning with external
knowledge and attention mechanisms to improve
Event Causality Identification. The latest SOTA
method CPATT (Zhang et al., 2023) proposes a
prompt-based approach with a Constrained Prefix
ATTention mechanism for identifying causal and
temporal relations between events.
LLM-based Baseline. We mainly compare LLM-
based methods with different prompting: Vanilla
and CoT. Vanilla aligns with the standard prompt-
ing method outlined in Wei et al. (2022) and Ko-
jima et al. (2022), where no specific prompts are
employed to elicit thoughts from the LLMs. Con-
versely, CoT guides the LLMs through a step-by-
step thought process.We also compared the eval-
uation results of Gao et al. (2023) on ChatGPT.
We added additional baselines, including Self-ask
(Tang et al., 2023), CaCo-CoT (Press et al., 2022),
and L2M-CoT (Zhou et al., 2022), as detailed in
the Appendix D.3.

4.3 Main Results

Dr.ECI outperforms state-of-the-art PLM-based
and LLM-based methods in the zero-shot setting, as
Table 2 illustrates. Specifically, for the ESL’s Intra-
sentence dataset, it surpasses the top PLM base-
line by 3.7% and the CoT baseline by 1.2% in F1-
score. In the Causal-TB dataset, our method shows
a 7% improvement over the PLM baseline and
5.5% over CoT in F1-score. The marginally lower
performance of Dr.ECIfew could be attributed to
the predominance of ESL’s examples in our selec-
tion. Under Vanilla and CoT baselines, we note
low Precision but high Recall, indicating LLMs of-
ten misjudge non-causal events as causal, reflecting
"Causal Hallucinations." Our Dr.ECI, through accu-
rate causal structure matching, effectively reduces
such misclassifications. Our method outperforms
on most datasets in the few-shot setting, but CoT
performs worse. Additional experiments are pro-
vided in the Appendix D.4.
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As Table 3 illustrates, we rigorously evalu-
ated the effectiveness of Dr.ECI in ESL’s Inter-
sentence and (Intra+Inter)-sentence tasks. Notably,
Dr.ECIfew achieved the highest F1-score in both
PLM Baseline and LLM-based Baseline categories,
surpassing the best PLM baseline by 9.7% in the
Inter-sentence. This demonstrates the formidable
reasoning capabilities of LLMs in identifying cross-
sentence relationships, with our method further en-
hancing their causal reasoning prowess on LLMs
platform.

Table 4 presents the results for the SemEval
and MAVEN-ERE datasets. Our method outper-
forms the LLM-based baseline with the highest
F1-score, underscoring Dr.ECI’s proficiency in de-
tecting causal relationships in intricate datasets and
its adeptness in detailed causal analysis.

Method Intra Causal-TB
P(%) R(%) F1(%) P(%) R(%) F1(%)

GenECI† 59.5 57.1 58.8 60.1 53.3 56.5
DPJL† 65.3 70.8 67.9 63.6 66.7 64.6
KEPT† 50.0 68.8 57.9 48.2 60.0 53.5
CPATT† 79.4 81.3 80.4 77.5 73.2 75.2

Vanilla 71.2 98.4 82.6 63.6 94.7 76.1
CoT 71.7 98.2 82.9 64.7 94.3 76.7
Dr.ECIzero 76.6 93.1 84.1 80.2 84.3 82.2
Dr.ECIfew 77.6 91.7 84.1 74.7 87.1 80.4

Table 2: Results on ESL’s Intra-sentence and Causal-TB
dataset. †: results from CPATT (Zhang et al., 2023) .The
others come from our results in model PaLM2. The best
result is shown in bold and the second best result is
underlined.

Method Inter Intra+Inter
P(%) R(%) F1(%) P(%) R(%) F1(%)

CPATT† 74.9 60.1 66.7 76.5 66.2 71.0

Vanilla 62.5 94.2 75.1 65.1 95.5 77.4
CoT 63.1 93.4 75.3 65.7 94.9 77.6
Dr.ECIzero 70.7 81.3 75.6 72.6 85.0 78.3
Dr.ECIfew 68.4 86.6 76.4 70.1 88.2 78.8

Table 3: Results on ESL’s Inter-sentence and
(Intra+Inter)-sentence. †: results from CPATT (Zhang
et al., 2023). The others come from our results in model
PaLM2. The best result is shown in bold and the second
best result is underlined.

4.4 Ablation Study
Our ablation study focuses on the Causal Explorer,
the Mediator, and the Reasoners within our frame-
work, as demonstrated in Tables 5 and 6. These
components were rigorously tested across ESL and

Method SemEval MAVEN-ERE
P(%) R(%) F1(%) P(%) R(%) F1(%)

ChatGPT† - - - 19.9 85.8 32.3

Vanilla 15.8 96.0 27.2 21.3 85.9 34.1
CoT 16.8 95.7 28.6 20.4 89.9 33.3
Dr.ECIzero 16.9 95.4 28.8 22.0 80.0 34.5
Dr.ECIfew 20.3 87.5 32.9 22.9 80.7 35.6

Table 4: Results on the SemEval and MAVEN-ERE. †:
results from ChatGPT (Gao et al., 2023) . The others
come from our results in model PaLM2. The best result
is shown in bold and the second best result is underlined.

Causal-TB datasets. The Explorer represents the
presence of a ’Yes.’ Reasoners refers to the Direct
Reasoner and Indirect Reasoner agents. The Me-
diator Detector only captures Est, so it should be
used with the Reasoners (as Mediator).

In the discovery stage, Causal Explorer can ef-
fectively explore implicit and indirect causal rela-
tionships in a given context through different nat-
ural language prompts. Table 5 shows that the
Causal Explorer agent obtains the highest Recall
on all datasets. This also illustrates the effective-
ness of our Causal Explorer agent in the causal
discovery stage. During the reasoning stage, our
approach injects causal structure knowledge into
the Reasoners agent to accurately identify direct
and complex indirect causal relationships. Table 6
shows that the highest Precision was achieved on
the ESL dataset.

In summary, through the collaboration of mul-
tiple agents, Dr.ECI successfully achieves the ac-
curate identification of both direct and complex in-
direct causal relationships. This system delicately
balances Precision and Recall, as reflected in its
outstanding F1-score.

Method Intra Causal-TB
P(%) R(%) F1(%) P(%) R(%) F1(%)

Vanilla 71.2 98.4 82.6 63.6 94.7 76.1

+ Explorer 70.7 98.7 82.4 63.2 95.0 75.9
+ Reasoners 82.5 84.1 83.3 85.1 75.2 79.8
+ Mediator 79.4 88.3 83.7 79.6 83.6 81.6

Table 5: The ablation study of Dr.ECI was conducted
on the ESL’s Intra-sentence and Causal-TB datasets.

4.5 Analysis
The results are shown in Table 7. The primary
objective of this experiment was to evaluate the
practicality of our framework, Dr.ECI+CoT, partic-
ularly in its applicability to reasoning methods akin
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Method Inter Intra+Inter
P(%) R(%) F1(%) P(%) R(%) F1(%)

Vanilla 62.5 94.2 75.1 65.1 95.5 77.4

+ Explorer 62.3 94.8 75.2 64.8 96.0 77.3
+ Reasoners 75.7 72.1 73.9 78.0 75.9 76.9
+ Mediator 74.1 75.7 74.9 75.8 79.7 77.7

Table 6: The ablation study of Dr.ECI was conducted
on the ESL’s Inter-sentence and (Intra+Inter)-sentence.
The best result is shown in bold.

Figure 3: Recall results in the discovery stage where
N = {causal relationship, causation, causality}.

to CoT. The results clearly indicate that the inte-
gration of Dr.ECI with CoT significantly enhances
the model’s performance in identifying causal rela-
tionships within texts. Specifically, Dr.ECI+CoT
achieves a state-of-the-art F1-score of 84.4% in
ESL’s Intra-sentence and 82.9% in the Causal-
TimeBank dataset, surpassing the standalone imple-
mentations of both Dr.ECI and CoT. These results
surpass those of standalone Dr.ECI and CoT imple-
mentations, underscoring the framework’s adapt-
ability and effectiveness in complex causality de-
tection and reasoning tasks.

Method Intra Causal-TB
P(%) R(%) F1(%) P(%) R(%) F1(%)

CoT 71.7 98.2 82.9 64.7 94.3 76.7
Dr.ECI 76.6 93.1 84.1 80.2 84.3 82.2
Dr.ECI+CoT 76.6 94.0 84.4 79.4 86.8 82.9

Table 7: Adding CoT to our Dr.ECI achieves SOTA in
F1-score. All results are zero-shot settings in model
PaLM2. It shows that our framework is suitable for
reasoning methods similar to CoT.

To assess the performance of the Causal
Explorer agent, as illustrated in Figure

3, we analyzed the Recall across four
datasets. Let’s assume we have a set
N = {causal relationship, causation, causality}
that is divided into three distinct subsets, denoted
as I, II, and III, corresponding to the number
of causal expressions, which are 1, 2, and
3, respectively. Regardless of the subset, we
set the threshold q to 1. For instance, in the
EventStoryLine’s Intra-sentence dataset, subset
II, which corresponds to two causal expres-
sions (n=2), is represented by the green points.
The subsets {causal relationship, causation} and
{causal relationship, causality} both have a Recall
of 98.5%, while the subset {causation, causality}
has a slightly higher Recall of 98.6%. When
n=3, represented by the blue points, the subset
is {causal relationship, causation, causality}, and
the Recall reaches its peak at 98.7%. The results
show that the Recall increases with the number of
terms used, suggesting a correlation between the
LLMs’ cognitive understanding of a concept and
the number of its semantically similar expressions.

4.6 Case Study

In this section, we select two cases from the Causal-
TB dataset to demonstrate the efficacy of our
Dr.ECI compared to baseline CoT. in Table 8 is
the first case. The first case involves an event
pair (dispatching, stationed) that is not causally
related, where both the Causal Explorer agent and
CoT incorrectly predict a causal relationship as
’Yes.’ However, Dr.ECI, through its causal patterns
reasoning stage, accurately identifies the lack of
causality, rectifying the initial misjudgments. In
the second case, Dr.ECI correctly identifies the
causal link by matching the ’Collider’ structure;
however, the result of the CoT is that there is no
causal relationship. There are detailed cases in the
Appendix Table 18.

5 Related Work

Feature-based approaches in Event Causality Iden-
tification have largely concentrated on lexical and
syntactic patterns (Riaz and Girju, 2013, 2014a,b)
along with statistical analysis (Hashimoto et al.,
2014; Hu et al., 2017). However, recent advance-
ments have shifted towards leveraging pre-trained
language models. Innovations such as DPJL (Shen
et al., 2022b), which enhances event causality
recognition through cue-based learning from lan-
guage models, SemSIn (Hu et al., 2023), improv-
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Context C: In the first days after President Bush announced the dispatching of U.S. troops , they note , the Iraqi leader made several nationwide addresses
indirectly – having them read by a television announcer . Three other carriers and their escort vessels already are stationed within striking distance of Iraq or
are steaming toward the area. es:dispatching et:stationed
Label: NONE.
Causal Explorer:
1. Is there a causal relationship between dispatching and stationed ? Answer: Yes
2. Is there a causality between dispatching and stationed ? Answer: No
3. Is there a causation between dispatching and stationed ? Answer: Yes

Mediator Detector: Answer: Z: None.
1. Related entity or event sets Es and Et:

subquestion1: Entities or events related to "dispatching "? Answer: dispatching.
subquestion2: Entities or events related to "stationed "? Answer: stationed.

2. Commonly related entities or event setsEst:
question: Entities or events associated with both events "dispatching" and "stationed"? Answer: None.

Direct Reasoner: Answer: No.
1. Input direct causal pattern:

Explicit Words: there are verbs or verb phrases that clearly express causality.eg:cause, lead,....
Implicit Words: There are implicit clue words in the text that imply a causal relationship.Eg:spark,arouse....
Causal Order: According to common sense knowledge, if event X occurs before event Y...

2. Reasoning Answer: There is no explicit causation words or implicit causation words between dispatching and stationed.There is no causal order between
dispatching and stationed.So there is no causal relationship between dispatching and stationed.
Baseline:
1. Vanilla:

question: Is there a causal relationship between dispatching and stationed? Answer: Yes.
2. CoT:

question: Is there a causal relationship between dispatching and stationed, Let’s think step by step?
Answer: Step 1: The first sentence says that the Iraqi leader made several nationwide addresses indirectly after President Bush announced the dispatching

of U.S. troops.Step 2: The second sentence says that three other carriers and their escort vessels already are stationed within striking distance of Iraq or
are steaming toward the area.Step 3: We can infer that the dispatching of U.S. troops is the cause of the Iraqi leader making several nationwide addresses
indirectly.Step 4: We can also infer that the dispatching of U.S. troops is the cause of the three other carriers and their escort vessels being stationed within
striking distance of Iraq or are steaming toward the area.Step 5: So there is a causal relationship between dispatching and stationed.

Table 8: A case from Causal-TimeBank where there is no causal relationship.

ing the detection of implicit causal relationships via
explicit semantic structuring, and CPATT (Zhang
et al., 2023), introducing a prompt-based tech-
nique with Constrained Prefix ATTention for iden-
tifying causal and temporal relations, signify this
shift. Despite their effectiveness, these models are
heavily reliant on high-quality, manually annotated
datasets, limiting their adaptability to new scenar-
ios.

Recent large language models such as PaLM
(Chowdhery et al., 2023) and ChatGPT (OpenAI,
2022) have showcased substantial reasoning capa-
bilities, particularly when guided by prompt learn-
ing. Studies (Qin et al., 2023; Chan et al., 2023)
have demonstrated that ChatGPT exhibits powerful
capabilities in processing multiple-choice causal
datasets. Zhang et al. (2023) and Gao et al. (2023)
both conducted evaluations on the ECI datasets,
but the former significantly surpasses the latter.
This variance in results can be attributed to the
differences in their test set. However, these studies
mainly focus on performance evaluation without
delving deeply into enhancing the ICL capabilities
for ECI tasks.

In our work, we reexamine the ECI task through
a causal view, enhancing the causal reasoning abil-
ities of LLMs by aligning them with causal graph
structures. While some recent studies have ex-

plored counterfactual reasoning (Mu and Li, 2023)
to reduce biases and improve LLMs’ causal reason-
ing (Ban et al., 2023; Long et al., 2023; Kıcıman
et al., 2023; Tang et al., 2023), our approach uses
the Directed Acyclic Graphs (DAGs) structure in
the causal graph to solve the ECI task.

6 Conclusion

In this paper, we introduce Dr.ECI, a novel frame-
work designed to enhance the causal reasoning ca-
pabilities of large language models (LLMs) for
Event Causality Identification (ECI). Dr.ECI in-
corporates multiple agents, namely Causal Ex-
plorer, Mediator Detector, Direct Reasoner, and
Indirect Reasoner, strategically orchestrated within
Directed Acyclic Graphs (DAGs) to refine the pro-
cess of causality reasoning. Empirical evaluations
conducted on four diverse datasets demonstrate that
Dr.ECI outperforms existing methods. Addition-
ally, when combined with the Chain of Thought
(CoT) reasoning technique, Dr.ECI exhibits further
improvements in performance. The compatibility
of Dr.ECI with other augmented LLMs reasoning
methods establishes its potential contribution to
future research endeavors by effectively incorporat-
ing causal knowledge into LLMs.
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Limitations

Our research introduces the Dr.ECI framework to
enhance Event Causality Identification (ECI) in
large language models (LLMs), yet it encounters
specific limitations. Primarily, the framework’s de-
sign is highly specialized for ECI tasks, potentially
limiting its adaptability to broader Natural Lan-
guage Processing challenges. Its effectiveness also
closely aligns with the inherent capabilities and
constraints of the underlying LLMs, such as gpt-
3.5-turbo, suggesting a dependency that may affect
its performance in diverse contexts. Moreover, the
current evaluations, being dataset-specific, might
not fully represent the framework’s applicability
across varied scenarios. While the integral compo-
nents of Dr.ECI, the Causal Explorer and Reasoner
agents are foundational to its operation, there exists
a scope for further optimization to enhance their ef-
ficiency and context responsiveness. Additionally,
the framework’s reliance on LLMs’ internal reason-
ing mechanisms, without extensive integration of
external knowledge, might limit its comprehensive
understanding in complex reasoning tasks.
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B Details of Causal Priors

In our study, we define Event Causality Identifica-
tion (ECI) as a set of causal diagram patterns, align-
ing ECI with structured causal diagrams. As illus-
trated in Table 1, each causal rule is represented by
a distinct diagrammatic structure, accompanied by
descriptions and natural language examples from
various sources. The categorization of ECI into
these specific diagram patterns facilitates a clearer
understanding of the causal relationships within
texts.

The coreference example in our analysis is
adapted from Phu et al. (Phu and Nguyen, 2021),
which demonstrates the identification of events
with the same meaning but different expressions or
identical expressions. The chain pattern, as high-
lighted in our study, is derived from Pu et al.(Pu
et al., 2023), showcasing the sequential causality
between events. The other examples used to illus-
trate Explicit Words, Implicit Words, Causal Order,
Collider, and Fork are taken from two classic ECI
datasets, Causal-TimeBank and EventStoryLine.

This structured classification and the integration
of diverse examples from the literature and ECI
datasets underscore our method’s ability to align
ECI tasks with various causal diagram structures,
enhancing the understanding and interpretation of
complex causal relationships in texts.

C Multi-agent Cooperation for Dr.ECI

To understand the agent workflow of our method,
as shown in Alg. 1, we detail Dr.ECI using pseu-
docode. The algorithm takes several key inputs:
All agents operate independently based on LLMs.
Causal expression N , combined with a causal ex-
pression ni and the question Q for the input text
I, threshold q (which is the number of ’Yes’ in the
set R that has the same number of elements as the
set N ), LLMs’ output O, Causal Explorer agent
EXPLORE, Mediator Detector agent MD, Indirect
Reasoner agent IR, Direct Reasoner agent DR.

Algorithm 1 Dr.ECI

Input: I = (C, (es, et))
Output: Es, Et, Est, Yes, Causal Patterns/No
Define N = {n1, n2, . . . , nm}
Initialize q = 0 ▷ Count of ’Yes’
for each ni in N do

Create question Qi using ni and (es, et)
Oi = EXPLORE(I, Qi) ▷ Oi is ’Yes’/’No’
if Oi = ’Yes’ then

q+ = 1
end if

end for
if q ≥ 1 then

Prompt1: Identify entities or events Es / Et.
Prompt2: Determine the common parts Est.
ODetector = MD(I,Prompt1,Prompt2)
Return: Extract Es, Et, Est from ODetector
if Est ̸= ∅ then

Prompt3: get Indirect Causal Patterns.
OIR = IR(I,Prompt3)
Return:Yes, Indirect Causal Pat-

terns/No.
else

Prompt4: get Direct Causal Patterns.
ODR = DR(I,Prompt4)
Return: Yes, Direct Causal Patterns/No.

end if
else

Return: No
end if

D Experiments

D.1 Experiment on gpt-3.5-turbo

In the experiments shown in Tables 9 and 10 us-
ing the gpt-3.5-turbo model, we primarily focused
on two classic datasets in the ECI task, namely
the EventStoryLine and CausalTimeBank datasets.
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Our research results indicate that compared to the
LLM-based Baseline, our method achieved signifi-
cant progress, outperforming both the Vanilla and
CoT methods. Particularly noteworthy is the per-
formance on the ESL dataset, where our method
surpassed the current state-of-the-art CPATT tech-
nology in terms of the F1-score metric. This is es-
pecially evident in the ESL’s Inter-sentence, where
our method improved by 7.3% over CPATT. This
significant enhancement highlights the effective-
ness of our method in enhancing the model’s cross-
sentence understanding capabilities.

To optimize result acquisition, we utilized the
following structured prompt format:

Prompt : Structured Answer Format

Instruction:...

Just answer me yes or no. Please return the Answer in
a JSON format, such as {{"Answer":"Yes"}} or {{"An-
swer":"No"}}.

Method Intra Causal-TB
P(%) R(%) F1(%) P(%) R(%) F1(%)

GenECI† 59.5 57.1 58.8 60.1 53.3 56.5
DPJL† 65.3 70.8 67.9 63.6 66.7 64.6
KEPT† 50.0 68.8 57.9 48.2 60.0 53.5
CPATT† 79.4 81.3 80.4 77.5 73.2 75.2

Vanilla 78.5 83.3 80.8 68.1 72.6 70.3
CoT 73.4 84.1 78.4 56.7 74.5 64.4
Dr.ECIzero 81.0 82.4 81.7 68.0 74.8 71.3

Table 9: Results on EventStoryLine’s Intra-sentence
and Causal-TimeBank. †: results from CPATT (Zhang
et al., 2023) .The others come from our results in model
gpt-3.5-turbo.the best result is shown in bold and the
second best result is underlined. Dr.ECI outperforms
previous SOTA in F1-score.

Method Inter Intra+Inter
P(%) R(%) F1(%) P(%) R(%) F1(%)

CPATT† 74.9 60.1 66.7 76.5 66.2 71.0

Vanilla 69.4 78.6 73.7 72.2 80.1 75.9
CoT 60.5 82.7 69.8 64.0 83.1 72.3
Dr.ECIzero 69.6 79.1 74.0 72.9 80.1 76.4

Table 10: Results on EventStoryLine’s Inter-
sentence and (Intra+Inter)-sentence.†:results from
CPATT (Zhang et al., 2023) .The others come from our
results in model gpt-3.5-turbo.the best result is shown
in bold and the second best result is underlined.

D.2 DAG structure prediction

In Table 1, we utilized Directed Acyclic Graphs
(DAGs) structures—Direct, Chain, Collider, and
Fork—from causal theory to construct natural lan-
guage expressions suited for Event Causality Iden-
tification (ECI). We also incorporated Coreference
relations from prior ECI research into our frame-
work.

Experiments with these structured expressions
demonstrate that our method, Dr.ECI, effectively
predicts various DAG structures across multiple
datasets, as shown in Table 11. These results high-
light Dr.ECI’s ability to accurately predict complex
causal patterns, reducing "Causal Hallucinations"
and enhancing causal reasoning within large lan-
guage models (LLMs).

Table 11 details the model’s performance, em-
phasizing its capability in handling explicit and
implicit causal terms, as well as complex patterns
like Colliders, which are particularly notable in the
ESL’s Inter-sentence and MAVEN-ERE datasets.
This efficiency suggests that Dr.ECI can signifi-
cantly improve causal inference accuracy in Natu-
ral Language Processing. We found that the reason
for the high number of Colliders is due to the or-
der of the causal patterns in the prompt, with the
Collider being placed first.

D.3 More Baselines

To further validate the effectiveness of our method,
we compared Dr.ECI with other LLM-based meth-
ods, including those proposed by Tang et al. (2023),
Press et al. (2022), and Zhou et al. (2022). These
comparisons, particularly in zero-shot settings, un-
derscore the superior performance of Dr.ECI in
identifying causal relationships using prior knowl-
edge.

The experimental results in Table 12 demon-
strate that Dr.ECI achieves the highest F1-score
across both the Causal-TB and MAVEN-ERE
datasets. For the Causal-TB dataset, Dr.ECI out-
performs other methods with an F1-score of 82.2%,
significantly higher than the next best method, CoT,
which scores 76.7%. On the MAVEN-ERE dataset,
Dr.ECI achieves an F1-score of 34.5%, again sur-
passing CoT’s 33.3%. These results highlight the
robustness and accuracy of Dr.ECI, making it a
highly effective approach for causal relationship
identification in diverse contexts.

The experimental results displayed in Table
13 demonstrate the exceptional performance of
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Causal pattern SemEval Causal-TB Intra Inter MAVEN-ERE

Explicit Words 17 12 27 71 58
Implicit Words 3 2 13 26 50
Causal Order 75 96 593 934 278
Chain 10 24 192 328 131
Collider 172 122 613 1207 1976
Fork 3 11 47 65 51
Coreference X 3 1 12 21 36
Coreference Y 2 1 7 17 36

Table 11: Results indicate the number of DAG structures predicted by Dr.ECI across various datasets in the
zero-setting on PaLM2.

Dr.ECI across ESL’s Intra-sentence and Inter-
sentence datasets, particularly with respect to the
F1-score. Among all methods evaluated, only the
Self-ask (Press et al., 2022) slightly outperformed
our model, with a marginal difference of less than
0.01 in the F1-score. This minor discrepancy un-
derscores the viability and competitive edge of our
approach in handling this dataset.

D.4 Experiments in Few-shot Setting

Based on the performance of in-context learning on
large language models, to demonstrate the efficacy
of our method, we conducted experiments not only
in a zero-shot setting but also in a few-shot setting.
For each causal pattern we proposed, we provided
one sample, leading us to construct eight samples
manually based on these patterns. To align with
this setting, we also configured eight samples for
Chain of Thought (CoT), derived from results ob-
tained in the zero-shot setting on the PaLM2 model.
The experimental results, as shown in Table 14 and
Table 15, reveal that our method significantly out-
performs the LLM-based CoT approach in terms
of F1-score.

However, contrary to our initial intuition, the
few-shot experiment results showed a decrease
in performance compared to the zero-shot setting,
which suggests that LLMs may not always learn
better reasoning paths with increased in-context
learning as expected. This discrepancy highlights
potential issues in the ECI task, such as the "Causal
Hallucinations" observed with CoT, where provid-
ing samples actually exacerbated hallucinations.
We hypothesize that one reason for this might be
the model’s preference for the distribution of in-
put context samples, as all constructed samples in-
volved event pairs (es, et) with causal relationships.

D.5 Experiments on different dataset settings

We noted that Gao et al. (2023) initially conducted
a comprehensive evaluation of ChatGPT’s causal
reasoning capabilities. Here we conduct exper-
iments on three datasets: ESL’s Intra-sentence,
Causal-TB, and MAVEN-ERE, following their pub-
licly available data processing methods. It is im-
portant to highlight that there are differences in
handling the ECI datasets between CPATT (Zhang
et al., 2023) and Gao et al. (2023), especially with
respect to datasets like ESL’Intra-sentence and
Causal-TB. Our base model is PaLM2 and is com-
pared with the ChatGPT performance metrics eval-
uated by Gao et al. (2023). The results, detailed in
Table 16, demonstrate that our method surpasses all
other baselines in F1-score, affirming its efficacy.

Significant variances in dataset sizes exist as
outlined in the experimental settings by Gao et al.
(2023), particularly observed across the ESL’s Intra-
sentence, Causal-TB, and MAVEN-ERE datasets.
For instance, in experiments on the MAVEN-ERE
dataset, our method achieved an F1-score 1.2%
higher than CoT in zero-shot experiments, demon-
strating the effectiveness of our approach. It is
worth noting that this improvement may be even
more significant than it appears at first glance. This
is because, based on our statistics, the validation
set of the MAVEN-ERE dataset contains 16,283
instances without causal relationships and 3,360 in-
stances with causal relationships, with a ratio close
to 5:1. It is very challenging to improve precision
given such a disparity in data distribution, yet we
outperformed CoT by 1.6%.
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Method Causal-TB MAVEN-ERE
P(%) R(%) F1(%) P(%) R(%) F1(%)

CoT(Wei et al., 2022) 64.7 94.3 76.7 20.4 89.9 33.3
Self-ask(Press et al., 2022) 55.0 97.5 70.3 20.1 88.7 32.8
CaCo-CoT(Tang et al., 2023) 63.0 81.8 71.1 20.5 76.7 32.3
L2M-CoT(Zhou et al., 2022) 75.6 57.5 65.4 25.8 44.1 32.6
Dr.ECI 80.2 84.3 82.2 22.0 80.0 34.5

Table 12: Results on the Causal-TB and MAVEN-ERE datasets.All results are in zero-shot setting on the PaLM2
model. The best result is shown in bold.

Method Intra Inter Intra+Inter
P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%)

GenECI†(Man et al., 2022) 59.5 57.1 58.8 - - - - - -
DPJL†(Shen et al., 2022b) 65.3 70.8 67.9 - - - - - -
KEPT†(Liu et al., 2023) 50.0 68.8 57.9 - - - - - -
CPATT†(Zhang et al., 2023) 79.4 81.3 80.4 74.9 60.1 66.7 76.5 66.2 71.0

Vanilla(Kojima et al., 2022) 71.2 98.4 82.6 62.5 94.2 75.1 65.1 95.5 77.4
CoT (Wei et al., 2022) 71.7 98.2 82.9 63.1 93.4 75.3 65.7 94.9 77.6
Self-ask(Press et al., 2022) 76.4 95.4 84.8 65.4 92.0 76.4 68.5 93.1 78.9
CaCo-CoT(Tang et al., 2023) 75.3 85.2 80.0 64.9 84.3 73.4 67.9 84.6 75.3
L2M-CoT(Zhou et al., 2022) 80.8 72.3 76.5 71.7 71.2 71.5 74.4 71.7 73.0
Dr.ECI 76.6 93.1 84.1 70.7 81.3 75.6 72.6 85.0 78.3

Table 13: Results on ESL’s Intra-sentence, Inter-sentence, and Intra+Inter-sentence datasets. †: Results based on
Pre-trained models. The others come from our results in zero-shot setting on the PaLM2 model. The best result is
shown in bold and the second best result is underlined.

E Causal Explorer and Threshold q

E.1 Evaluating the Efficacy of Causal
Explorer in Exploring Implicit Causal
Relationships

In the Causal Explorer part of our framework, we
define a set of causal expressions:

ND = {ni, nj , nk} (2)

where ni, nj , and nk represent ’causal rela-
tionship’, ’causation’, and ’causality’, respectively.
These terms are ordered to reflect their respective
relevance and contribution to the analysis of causal
inference within text. This structured approach al-
lows us to methodically assess the impact of each
causal expression on the Recall, thereby provid-
ing a granular insight into the dynamics of causal
reasoning.

The variable q, representing the threshold in the
Causal Explorer, is crucial for this analysis. Specif-
ically, when q = 1, the Recall pertains solely to the
first element in the set ND, which is ni. When q
increases to 2, it is the comprehensive Recall that
includes ni and nj . When q reaches 3, it reflects
the Recall for all included elements—ni, nj , and
nk. In general, the setting of the threshold q de-
pends on the number of elements in the set ND.

And the Causal Explorer is explored by selecting
the first element from the set ND until the number
of elements reaches the threshold q.This incremen-
tal inclusion of causal expressions is designed to
test the robustness of our model in recognizing and
reasoning over causal relationships embedded in
varying linguistic constructs.

As demonstrated in Figures 4a, 4b, and 4c,
across four different datasets, there is a consistent
upward trend in Recall as the number of causal ex-
pressions, denoted by ND, included in the analysis
increases. This indicates that the capacity of our
proposed Causal Explorer to effectively explore
both explicit and implicit causal relationships may
enhance as the quantity of ND increases. Such find-
ings confirm the importance of the Causal Explorer
in improving the causal reasoning capabilities of
large language models (LLMs). The consistent
conclusions across various datasets underscore the
potential of our method to enhance the compre-
hensiveness and accuracy of causal relationship
discovery across diverse datasets.

Furthermore, by comparing Figures 4a, 4b, and
4c, we observe that the order of elements within
the set ND also impacts the outcome Recall. For
instance, on the Inter-sentence and Causal-TB
datasets, at q = 1, the Recall in Figure 4a for ND1
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Method Intra Inter Intra+Inter
P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%)

CoTfew−shot 70.5 99.2 82.4 57.5 97.6 72.3 61.1 98.1 75.3
Dr.ECIfew−shot 77.6 91.7 84.1 68.4 86.6 76.4 70.1 88.2 78.8

Table 14: Results on ESL’s Intra-sentence, Inter-sentence, and Intra+Inter-sentence datasets. The results are from
the few-shot setting of model PaLM2. The best result is shown in bold.

Method Causal-TB MAVEN-ERE
P(%) R(%) F1(%) P(%) R(%) F1(%)

CoTfew−shot 51.2 98.7 67.5 18.7 96.3 31.3
Dr.ECIfew−shot 74.7 87.1 80.4 22.9 80.7 35.6

Table 15: Results on the MAVEN-ERE and Causal-TB datasets in the few-shot setting of the PaLM2 model. The
best results are highlighted in bold.

exceeds 94%. However, it falls below 94% in Fig-
ures 4b and 4c. This disparity suggests that inappro-
priate selection of the first element in LLMs causal
reasoning can diminish model performance. Yet,
as previously analyzed, the Recall of our Causal
Explorer increases with the addition of more ND

elements, thereby effectively mitigating the risk of
selection errors.

E.2 Impact of Threshold q on Performance
Metrics

When we observed that the threshold q impacts the
experimental outcomes, we initiated experiments to
investigate the properties of q. Based on the experi-
mental results in Figures 5a and 5b, we analyzed
the performance of the Causal Explorer on the ESL
dataset in the discovery stage. As the threshold q
increases, the Recall decreases significantly, while
Precision increases, and the F1-score remains rela-
tively stable. This indicates that higher thresholds
lead to fewer detected causal relationships but with
greater accuracy.

In the ESL’s Inter-sentence dataset, Recall drops
from 94.8% to 92.5% as q increases from 1 to 3,
while Precision rises from 62.3% to 63.4%. The
F1-score stays constant at around 75.2%. These
results suggest that a higher threshold improves
Precision by reducing false positives, though it also
results in missing some true causal relationships,
balancing the overall performance.

F Different causal expressions

In the discovery stage, the Causal Explorer we
proposed has the ability to explore potential and
implicit causal relationships. We know that for
the same concept, there are different expressions

in the language. Similarly, for causal relation-
ships, compared with the previously mentioned
N = {causal relationship, causation, causality},
we propose more causal expression types, as shown
in the Table 17. The causal Explorer agent ex-
plores all these causal expressions separately to
obtain more implicit causal event pairs. It is
worth noting that the purpose of our stage is to
explore more implicit relationships, so we restrict
the model’s answers here and add the instruction:
Please you JUST answer me like {Answer:Yes} or
{Answer:No}, in the format of JSON {Answer: }.
Through this setting, the model only outputs the
JSON format of {Answer:Yes} or {Answer:No},
which is convenient for direct judgment at this
stage.

The experimental results presented in Figure
6 and Figure 7 illustrate the effectiveness of our
Causal Explorer in identifying implicit causal re-
lationships across various causal expressions. On
Causal-TB dataset, our results show that the Causal
Explorer accurately distinguishes between different
types of causal relationships, with Recall ranging
from 81.4% for "cause" to 95.9% for "change."
This variance underscores the importance of using
multiple templates to capture the nuances of differ-
ent causal expressions.The high Recall across vari-
ous expressions suggests that the Causal Explorer
is robust and versatile, capable of adapting to dif-
ferent linguistic representations of causality. These
findings support the utility of employing diverse
causal expressions to uncover implicit relationships
that may not be immediately apparent.

In summary, the experimental results confirm
the efficacy of our approach in exploring and iden-
tifying implicit causal relationships using multiple
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(b) ND2 = {nj , nk, ni}

1 2 3
80

92

94

96

98

100

Number of causal expressions

R
ec

al
lR

(%
)

Intra-sentence Inter-sentence
Causal-TB Sem-Eval

(c) ND3 = {nk, ni, nj}

Figure 4: Where, ni = causal relationship, nj = causation, and nk = causality define different types of causal
expressions. (c) Within the causal expressions set ND3 = {nk, ni, nj}:When the number of causal expressions is 1,
it corresponds to the recall R for nk.When the number of causal expressions is 2, it corresponds to the combined
recall R for both nk and ni.When the number of causal expressions is 3, it corresponds to the recall R for all
elements in the set, which are nk, ni, and nj .
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Figure 5: Here N = {causal relationship, causation, causality}, we examine the Precision (P), Recall (R), and
F1-score metrics at different thresholds q. A threshold q ≥ 2 indicates that within N , there are at least two causal
expressions assessed as positive.
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Model Method Intra Causal-TB MAVEN-ERE
P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%)

T5 FLAN-T5-Large(Chung et al., 2024) 19.4 91.1 32.0 4.2 82.6 7.9 18.1 93.5 30.3
- w/ RLHF 17.6 97.9 29.8 3.9 99.0 7.5 17.1 99.4 29.2

Vanilla(Gao et al., 2023) 27.6 80.2 41.0 6.9 82.6 12.8 19.9 85.8 32.3
ChatGPT open-ended A.3(Gao et al., 2023) 14.1 10.4 12.0 - - - - - -

open-ended B(Gao et al., 2023) 6.3 54.0 11.3 - - - - - -

text-davinci-003 CoT(Gao et al., 2023) 16.6 32.8 33.1 - - - - - -

PaLM2 Vanilla 27.2 82.2 40.8 6.5 74.5 11.9 21.3 85.9 34.1
Dr.ECI 29.0 75.4 41.9 71.7 71.8 13.0 22.0 80.0 34.5

Table 16: Results on ESL’s Intra-sentence, Causal-TB, and MAVEN-ERE datasets. Experiments on models
ChatGPT, text-davinci-003, and PaLM2 are all zero-shot settings. The best result is shown in bold.

Table 17: In the discovery stage, templates for Causal Explorer in different causal expressions.

Causal Expression Causality Question Template

causal relationship Is there a causal relationship between {source} and {target} ?
causation Is there causation between {source} and {target} ?
causality Is there causality between {source} and {target} ?
lead Can Does {source} lead to {target}?
contribute Does {source} contribute to {target}?
change Will changing {source} also change {target} ?
effect Is {target} the effect of {source} ?
trigger Does {source} trigger {target} ?
cause Does {source} cause {target} ?
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Figure 6: Results for R(%) across various causal expres-
sions using the PaLM2 model on the Causal-TB dataset.
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Figure 7: Results for R(%) across various causal ex-
pressions using the PaLM2 model on the ESL’s Intra-
sentence dataset.
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expression templates. The use of a standardized
output format further facilitated the analysis and
validation of these relationships, demonstrating the
model’s potential for broader applications in causal
relationship discovery.

G Prompts and some examples

The prompt in the Causal Priors section is in
Prompt G.1. Prompts and exemplars of different
datasets are shown in Prompt G.2, G.3, G.4, G.5,
and G.6, respectively.
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Task Input I

context C: It wasn’t until twenty years after the first astronauts were chosen that NASA finally included six women, and
they were all scientists, not pilots. Finally today, we learned that the space agency has finally taken a giant leap forward.
es: chosen,
et: taken

User Query according to CoT

Question:Is there a causal relationship between chosen and taken,Let’s think step by step?

Model Response

Step 1: The first astronauts were chosen twenty years before NASA finally included six women.Step 2: The space
agency has finally taken a giant leap forward.Step 3: The space agency took a giant leap forward after including six
women.Step 4: The space agency took a giant leap forward after the first astronauts were chosen.Step 5: The space
agency took a giant leap forward because the first astronauts were chosen.Therefore, the answer is causal.

Labels.

None.

Figure 8: Examples of response from PaLM2 model on the Causal-TimeBank dataset. Task Input and User Query
are inputs. This results from Chain-of-Thought(CoT) (Wei et al., 2022).

Task Input I

context C: It wasn’t until twenty years after the first astronauts were chosen that NASA finally included six women, and
they were all scientists, not pilots. Finally today, we learned that the space agency has finally taken a giant leap forward.
es: chosen,
et: taken

User Query according to Causal Explorer

Question:Is there causation between chosen and taken?
Your final answer should be "Answer":"Yes" or "Answer":"No", in the format of JSON "Answer":" ", at the end of your
reply.

Model Response

"Answer":"Yes"

Labels.

None.

Figure 9: Examples of response from PaLM2 model on the Causal-TimeBank dataset. Task Input and User Query
are inputs. The causal expression is causation.



9367

Task Input I

context C: It wasn’t until twenty years after the first astronauts were chosen that NASA finally included six women, and
they were all scientists, not pilots. Finally today, we learned that the space agency has finally taken a giant leap forward.
es: chosen,
et: taken

User Query according to Causal Explorer

Question:Is there a causal relationship between chosen and taken?
Your final answer should be "Answer":"Yes" or "Answer":"No", in the format of JSON "Answer":" ", at the end of your
reply.

Model Response

"Answer":"Yes"

Labels.

None.

Figure 10: Examples of response from PaLM2 model on the Causal-TimeBank dataset. Task Input and User Query
are inputs. The causal expression is Causal Relationship.

Task Input I

context C: It wasn’t until twenty years after the first astronauts were chosen that NASA finally included six women, and
they were all scientists, not pilots. Finally today, we learned that the space agency has finally taken a giant leap forward.
es: chosen,
et: taken

User Query according to Causal Explorer

Question:Is there causality between chosen and taken?
Your final answer should be "Answer":"Yes" or "Answer":"No", in the format of JSON "Answer":" ", at the end of your
reply.

Model Response

"Answer":"Yes"

Labels.

None.

Figure 11: Examples of response from PaLM2 model on the Causal-TimeBank dataset. Task Input and User Query
are inputs. The causal expression is causality.
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Task Input I

context C: It wasn’t until twenty years after the first astronauts were chosen that NASA finally included six women, and
they were all scientists, not pilots. Finally today, we learned that the space agency has finally taken a giant leap forward.
es: chosen,
et: taken

User Query according to Mediator Detector

When answering the question, first obtain the entity or event (Est) that is associated with two events (es and et), and
then use the provided rules wherever possible. Try not to invent rules by yourself unless necessary. Find entities or
events: 1. Entities or events related to "chosen" in the text: answer me at word level, such as "stay", "begged", "locked
up", "John", "person". 2. Entities or events related to "taken" in the text: answer me at word level, such as "stay",
"begged", "locked up", "John", "person". 3. Est(Entities or events associated with both events "chosen" and "taken"):
answer me at word level, such as "stay", "begged", "locked up", "John", "person".

Model Response

Find entities or events: Entities or events related to "chosen" in the text: "twenty years", "first astronauts" Entities or
events related to "taken" in the text: "today", "space agency" Est(Entities or events associated with both "chosen" and
"taken"): No.

Labels.

None.

Figure 12: Examples of response from PaLM2 model on the Causal-TimeBank dataset. Task Input and User Query
are inputs. This results from Mediator Detector.

context C: Ralston Purina Co. reported a 47% decline in fourth-quarter earnings, reflecting restructuring costs as well as a more difficult pet food market.
es:decline
et:market
Label: Cause-Effect.
Causal Explorer:.
1. Q1: Is there a causal relationship between market and decline? Answer: Yes
2. Q2: Is there a causality between market and decline? Answer: No
3. Q3: Is there a causation between market and decline? Answer: Yes

Mediator Detector: Answer: Est: pet food market.
1. Related entity or event sets Es and Et:

subquestion1: Entities or events related to "market"? Answer: pet food market, pet food market.
subquestion2: Entities or events related to "decline"? Answer: 47% decline in fourth-quarter earnings, pet food market.

2.Commonly related entities or event setsEst:
question: Entities or events associated with both events "market" and "decline"? Answer:pet food market.

Indirect Reasoner: Answer: Yes.
1.Input indirect causal pattern:

Fork: There is an entity or event Est. First, it is related to es and et, and then Est acts on both es and et.
Collider: There is an entity or event Est. First, it is related to es and et, and then es and et both act on Est.
Chain: There is an entity or event Est. First, it satisfies that it is related to es and et respectively, then it satisfies that es acts on Est and Est acts on et.
The Coreference event of event es: If an event with the similar meaning as the es can be found, and this similar event has a causal relationship with the et.
The Coreference event of event et: If an event with the similar meaning as the et can be found, and this similar event has a causal relationship with the es.

2.Reasoning Answer: 1. Est is related to es (market) and et (decline). 2. es (market) acts on Est (pet food market). 3. et (decline) acts on Est (pet food
market). 4. es (market), Est (pet food market), and et (decline) form the Collider structure. Therefore, there is a causal relationship between market and
decline. {"Answer": "Yes"}.
Baseline:
1. Vanilla:

question: Is there a causal relationship between market and decline? Answer: Yes.
2. CoT:

question: Is there a causal relationship between market and decline? Let’s think step by step.
Answer:

1. Ralston Purina Co. reported a 47% decline in fourth-quarter earnings.
2. The decline in earnings could be... including ... pet food market.
3. The... pet food market could have contributed to the decline in earnings.
4. However, it is important to note that the statement does not explicitly state a causal relationship between the market and the decline in earnings.
5. Without further information, it is difficult to determine if the decline in earnings was solely caused by the more difficult pet food market or if other factors
also played a role.
6. Therefore, it is not possible to definitively conclude a causal relationship between the market and the decline based on the given information.

Table 18: A case from Causal-TimeBank where there is an indirect causal relationship.
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Task Input I

context C: It wasn’t until twenty years after the first astronauts were chosen that NASA finally included six women, and
they were all scientists, not pilots. Finally today, we learned that the space agency has finally taken a giant leap forward.
es: chosen, et: taken
Find entities or events: Entities or events related to "chosen" in the text: "twenty years", "first astronauts" Entities or
events related to "taken" in the text: "today", "space agency"Est(Entities or events associated with both "chosen" and
"taken"): No.

User Query according to Reasoner

If Est exists, determine which of the following rules each Est can satisfy with events es and et. If Est does not exist,
directly analyze what rules are satisfied between es and et.

Pattern 1 (Explicit Words)
In the text, there are verbs or verb phrases that clearly express causality, and they relate es and et. The rela-
tionship between them can be expressed as: es cause/lead/due to (Explicit causation words) et. So there is a
causal relationship between es and et. Explicit causation words (In addition to es and et themselves, verbs or verb
phrases that can clearly express causal relationships): "cause," "result," "lead," "lead to," "due to," "because of," "by," etc.

Pattern 2 (Implicit Words)
There are implicit clue words in the text that imply a causal relationship, and they associate es and et. These implicit
clue words are expressed in natural language as being likely to cause event es and event et to have a causal relationship.
The relationship between them can be expressed as: es aggravate/force/provoke (Implicit causation words) et. So
there is a causal relationship between es and et. Implicit causation words (In addition to es and et themselves, verbs
or verb phrases that implicitly express causal relationships can be used): "spark," "aggravate," "stir," "precipitate,"
"ignite," "pave," "exacerbate," "force," "arouse," "worsen," "result from," "reduce," "provoke," "inflict," "fuel," "stem,"
"prompt," "alleviate," "trigger," "increase with," "contribute to," etc.

Pattern 3 (Coreference of source event es)
In the text, if an event with the same or similar meaning as the es can be found, and this similar event has a causal
relationship with the et event, then there is also a causal relationship between es and et.

Pattern 4 (Coreference of target event et)
In the text, if an event with the same or similar meaning as the et can be found, and this similar event has a causal
relationship with the es, then there is also a causal relationship between es and et.

Pattern 5 (Causal Order)
According to common sense knowledge, if event es occurs before event et and can be expressed as: es causes et, then
there is a causal relationship between es and et. If the expression "es causes et" does not follow common sense or is
incorrectly expressed, then there is no causal relationship between them.

Pattern 6 (Chain)
In "text," there is an entity or event (Est) that both events es and et are related to. First, it satisfies that it is related to
es and et respectively, then it satisfies that es acts on Est and Est acts on et, and finally they form a causal chain:
es → Est → et. Therefore, it can be concluded that there is a causal relationship between es and et.

Pattern 7 (Collider)
In "text," there is an entity or event (Est) that both events es and et are related to. First, it satisfies that it is related to
es and et respectively, and then it satisfies that es acts on Est and et acts on Est. Finally, es, Est, and et form the
Collider structure. Therefore, it can be concluded that there is a causal relationship between es and et.

Pattern 8 (Fork)
In "text," there is an entity or event (Est) that both events es and et are related to. First, it satisfies that it is related to es
and et respectively, and then it satisfies that Est acts on es and Est acts on et. Finally, es, Est, and et form the Fork
structure. Therefore, it can be concluded that there is a causal relationship between es and et.

Model Response

Analyzing the rules: The text does not mention any causal relationship between "chosen" and "taken". {"Answer":"No"}

Figure 13: Examples of response from PaLM2 model on the Causal-TimeBank dataset. Task Input and User Query
are inputs. This results from Reasoner. Label: None.
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Prompt G.1: Causal Priors

Pattern 1 (Explicit Words)
In the text, there are verbs or verb phrases that clearly express causality, and they relate es and et. The relationship between
them can be expressed as: es cause/lead/due to (Explicit causation words) et. So there is a causal relationship between es
and et. Explicit causation words (In addition to es and et themselves, verbs or verb phrases that can clearly express causal
relationships): "cause," "result," "lead," "create," "cause by," "lead to," "result in," "due to," "because of," "by," etc.

Pattern 2 (Implicit Words)
There are implicit clue words in the text that imply a causal relationship, and they associate es and et. These implicit clue
words are expressed in natural language as being likely to cause event es and event et to have a causal relationship. The
relationship between them can be expressed as: es aggravate/force/provoke (Implicit causation words) et. So there is a causal
relationship between es and et. Implicit causation words (In addition to es and et themselves, verbs or verb phrases that
implicitly express causal relationships can be used): "spark," "aggravate," "stir," "precipitate," "ignite," "pave," "exacerbate,"
"force," "arouse," "worsen," "result from," "reduce," "provoke," "inflict," "fuel," "stem," "prompt," "alleviate," "trigger,"
"increase with," "contribute to," etc.

Pattern 3 (Coreference of source event es)
In the text, if an event with the same or similar meaning as the es can be found, and this similar event has a causal relationship
with the et event, then there is also a causal relationship between es and et.

Pattern 4 (Coreference of target event et)
In the text, if an event with the same or similar meaning as the et can be found, and this similar event has a causal relationship
with the es, then there is also a causal relationship between es and et.

Pattern 5 (Causal Order)
According to common sense knowledge, if event es occurs before event et and can be expressed as: es causes et, then there
is a causal relationship between es and et. If the expression "es causes et" does not follow common sense or is incorrectly
expressed, then there is no causal relationship between them.

Pattern 6 (Chain)
In "text," there is an entity or event (Est) that both events es and et are related to. First, it satisfies that it is related to es and
et respectively, then it satisfies that es acts on Est and Est acts on et, and finally they form a causal chain: es → Est → et.
Therefore, it can be concluded that there is a causal relationship between es and et.

Pattern 7 (Collider)
In "text," there is an entity or event (Est) that both events es and et are related to. First, it satisfies that it is related to es and
et respectively, and then it satisfies that es acts on Est and et acts on Est. Finally, es, Est, and et form the Collider structure.
Therefore, it can be concluded that there is a causal relationship between es and et.

Pattern 8 (Fork)
In "text," there is an entity or event (Est) that both events es and et are related to. First, it satisfies that it is related to es and
et respectively, and then it satisfies that Est acts on es and Est acts on et. Finally, es, Est, and et form the Fork structure.
Therefore, it can be concluded that there is a causal relationship between es and et.
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Prompt G.2: example of Causal-TimeBank. Labels: NONE

Input: context C: It wasn’t until twenty years after the first astronauts were chosen that NASA finally included six women,
and they were all scientists, not pilots. Finally today, we learned that the space agency has finally taken a giant leap forward.
es: chosen, et: taken

Question:Is there a causal relationship between chosen and taken,Let’s think step by step?
CoT:Step 1: The first astronauts were chosen twenty years before NASA finally included six women.Step 2: The space
agency has finally taken a giant leap forward.Step 3: The space agency took a giant leap forward after including six
women.Step 4: The space agency took a giant leap forward after the first astronauts were chosen.Step 5: The space agency
took a giant leap forward because the first astronauts were chosen.Therefore, the answer is causal.

Question:Is there a causal relationship between chosen and taken?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Causal Relationship:{"Answer":"Yes"}

Question:Is there causation between chosen and taken?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Causation:{"Answer":"Yes"}

Question:Is there causality between chosen and taken?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Causality:{"Answer":"Yes"}

Question: Instruction: When answering the question, first obtain the entity or event (Est) that is associated with two events
(es and et), and then use the provided rules wherever possible. Try not to invent rules by yourself unless necessary. If Est

exists, determine which of the following rules each Est can satisfy with events es and et. If Est does not exist, directly
analyze what rules are satisfied between es and et. Find entities or events: 1. Entities or events related to "chosen" in the
text: answer me at word level, such as "stay", "begged", "locked up", "John", "person". 2. Entities or events related to "taken"
in the text: answer me at word level, such as "stay", "begged", "locked up", "John", "person". 3. Est(Entities or events
associated with both events "chosen" and "taken"): answer me at word level, such as "stay", "begged", "locked up", "John",
"person". Patterns:... Question: Is there a causal relationship between "chosen" and "taken"? Your final answer should be
{"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of your reply.
Dr.ECI: Find entities or events: Entities or events related to "chosen" in the text: "twenty years", "first astronauts". Entities
or events related to "taken" in the text: "today", "space agency". Est(Entities or events associated with both "chosen"
and "taken"): No. Analyzing the rules: The text does not mention any causal relationship between "chosen" and "taken".
{"Answer":"No"}
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Prompt G.3: example of Causal-TimeBank. Labels:Cause-Effect

Input: context C: His advisers said the results reflected not just from balancing the budget, but also initiatives like improved
access to education and training and the opening of foreign markets to trade.es: balancing, et: results

Question:Is there a causal relationship between balancing and results,Let’s think step by step?
CoT:Step 1: The text states that the results reflected not just from balancing the budget.Step 2: So we can conclude that there
is a causal relationship between balancing and results.

Question:Is there a causal relationship between balancing and results?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Causal Relationship:{"Answer":"Yes"}

Question:Is there causation between balancing and results?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Causation:{"Answer":"Yes"}

Question:Is there causality between balancing and results?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Causality:{"Answer":"Yes"}

Question: Instruction: When answering the question, first obtain the entity or event (Est) that is associated with two events
(es and et), and then use the provided rules wherever possible. Try not to invent rules by yourself unless necessary. If Est

exists, determine which of the following rules each Est can satisfy with events es and et. If Est does not exist, directly
analyze what rules are satisfied between es and et. Find entities or events: 1. Entities or events related to "balancing" in
the text: answer me at word level, such as "stay", "begged", "locked up", "John", "person". 2. Entities or events related to
"results" in the text: answer me at word level, such as "stay", "begged", "locked up", "John", "person". 3. Est(Entities or
events associated with both events "balancing" and "results"): answer me at word level, such as "stay", "begged", "locked up",
"John", "person". Patterns:... Question: Is there a causal relationship between balancing and results? Your final answer
should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of your reply.
Dr.ECI: {"Answer":"Yes"}
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Prompt G.4: example of Causal-TimeBank. Labels:Cause-Effect

Input: context C: However, it is important to note that installing or implementing Internet technologies for technology’s
sake would not ensure instant success.es: implementing, et: success

Question:Is there a causal relationship between implementing and success,Let’s think step by step?
CoT:Step 1: The text states that ïnstalling or implementing Internet technologies for technology ’s sake would not ensure
instant success.̈Step 2: This means that implementing Internet technologies does not guarantee success.Step 3: Therefore,
there is no causal relationship between implementing and success.

Question:Is there a causal relationship between implementing and success?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Causal Relationship:{"Answer":"Yes"}

Question:Is there causation between implementing and success?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Causation:{"Answer":"No"}

Question:Is there causality between implementing and success?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Causality:{"Answer":"Yes"}

Question: Instruction: When answering the question, first obtain the entity or event (Est) that is associated with two events
(es and et), and then use the provided rules wherever possible. Try not to invent rules by yourself unless necessary. If Est

exists, determine which of the following rules each Est can satisfy with events es and et. If Est does not exist, directly
analyze what rules are satisfied between es and et. Find entities or events: 1. Entities or events related to "implementing" in
the text: answer me at word level, such as "stay", "begged", "locked up", "John", "person". 2. Entities or events related to
"success" in the text: answer me at word level, such as "stay", "begged", "locked up", "John", "person". 3. Est (Entities
or events associated with both events "implementing" and "success"): answer me at word level, such as "stay", "begged",
"locked up", "John", "person". Patterns:... Question: Is there a causal relationship between implementing and success?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Dr.ECI: {"Answer":"Yes"}
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Prompt G.5: example of EventStoryLine. Labels:NONE

Input: context C:Further restoration has continued throughout the weekend in cooperation with customers and partners and
SEACOM will continue to actively work on securing additional capacity for all necessary services over the next day or two
. Ä repair vessel has been notified of the call - out and mobilization will occur immediately once permits are received ,
S̈EACOM said in an official statement . es: work, et: received

Question:Is there a causal relationship between work and received,Let’s think step by step?
CoT:Yes, there is a causal relationship between work and received.The text states that "SEACOM will continue to actively
work on securing additional capacity for all necessary services over the next day or two". This means that SEACOM is
working to get the necessary permits to repair the damage. Once the permits are received, the repair vessel will be mobilized
to begin the repairs.

Question:Is there a causal relationship between between work and received?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Causal Relationship:{"Answer":"Yes"}

Question:Is there causation between work and received?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Causation:{"Answer":"Yes"}

Question:Is there causality between work and received?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Causality:{"Answer":"Yes"}

Question: Instruction: When answering the question, first obtain the entity or event (Est) that is associated with two events
(es and et), and then use the provided rules wherever possible. Try not to invent rules by yourself unless necessary. If Est

exists, determine which of the following rules each Est can satisfy with events es and et. If Est does not exist, directly
analyze what rules are satisfied between es and et. Find entities or events: 1. Entities or events related to "work" in the text:
answer me at word level, such as "stay", "begged", "locked up", "John", "person". 2. Entities or events related to "received"
in the text: answer me at word level, such as "stay", "begged", "locked up", "John", "person". 3. Est (Entities or events
associated with both events "work" and "received"): answer me at word level, such as "stay", "begged", "locked up", "John",
"person". Patterns:... Question: Is there a causal relationship between work and received? Your final answer should be
{"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of your reply.
Dr.ECI: {"Answer":"No"}. Entities or events related to "work" in the text: work. Entities or events related to "received" in
the text: received. Est (Entities or events associated with both events "work" and "received"): There is no Est that satisfies
the Chain, Collider, Fork rules. There is no explicit causation words or implicit causation words between work and received.
There is no causal order between work and received. There is no coreference event of work or received. So the final answer
is: No.
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Prompt G.6: example of EventStoryLine. Labels:NONE

Input: context C:Police are continuing to investigate a fire at a Waitrose supermarket in Wellington . es: continuing, et: fire

Question:Is there a causal relationship between continuing and fire,Let’s think step by step?
CoT:The answer is causal.The text states that police are continuing to investigate a fire. This means that the fire is still
ongoing and that the police are still trying to figure out what happened. This is a causal relationship because the fire is
causing the police to continue to investigate.

Question:Is there a causal relationship between continuing and fire?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Causal Relationship:{"Answer":"Yes"}

Question:Is there causation between continuing and fire?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Causation:{"Answer":"Yes"}

Question:Is there causality between continuing and fire?
Your final answer should be {"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of
your reply.
Causality:{"Answer":"Yes"}

Question: Instruction: When answering the question, first obtain the entity or event (Est) that is associated with two events
(es and et), and then use the provided rules wherever possible. Try not to invent rules by yourself unless necessary. If Est

exists, determine which of the following rules each Est can satisfy with events es and et. If Est does not exist, directly
analyze what rules are satisfied between es and et. Find entities or events: 1. Entities or events related to "continuing" in
the text: answer me at word level, such as "stay", "begged", "locked up", "John", "person". 2. Entities or events related to
"fire" in the text: answer me at word level, such as "stay", "begged", "locked up", "John", "person". 3. Est (Entities or events
associated with both events "continuing" and "fire"): answer me at word level, such as "stay", "begged", "locked up", "John",
"person". Patterns:... Question: Is there a causal relationship between continuing and fire? Your final answer should be
{"Answer":"Yes"} or {"Answer":"No"}, in the format of JSON {"Answer":" "}, at the end of your reply.
Dr.ECI: {"Answer":"No"}. 1. Entities or events related to "continuing" in the text: continue. 2. Entities or events related
to "fire" in the text: fire. 3. Est (Entities or events associated with both events "continuing" and "fire"): There is no Est

that satisfies the following Patterns: - Pattern 6: Chain - Pattern 7: Collider - Pattern 8: Fork. According to common sense
knowledge, if event es occurs before event et and can be expressed as: es causes et, then there is a causal relationship
between es and et. If the expression "es causes et" does not follow common sense or is incorrectly expressed, then there is
no causal relationship between them. In the text, "continuing" and "fire" are not related to each other. So there is no causal
relationship between "continuing" and "fire".
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