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Abstract

Zero-shot Relation Extraction (ZSRE) aims
to predict novel relations from sentences with
given entity pairs, where the relations have not
been encountered during training. Prototype-
based methods, which achieve ZSRE by align-
ing the sentence representation and the relation
prototype representation, have shown great po-
tential. However, most existing works focus
solely on improving the quality of prototype
representations, neglecting sentence represen-
tations, and lacking interaction between differ-
ent types of relation side information. In this
paper, we propose a novel ZSRE framework
named CE-DA, which includes two modules:
Custom Embedding and Dynamic Aggregation.
We employ a two-stage approach to obtain cus-
tomized embeddings of sentences. In the first
stage, we train a sentence encoder through un-
supervised contrastive learning, and in the sec-
ond stage, we highlight the potential relations
between entities in sentences using carefully
designed entity emphasis prompts to further
enhance sentence representations. Addition-
ally, our dynamic aggregation method assigns
different weights to different types of relation
side information through a learnable network
to enhance the quality of relation prototype rep-
resentations. In contrast to traditional methods
that treat the importance of all side informa-
tion equally, our dynamic aggregation method
further strengthens the interaction between dif-
ferent types of relation side information. Our
method demonstrates competitive performance
across various metrics on two ZSRE datasets.1

1 Introduction

Relation Extraction (RE) is an important task of
natural language processing (NLP), which aims
to identify the relation between two target entities
within a given sentence (Pawar et al., 2017). Most
of the existing supervised RE methods (Wu and He,
1Code: https://github.com/ReveriePoem/CE-DA
†Equal contribution. ∗Corresponding author.
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Figure 1: Example of a prototype-based ZSRE method.
In the sentence, the head entity Sotherton and the tail
entity civil parish are identified as having the most simi-
lar relation in the representation space as instance of.

2019; Yamada et al., 2020; Sui et al., 2023) require
large amounts of human-labeled data. However,
it is costly and challenging to obtain large-scale
labeled data for new relations in real-world appli-
cations (Wang et al., 2019). Hence, to address this
issue, Levy et al. (2017) introduce the Zero-Shot
Relation Extraction (ZSRE), and it has recently
garnered increased attention (Chen and Li, 2021).

As shown in Figure 1, the prototype-based
method encodes the input sentence and the rela-
tion description separately, and aligns the sentence
representation and the relation prototype represen-
tation corresponding to the relation description
to predict unseen relations (Chen and Li, 2021),
which has already demonstrated outstanding perfor-
mance in ZSRE. Zhao et al. (2023) built upon this
by aligning entities with hypernyms in relation de-
scriptions, thereby achieving fine-grained semantic
matching. However, this approach relies on manual
annotation and still lacks interaction between sen-
tences and relation descriptions (Li et al., 2024b).
AlignRE (Li et al., 2024c) introduces relation side
information, including label names, descriptions,
and aliases, to enhance prototype representation by
assigning them fixed weights. However, this static
approach lacks interaction with the task objectives,
which may lead to limitations in the model’s gen-
eralization ability and accuracy. Recently, Large

https://github.com/ReveriePoem/CE-DA
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Language Models (LLMs) have also made signifi-
cant progress in ZSRE (Zhang et al., 2023; Li et al.,
2023). Nevertheless, the design of prompts in such
methods requires extensive manual work.

Most previous prototype-based methods primar-
ily focus on improving the quality of relation pro-
totypes and do not emphasize enhancing sentence
representations. They often directly use models
like BERT (Devlin et al., 2019) to encode sen-
tences. Considering that more accurate sentence
representations can further enhance the model’s
ZSRE capability, inspired by Gao et al. (2021),
which enhances sentence embeddings through con-
trastive learning, we introduce the idea of unsuper-
vised contrastive learning and propose a two-stage
training method to obtain better sentence represen-
tations. Additionally, traditional methods enhance
relation prototype representations by incorporating
relation side information, but when obtaining the
relation prototype, they treat the importance of all
side information equally. However, different side
information often contributes unevenly to the pro-
totype representation. Dynamically adjusting the
contribution of side information may therefore help
enhance the expressiveness of the prototype.

To address these issues, we propose a novel
zero-shot relation extraction framework named CE-
DA, which enhances model performance through
two methods: custom sentence embedding and
dynamic relation aggregation. Specifically, we
introduce a two-stage training process to obtain
Customized Embeddings of input sentences. For
the first stage, we introduce noise into an input sen-
tence by randomly sampling dropout masks based
on contrastive learning to adapt to unseen noise. In
the second stage, we introduce an entity emphasis
prompt in the sentence to further enhance the inter-
action between the head and tail entities and their
context. This staged optimization approach can
adapt to the characteristics of ZSRE, enhancing the
overall generalization capability of the model. In
Dynamic Aggregation, we apply a new dynamic
weighted aggregation method to integrate side in-
formation, aiming to learn the associations and
importance among different types of relation in-
formation to obtain better prototype embeddings.
Experimental results demonstrate that this method
achieves competitive performance compared to
state-of-the-art (SOTA) methods for ZSRE while
eliminating the need for extensive manual work.

Our contributions are summarized as follows:

• We propose an innovative two-stage train-
ing framework to generate customized em-
beddings for sentences, thereby enhancing
sentence representation. This framework im-
proves the model’s ability to handle noise
in input sentences through unsupervised con-
trastive learning. Additionally, we introduce
a simple entity emphasis prompting method,
which further highlights the role of entities
within sentences at the semantic level, to im-
prove the quality of sentence representation.

• We propose a dynamic weighting method to
aggregate relation side information to achieve
comprehensive prototype representation.

• Experiments demonstrate that our method
achieves new SOTA performance on the
FewRel dataset and surpasses most baseline
models on Wiki-ZSL, validating the effective-
ness of our approach.

2 Related Work

Contrastive Learning. Contrastive learning is a
dominant paradigm for representation learning, it
has been widely applied in fields such as computer
vision (Chen et al., 2020; He et al., 2020) and natu-
ral language processing (Giorgi et al., 2021; Reth-
meier and Augenstein, 2023). Gao et al. (2021)
proposed a simple contrastive learning framework
for sentence embeddings. Their analysis shows
that this method improves distribution uniformity
and avoids degenerate alignment through dropout
noise, enhancing expressiveness.

Zero-shot Relation Extraction. We follow Li
et al. (2024c) and categorize existing ZSRE meth-
ods into three types. Prototype-based Methods
minimize the distance between sentence embed-
dings and relation description embeddings, and
predict unseen relations via nearest neighbor search
(Chen and Li, 2021). Zhao et al. (2023) propose
a fine-grained semantic matching method that de-
composes the sentence-level similarity score into
entity and context-matching scores. EMMA (Li
et al., 2024b) is an efficient multi-grained match-
ing method that combines coarse-grained recall
with fine-grained classification. They generate vir-
tual entity representations of descriptions in se-
mantic matching instead of annotating descriptions
to avoid manual costs. The coarse-grained filter
selects candidate relations, while the fine-grained
classifier refines selection for improved prediction
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Figure 2: The overview of our CE-DA framework. It contains two modules: (1) The Custom Embedding Module
which consists of two stages: the dropout noise augmentation and the entity emphasis prompting; (2) The Dynamic
Aggregation Module, which is designed to effectively aggregate various side information of each relation.

accuracy. AlignRE (Li et al., 2024c) leverages
side information besides relation descriptions to
construct comprehensive relation prototypes, but
its static weighting method may overlook the as-
sociations between different types of information.
Classification-based Methods transform the rela-
tion extraction task into classification networks for
other pivot tasks to unify low-shot relation extrac-
tion (Obamuyide and Vlachos, 2018; Sainz et al.,
2021; Liu et al., 2022; Lv et al., 2023). Generation-
based Methods prompt language models to gener-
ate auxiliary data, such as structured texts (Chia
et al., 2022), to solve ZSRE. Recently, exploring
the LLMs-based ZSRE method has gained signifi-
cant attention (Wei et al., 2023; Zhou et al., 2024;
Zhang et al., 2023). SUMASK (Li et al., 2023)
recursively uses LLMs to convert RE inputs into
an effective QA format. Li et al. (2024a) fine-
tunes LLMs for zero and few-shot RE through a
meta-training framework and directly generates re-
lations using tabular prompting. Unlike previous
prototype-based methods, we propose a two-stage
training framework that applies unsupervised con-
trastive learning and entity emphasis prompting
to enhance sentence representation quality. Addi-
tionally, we further improve the quality of relation
prototype representations by applying dynamic ag-

gregation on side information.

3 Method

3.1 Problem Formulation
Given seen dataset Ds and unseen dataset Du. The
seen relation set Rs = {r1s , ..., rns } and unseen re-
lation set Ru = {r1u, ..., rnu} are predefined, where
n = |Rs| and m = |Ru| are the size of seen and
unseen label sets respectively. These label sets are
disjoint, i.e., Rs ∩ Ru = ∅, and only the samples
from Ds are available during training.

In zero-shot relation extraction, our goal is to
learn from Ds and generalize to Du. During train-
ing, for N examples Ds = {(xi, eih, eit, r

j
s)|i =

1, ..., N}, where xi is input sentence, eih is the
head entity, eit is the tail entity, and rjs ∈ Rs

is corresponding relation. We train a model M
to predict relations: M(Di

s) → rjs ∈ Rs. Dur-
ing testing, given an input sentence x and entity
pair eh, et ∈ Du, using the model M to predict
an unseen relation ru ∈ Ru between eh and et:
M(Di

u) → rju ∈ Ru.

3.2 Overview
An overview of our proposed CE-DA is shown in
Figure 2, which consists of two modules: (1) The
Custom Embedding Module includes a two-stage
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training framework to obtain sentence represen-
tation. In the first stage, we use sentences from
training dataset Ds as its training data, through
unsupervised training with Dropout Noise Augmen-
tation, a customized encoder ME for the ZSRE
task is obtained. In the second stage, we introduce
the Entity Emphasis Prompting, where the head and
tail entities in the input sentences are specifically
emphasized during the ZSRE task, enhancing the
interaction between the entities and the sentence
context. (2) The Dynamic Aggregation Module
also starts by using the customized encoder ME

to generate representations of relation side infor-
mation (including the label name, description, and
aliases of the relation). Then, we dynamically as-
sign different weights to each type of side informa-
tion, producing a comprehensive relation represen-
tation that integrates the side information. Finally,
we compute the similarity between the enhanced
sentence representation and the aggregated proto-
type representation and select the highest as the
relation prediction result.

3.3 Custom Embedding Module

The Custom Embedding Module consisting of two
stages aims to obtain high-quality representations
of the input sentences. We introduce dropout noise
augmentation in the first stage to train the encoder
model ME , and entity emphasis prompting in the
second stage to highlight the role of entities within
sentences at the semantic level to further improve
the quality of sentence representation.

Sentence Encoder. We utilize the BERT-base
(Devlin et al., 2019) as the pre-trained encoder to
generate the representation of each sentence. Given
a sentence xs = {wx

1 , ..., w
x
n} ∈ Ds and input

it into the pre-trained encoder. We use the last
hidden states of special token [CLS] as context
representation, which is formulated as follows:

hx0 , h
x
1 , . . . , h

x
n = BERT(wx

0 , w
x
1 , . . . , w

x
n), (1)

xvec = hx0 , (2)

where xvec ∈ Rd, d is the hidden dimension.
Dropout Noise Augmentation. Given a collec-

tion of sentences {xi}ni ∈ Ds, we generate positive
pairs by randomly sampling dropout masks in the
pre-trained language model, thereby introducing
noise into the input sentences through dropout. We
denote hzi = fθ(xi, z), where θ is the learnable
parameter, and z is a random mask for dropout.

During the training phase, the same sample is
input twice into the same encoder, each time with
a different dropout mask (denoted as z and z′),
resulting in two distinct representation embeddings
hzi
i and h

z′i
i as positive pairs. In-batch negatives

are used by randomly sampling another input from
the batch as negative pairs.

The training objective function of ME is:

Li = − log
esim(h

zi
i ,h

z′i
i )/τ∑N

j=1 e
sim(h

zi
i ,h

z′
j

j )/τ ,

(3)

where τ is a temperature hyperparameter, N is
the number of input sentences, i ∈ [1, N ], and
sim(h1,h2) =

h1h2
∥h1∥·∥h2∥ is the cosine similarity.

The optimization objective is that embeddings
for positive sentences should stay close, and em-
beddings for random sentences should distributed
as uniformly as possible. Note that the positive
pair takes the same sentence, and their embeddings
only differ in dropout masks. Therefore, by gen-
erating positive samples through this method of
changing the dropout mask, the model can better
handle various noises, thereby exhibiting stronger
generalization ability and obtaining more distin-
guishable representations of input sentences.

Entity Emphasis Prompting. To emphasize
the roles of head and tail entities in the sentence
and enhance their interaction with the context, we
introduce the entity emphasis prompting method,
which explicitly highlights the subject and object
in the sentence.

Specifically, we append the prompt “Subject:
[head entity], Object: [tail entity]” at
the end of the input sentence, which allows the
model to focus more on the entities during the
embedding process, resulting in embeddings that
better capture the potential relation between the
subject and object in the sentence.

3.4 Dynamic Aggregation Module

The Dynamic Aggregation Module is designed to
obtain relation prototype representation by effec-
tively integrating various side information of a re-
lation, including the label name, description, and
aliases. By calculating the importance score for
each type of information corresponding to a re-
lation, these feature embeddings are dynamically
weighted and aggregated.

First, we aggregate the feature embeddings of
the three types of information to form the relation
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feature matrix rvec:

rvec = {rveclb , rvecdes,
1

n

n∑
j=1

rvecaliasj
} (4)

where rveclb and rvecdes represent the feature embed-
dings for the label name and description respec-
tively, while rvecaliasj

denotes the embedding repre-
sentation of the j-th alias, n is the number of aliases
contained in the dataset.

To calculate the importance score αi for each em-
bedding, we design a two-layer feedforward neural
network to compute αi:

αi = W2 · GELU(W1ri + b1) + b2, (5)

where W1 and W2 are learnable parameters, b1 and
b2 are biases, ri ∈ rvec.

Additionally, we add a bias term Sum(·), which
represents the sum of all elements for ri. By adding
this to the importance score αi, the model can also
focus on the original semantics of each side infor-
mation embedding, rather than solely relying on
the results of a linear transformation. Then we
normalize the final importance scores α̃i using the
SoftMax function to obtain the final weights for
each embedding, α̃i are calculated as follows:

α̃i = αi + Sum(ri). (6)

Finally, we use the importance weights to per-
form a weighted sum of the three types of side in-
formation embeddings, generating the aggregated
relation prototype representation:

rvec
′
=

3∑
j=1

α̃iri. (7)

3.5 Train and Test
We utilize the model ME as the input sentence en-
coder to obtain the sentence representation xvec and
the aggregated relation representation rvec

′
. The

training objective is to minimize the distance be-
tween input sentence embedding xvecsi and the cor-
responding aggregated embedding rvec

′
si and maxi-

mize the distance from rvec
′

sj (j ̸= i).

L′
i = − log

esim(xvec
si

,rvec
′

si
)/τ∑N

j=1 e
sim(xvec

si
,rvec′sj

)/τ
, (8)

where τ is a temperature hyperparameter, N is the
number of samples and i ∈ [1, N ].

During the testing phase, we use the embedding
ME to embed the input sentence xu and the unseen
relation ru, obtaining the enhanced sentence repre-
sentation xvecu and the aggregated prototype repre-
sentation rvec

′
u . The prediction of unseen relations

is performed using the nearest neighbor search:

P (xui) = argmax sim(xvecui
, rvec

′
uj

). (9)

The function P returns the predicted relation of a
new input sentence xui .

4 Experiments Setup

4.1 Datasets
We conduct experiments on two widely used zero-
shot relation extraction datasets. FewRel (Han
et al., 2018), collected from Wikipedia and sub-
sequently hand-annotated by crowd workers, com-
prises 56,000 sentences across 80 distinct relation
types, with each type containing 700 sentences.
WikiZSL (Chen and Li, 2021) is derived from Wiki-
KB (Sorokin and Gurevych, 2017) through distant
supervision and contains rich textual information
along with category labels. The dataset consists of
93,383 sentences covering 113 relation types.

We split the whole dataset into training, valida-
tion, and testing data. We randomly select 5 rela-
tions for the validation set, m ∈ {5, 10, 15} novel
relations as the unseen relations for the testing set,
the remaining ones are considered as the seen rela-
tions for training. To ensure the reliability of the
experiment results, we chose five random seeds for
dataset partition that remain consistent with Zhao
et al. (2023) and report the average results across
different selections.

4.2 Baselines
We compare our model with three categories of
baseline methods. For prototype-based methods,
we select ZS-BERT (Chen and Li, 2021) and RE-
Matching (Zhao et al., 2023), AlignRE (Li et al.,
2024c), and the recent competitive method EMMA
(Li et al., 2024b). For classification-based meth-
ods, we choose PromptMatch (Sainz et al., 2021),
while for generation-based methods, we select
REPrompt (Chia et al., 2022) and LLMs-based
methods SUMASK (Li et al., 2023) and MICRE
(Li et al., 2024a).

4.3 Implementation Details
We utilize the BERT-base as the pre-trained en-
coder in the first stage of the Custom Embedding
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Unseen Labels Method Wiki-ZSL FewRel
Prec. Rec. F1 Prec. Rec. F1

m = 5

ZS-BERT (Chen and Li, 2021) 71.54 72.39 71.96 76.96 78.86 77.90
PromptMatch (Sainz et al., 2021) 77.39 75.90 76.63 91.14 90.86 91.00
REPrompt (Chia et al., 2022) 70.66 83.75 76.63 90.15 88.50 89.30
RE-Matching (Zhao et al., 2023) 78.19 78.41 78.30 92.82 92.34 92.58
SUMASK (Li et al., 2023) 75.64 70.96 73.23 78.27 72.55 75.30
MICRE (Li et al., 2024a) 76.46 78.53 77.48 89.34 91.88 90.59
AlignRE (Li et al., 2024c) 83.11 80.30 81.64 93.30 92.90 93.09
EMMA (Li et al., 2024b) 91.32 90.65 90.98 94.87 94.48 94.67
CE-DA 88.01 87.02 87.51 95.26 95.08 95.17

m = 10

ZS-BERT (Chen and Li, 2021) 60.51 60.98 60.74 56.92 57.59 57.25
PromptMatch (Sainz et al., 2021) 71.86 71.14 71.50 83.05 82.55 82.80
REPrompt (Chia et al., 2022) 68.51 74.76 71.50 80.33 79.62 79.96
RE-Matching (Zhao et al., 2023) 74.39 73.54 73.96 83.21 82.64 82.93
SUMASK (Li et al., 2023) 62.31 61.08 61.69 64.77 60.94 62.80
MICRE (Li et al., 2024a) 72.36 74.88 73.60 80.67 82.31 81.48
AlignRE (Li et al., 2024c) 75.00 73.26 74.10 86.41 85.14 85.75
EMMA (Li et al., 2024b) 86.00 84.55 85.27 87.97 86.48 87.22
CE-DA 82.54 81.82 82.16 88.61 87.60 88.10

m = 15

ZS-BERT (Chen and Li, 2021) 34.12 34.38 34.25 35.54 38.19 36.82
PromptMatch (Sainz et al., 2021) 62.13 61.76 61.95 72.83 72.10 72.46
REPrompt (Chia et al., 2022) 63.69 67.93 65.74 74.33 72.51 73.40
RE-Matching (Zhao et al., 2023) 67.31 67.33 65.74 73.80 73.52 73.66
SUMASK (Li et al., 2023) 43.55 40.27 41.85 44.76 41.13 42.87
MICRE (Li et al., 2024a) 67.14 68.87 67.99 73.74 75.83 74.77
AlignRE (Li et al., 2024c) 69.01 67.52 68.26 77.63 77.00 77.31
EMMA (Li et al., 2024b) 78.51 77.63 78.07 80.47 79.73 80.10
CE-DA 75.33 74.94 75.13 84.03 82.60 83.31

Table 1: Main results on two zero-shot relation extraction datasets. Bold marks the highest score, underline marks
the second-best score. All baseline results are sourced from the original papers.

Module, with a dropout rate of 0.2 and a batch size
of 64. In the second stage, we employ the cus-
tomized embedding model obtained from the first
stage as the encoder for the input sentences. We
set AdamW (Loshchilov, 2017) as the optimizer
with an initial learning rate of 2e-5 and a batch size
of 32. The model is trained for 5 epochs with a
warm-up of 100 steps. The temperature τ for the
loss Li in the first stage and L′

i in the second stage
is set to 0.02.

5 Results and Analysis

5.1 Main Results

We report the main results on FewRel and WikiZSL
datasets, where three evaluation metrics, Prec.,
Rec., and F1, denote Precision, Recall, and F1,
respectively. The results are presented in Table 1,
which shows that our method outperforms previ-
ous SOTA methods in terms of F1 on the FewRel
dataset and achieves comparable results to the re-

cent SOTA method on the Wiki-ZSL dataset when
targeting different numbers of unseen relations.

Moreover, the superiority of CE-DA becomes
more pronounced when m = 15. CE-DA achieves
an F1 improvement of 3.21 on the FewRel when
m = 15 compared to EMMA. Such results indicate
that the improvement of CE-DA grows as m in-
creases. Prediction becomes more challenging as
the number of unseen relations increases, leading
to the overlap and interaction between various re-
lations. This suggests that our method effectively
captures the semantic information of both the sen-
tence and the unseen relations, demonstrating that
our model can generate higher-quality sentence and
relation prototype representations.

Additionally, our method performs well without
relying on external resources. Compared to meth-
ods that depend on manually crafted relation de-
scriptions (Zhao et al., 2023) or prompt templates
(Zhang et al., 2023), CE-DA significantly reduces
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Dataset Method Prec. Rec. F1

FewRel

w/o DNA 82.93 82.27 82.60
w/o EEP 82.87 81.23 82.04
w/o DA 82.07 80.14 81.09
Ours 84.03 82.60 83.31

Table 2: Ablation study on FewRel (m = 15). DNA and
EEP denote the Dropout Noise Augmentation in the first
stage and the Entity Emphasis Prompting in the second
stage of the Custom Embedding Module, respectively,
while DA denotes the Dynamic Aggregation Module.

labor costs while maintaining high performance.

5.2 Ablation Study
We report the impact of different components on
CE-DA with the setting of m = 15 on the FewRel
dataset, and the results are shown in Table 2.

We use BERT-base to encode the input sentences,
and when the Dropout Noise Augmentation (DNA)
is removed, it leads to a decline in model perfor-
mance. Our analysis suggests that this is primar-
ily due to DNA enhancing sentence representation
by applying random dropout masks, allowing the
model to learn diverse information from different
contexts of the same sentence. This enables the
model to better handle noise and variations across
different contexts.

The Entity Emphasis Prompting (EEP) helps the
model clearly distinguish the subject (head entity)
and object (tail entity) by explicitly marking them
in the sentence. Experimental results show that, af-
ter removing it, the model loses the emphasis on the
interaction information between entities, making
the generated embeddings less effective at captur-
ing the interaction between entities, which subse-
quently impacts the model’s prediction accuracy.

The core of the Dynamic Aggregation (DA) mod-
ule lies in dynamically weighted different types of
information such as relation labels, descriptions,
and aliases. This module generates more expres-
sive relation representations by learning the connec-
tions between different types of side information.
When this module is removed (w/o DA), the model
cannot fully utilize various relation information,
leading to a decline in the quality of relation rep-
resentations, which in turn affects the accuracy of
relation prediction.

5.3 Analysis of Training Methods
As outlined in Section 3.3, the two-stage training
process in our CE-DA framework involves training

Training method Prec. Rec. F1

joint training 83.58 82.32 82.94
two-stage training 84.03 82.60 83.31

Table 3: Comparison of joint training and two-Stage
training methods on FewRel (m = 15).

the customized embedding model through Dropout
Noise Augmentation in the first stage. In the sec-
ond stage, this model is employed as a pre-trained
encoder to train for the ZSRE task with Entity Em-
phasis Prompt.

Instead of using our two-stage training method,
when adopting the joint training process, that is, we
simultaneously train the Dropout Noise Augmen-
tation stage and the ZSRE task by introducing an
Entity Emphasis Prompt into the sentence within a
unified framework, with the loss from the first stage
being backpropagated to the ZSRE task training
stage.

As shown in Table 3, it can be observed that
the two-stage training performs better than joint
training. Our two-stage framework focuses on op-
timizing specific objectives. In the first stage, the
goal of Dropout Noise Augmentation is to improve
the quality of sentence representations while en-
abling the model to handle the sentence with noise
more effectively. In the second stage, we introduce
the Entity Emphasis Prompting method to enhance
the interaction between entities and their context
in the sentence. This two-stage training framework
avoids potential conflicts from training multiple
tasks simultaneously and improves the robustness.

5.4 The Impact of Entity Emphasis Prompt

To analyze the influence of various prompts on
the model’s performance, we conduct experiments
using different prompts. As shown in the Table 4,
directly specifying "Subject" and "Object" in the
sentence structure, as in P3, proved more effective
than using parentheses, as in P1. P2 incorporates
the entities into the sentence and highlights their
relation, but the results were unsatisfactory. This
may be due to the added verbosity, which interfered
with the model’s ability to identify the relation.

The P3 template demonstrates strong perfor-
mance across various metrics. This suggests that
appending the subject and object as independent
prompts at the end of a sentence enhances the
model’s ability to understand entity relations within
the sentence. Meanwhile, this appending method
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Entity Emphasis Prompt Prec. Rec. F1

P1 ... eh (Subject) ... et (Object) ... 82.10 81.52 81.80
P2 ... eh ... et ... eh and et have a "relation" in this sentence 81.71 81.54 81.63
P3 ... eh ... et ... Subject: eh, Object: et 84.03 82.60 83.31

Table 4: Comparison of different prompt templates on the FewRel dataset (m = 15).
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Figure 3: Effects on varying the aggregation strategies
with m = 15 on the FewRel dataset.

does not disrupt the original syntax and structure of
the sentence, whereas the parentheses in P1 might
break the original sentence’s grammatical structure.
This is particularly relevant for language models,
as sentence structure and grammar are important
features. If the sentence’s natural fluency is af-
fected, the model’s performance may also decline
accordingly. This suggests that prompts should be
designed without disrupting the syntactic structure.

5.5 Aggregation Strategy Analysis
As shown in Figure 3, we analyze the impact of
various relation side information aggregation meth-
ods on representation quality. Des Strategy and
Label Strategy represent only matching the de-
scription and the relation label, respectively. Mean
Strategy represents the aggregation of embeddings
from different side information via mean pooling,
Align Strategy represents the semantic alignment-
based aggregation approach, which calculates the
weight of each side information based on similarity
(Li et al., 2024c), while our Dynamic Aggrega-
tion (DA) method dynamically assigns importance
weights to different side information based on the
training objective, further enhancing the interaction
between the sentence and relation side information.

The results indicate that the aggregation methods
perform better than individual strategies, and our
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Figure 4: Analysis of dropout rates in the first stage of
Custom Embedding Module (m = 15).

DA Strategy demonstrates a pronounced advantage
compared to the Align Strategy.

5.6 Performance on Different Dropout Rates
The dropout rate in Dropout Noise Augmentation
of the Custom Embedding Module is an important
hyper-parameter in our framework. We conduct
experiments on the FewRel dataset to study the
impact of the dropout rate on the final performance
of the model. Figure 4 illustrates the results of our
experiments across different dropout rates on the
FewRel dataset under m=15.

When the dropout rate is set to 0.2, the model
achieves the best performance. As the dropout
rate increases, the model’s performance tends to
decline, which may be due to excessive dropout
causing information loss, and the enhanced sam-
ples differ significantly from the original samples.
Conversely, when the dropout rate is set to 0.1, the
noise added is too small, making the differences
between samples less distinct, and the model may
struggle to effectively distinguish particularly simi-
lar samples, thus affecting its performance.

6 Conclusion

In this paper, we present a novel ZSRE framework
CE-DA, which primarily consists of two modules:
Custom Embedding and Dynamic Aggregation. To
enhance sentence representations, we propose a
new two-stage training framework to generate cus-
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tomized embeddings for sentences. We train a cus-
tom embedding model by Dropout Noise Augmen-
tation in the first stage and introduce the Entity Em-
phasis Prompting method in the second stage. We
also propose Dynamic Aggregation, a module that
assigns different weights to different types of side
information to enhance prototype representation.
Extended experiments demonstrate the effective-
ness of our method on ZSRE.

Limitations

Although our framework has achieved excellent
performance in the ZSRE task by simultaneously
improving the quality of sentence representation
and prototype representation, there are still some
limitations and areas for improvement.

Firstly, our method only outperforms the recent
SOTA approach on FewRel, its performance on
WikiZSL still slightly lags behind the SOTA
approach, indicating that our method still requires
improvement when handling rare data categories
in large-scale datasets. Moreover, in terms
of training overhead, we need to first train a
custom embedding model, and this two-stage
training process incurs additional computational
cost than previous methods. Furthermore, the
aggregation method is limited by existing data
sources, and noise in the data may affect the
quality of relation prototypes. We believe that
optimizing the representation of relation pro-
totypes through richer data will yield more benefits.
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