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Abstract

Previous work on empathetic response genera-
tion mainly focused on utilizing the speaker’s
emotions to generate responses. However,
the performance of identifying fine-grained
emotions is relatively poor, which results in
cascading errors in generating empathetic re-
sponses. Moreover, due to the conflict between
the information in the dialogue history and
the recognized emotions, previous work often
generated general and uninformative responses.
To address the above issues, we propose a
novel framework NEC (Non-Emotion-Centric
empathetic dialogue generation) based on
contrastive learning and context-sensitive
entity and social commonsense, in which the
frequent replies and sentences with incorrect
emotions are punished through contrastive
learning, thereby improving the empathy,
diversity and information of the responses.
The experimental results demonstrate that
our NEC enhances the quality of empathetic
generation and generates more diverse re-
sponses in comparison with the state-of-the-art
baselines. The code will be available at https:
//github.com/huangfu170/NEC-empchat

1 Introduction

In social psychology theory, empathy is expressed
in two dimensions (Gerdes et al., 2010): (1) the
physiological experience of feeling what another
person is feeling (Batson et al., 1987); and (2) the
cognitive processing of these feelings (Hoffman,
2001). Empathic ability in human dialogue enables
individuals to comprehend each other’s experiences
and emotions, thereby fostering more intimate inter-
personal relationships (Keskin, 2014). Empathetic
response generation aims to generate empathetic
responses (e.g., comfort, sympathy, and understand-
ing) to the speaker by thoroughly comprehending
the speaker’s background and emotional state. It is
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module

Previous framework

surprised

Do you like that ?

response generation 
module

I’m sorry to hear that.

dialogue history: 

[USER] One of the saddest things to me is when people underestimate what they 
can do and/or are capable of.

ground-truth emotion: sad

Figure 1: Two common errors in Empathetic Dialogue
System: (1) Emotional Error: responses that deviate en-
tirely from the speaker’s situation due to errors in emo-
tion recognition. (2) Uninformative Response: namely,
the generation of responses that are overly generic.

a widely used technique in open-domain dialogue
systems, such as digital humans (Shen et al., 2021)
and interactive entertainment (Shao et al., 2023),
with the objective of enhancing the user-system
interaction experience.

Previous work (Lin et al., 2019; Xie and Pu,
2021; Pang et al., 2023) on empathetic response
generation for neural dialogue systems has pri-
marily focused on accurately identifying emotions
and subsequently utilizing the identified emotions
to guide the generation of empathetic responses.
Nevertheless, the challenge of fine-grained emo-
tion recognition (e.g., EMPATHETICDIALOGUES

encompassed 32 distinct emotional categories) re-
mains a significant barrier, with an accuracy rate
below 50% (Gao et al., 2021; Zhao et al., 2023;
Cai et al., 2023). Moreover, a dialogue may encom-
pass various emotions, which further challenges the
model of emotion identification, preventing it from
accurately recognizing the appropriate emotions.
This leads to cascading errors in the generation
of empathetic responses. Figure 1 illustrates how
the model incorrectly identifies a sad scenario as
“surprised”, resulting in cascading errors that af-
fect the model’s output. This leads to the model
to ask the speaker “Do you like that?”, which is

https://github.com/huangfu170/NEC-empchat
https://github.com/huangfu170/NEC-empchat
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inconsistent with the scenario described by the con-
versation history. Such errors are unacceptable in
empathic response generation and may have more
serious consequences for the speaker than those in
the emotion-unaware dialogue system.

Furthermore, a discrepancy may arise when the
incorrectly identified emotion does not align with
the dialogue history. In other words, the informa-
tion obtained from the dialogue history is contami-
nated with the emotion that is incorrectly identified.
This ultimately leads to the model being unable to
generate responses that are both informative and
appropriate. Figure 1 illustrates an example where
the model generates an uninformative generic sen-
tence “I’m sorry to hear that” at a high frequency
due to the conflict between the incorrectly identi-
fied emotion and the dialogue history. This will
lead to less consistency and empathy, affecting the
speaker’s desire to continue the conversation.

In light of these considerations, a crucial is-
sue emerges concerning the means of minimizing
the influence of emotion recognition errors on the
model, while concurrently reducing the prevalence
of uninformative or non-empathetic sentences gen-
erated by the model. To address the above issue, we
propose a novel framework NEC (Non-Emotion-
Centric empathetic response generation) which in-
corporates context-sensitive entity and social com-
monsense, as well as contrastive learning. Specif-
ically, we first utilize contrastive learning to re-
place the explicit emotion recognition, which can
constrain the language model’s inferences in cor-
rect emotions. Furthermore, we introduce context-
related entity and social commonsense knowledge
to enhance the model’s comprehension of dialogue
history and the emotion information embedded
within entities, which can also assist the model
in making accurate emotion judgments. The ex-
perimental results indicate that our NEC enhances
the quality of empathetic generation and gener-
ates more diverse responses in comparison with
the SOTA baselines.

2 Related Work

Dataset Empathetic response generation has re-
cently garnered significant attention, as it neces-
sitates not only generating contextually relevant
responses but also expressing empathy towards the
recipient of the reply. Rashkin et al. (2019) re-
leased an empathetic dialog dataset EMPATHET-
ICDIALOGUES in which the annotators were first

provided with an emotional word and then were
tasked with engaging in an empathic conversation
with another individual based on the given emotion.
Empathetic response generation The majority of
prior research has primarily focused on two prin-
cipal areas: firstly, the accurate identification of
emotions and secondly, the enhancement of the
interaction between emotions and responses. For
example, Lin et al. (2019) devised distinct decoders
for different emotions and subsequently aggregated
the output via a meta-listener. Li et al. (2020) un-
derscored the pivotal role of emotion recognition,
which employed emotion lexicons to identify emo-
tions and incorporated a feedback mechanism to
detect the consistency between the generated con-
tent and the context. Majumder et al. (2020) uti-
lized emotion embedding to discern emotions and
employed the mimic approach to incorporate emo-
tional information into the decoder. However, all
of them designed their models based on the rec-
ognized emotions. Due to the poor capacity of
emotion recognition, the above models are instead
affected by cascading errors in emotion detection.

In recent years, the advancement of knowledge
graphs and commonsense models have prompted
researchers to recognize the potential of utilizing
commonsense knowledge to enhance the perfor-
mance of open-domain dialogue models (Tu et al.,
2022; Lee et al., 2022). Two notable examples
are ConceptNet (Speer et al., 2017) and ATOMIC
(Hwang et al., 2021), which have been widely used
to enhance the capacity of natural language un-
derstanding (NLU) (Ghosal et al., 2020) and natu-
ral language generation (NLG) (Liu and Kilicoglu,
2023; Strathearn and Gkatzia, 2021). For example
in empathetic response generation, CEM (Sabour
et al., 2022) utilized commonsense knowledge to
enhance the model’s capacity, leveraging the un-
derlying social commonsense reasoning embedded
in the conversational history. DCKS (Cai et al.,
2023) dynamically selected commonsense knowl-
edge based on emotional states and context, estab-
lishing a dynamic connection between emotional
states and commonsense.

3 Methodology

Figure 2 illustrates the framework of our NEC, in
which we leverage a Transformer-based pretrained
model, i.e., BART, as the backbone. Given a con-
versation history, we employ various prompt tem-
plates to extract entities and social commonsense
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U: Last year one evening my family 
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Figure 2: The architecture of our framework NEC, where zx, zy are the hidden states of encoder and the ground
truth y, and zB, zD, zH, zy′ denote the representations of from-batch samples, the different emotion samples, the
high-frequency samples and the self-generated samples, respectively.

from COMET (Hwang et al., 2021). After a select-
ing process, they are then injected into the encoder
and decoder, respectively (Section 3.2 and 3.3).
Subsequently, we further train the model based on
the contrastive learning training strategy that we
designed, which can avoid the cascade errors asso-
ciated with emotion recognition (Section 3.4).

3.1 Task Formulation
Empathetic response generation involves a di-
alogue model processing historical information
and subsequently producing a language mod-
eling probability distribution. Formally, let
U = {u1, · · · , un−1} denote a dialogue his-
tory composed of n-1 utterances, and Y =
{y1, · · · , yM} denotes the empathetic response
of M tokens. Let KE = {ke1, · · · , kem} and
KS = {ks1, · · · , ksl} represent the entity and the
social knowledge set, respectively. The goal is to
generate appropriate and informative responses us-
ing the dialogue history U and the commonsense
knowledge KE and KS as follows. A complete
training example can be found at Appendix A.

argmaxP (Y |U,KE ,KS) (1)

3.2 Entity Commonsense Integration
Entities are words that frequently appear in conver-
sations and can also reflect the speaker’s emotions.
For example, calling someone “my baby” indicates
feelings of love, while “bastard” indicates feelings
of disgust in most cases. Moreover, the same entity
exhibits different properties in different contexts.

Consequently, inferring the meaning of an entity
from its context necessitates human-like common-
sense. In order to address this issue, we employ
the dialogue history to generate context-aware com-
monsense for entities within the dialogue. In par-
ticular, for each entity and relation, we utilize the
conversation history U = u1 ⊕ u2 ⊕ · · · ⊕ un−1 as
the head, and the input of COMET, i.e., IEi, is as
follows.

IEi = U ⊕ Pc ⊕ entj ⊕ [reli] (2)

where Pc represents the prompt connecting context
and entity, which is referred to the phrase “in this
case”. entj is the j-th entity and reli is one of
the following entity relations in COMET: 1) the
entity’s usage (ObjectUse), 2) the location of the
entity (AtLocation), 3) the composition of the en-
tity (MadeUpOf ), or 4) the inherent properties
of the entity (HasProperty), respectively. The
corresponding special relation tokens are appended
to the entity to prompt COMET to generate the
triplets (i.e., <kehead, kerel, ketail> where head,
rel and tail refer to entity, relation and common-
sense knowledge, respectively) for each relation
reli. All triplets extracted by COMET are denoted
as Kall.

Inspired by SAKDP (Wu et al., 2022), we con-
struct positive/negative sample pairs to select entity
commonsense that is conducive to response gener-
ation. Subsequently, we train a BERT model as a
scorer to discern the relevance of the current knowl-
edge triplet to the reply. The final selection is made



992

from the top m1 triplets in Kall with the highest
scores, denoted as KE .

Finally, the pre-trained BART encoder is used
to jointly encode the context and the selected en-
tity knowledge, resulting in context-entity hidden
states. The input to the encoder is as follows.

Ienc = U ⊕ [SEP ]⊕ Pr ⊕ L(KE) (3)

where Pr represents the prompt sentence “The fol-
lowing knowledge facts are highly relevant to the
left query:” to instruct the model on the relation
between dialogic history and subsequent common-
sense. L(KE) represents the linearization method.
Specifically, we linearized each obtained entity’s
common knowledge triplet <ent, rel, tail> in the
selected set KE into “ent, rel, tail”. The output
of the encoder is as follows.

zx = BART_Encoder(Ienc) (4)

3.3 Social Commonsense Injection
We obtain social commonsense knowledge follow-
ing Cai et al. (2023), and use the last utterance of
the dialogue history as input to acquire relevant
knowledge as follows.

Irel = un−1 ⊕ [SR] (5)

where SR represents five types of relations in so-
cial commonsense used in Cai et al. (2023) as
follows: 1) the impact of an event on the in-
volved person X (xEffect), 2) X’s reaction to
the event (xReact), 3) X’s intentions before the oc-
currence of the event (xIntent), 4) what X needs
for the event to happen (xNeed), and 5) what X
desires after the event has occurred (xWant). We
also use the special tokens ([xEffect], [xReact],
[xIntent], [xNeed], [xWant]) concatenated at
the end for replacement and then prompt COMET
as mentioned in the previous section to obtain un-
filtered social commonsense set {ks1, ..., ksi, ...}.

Given the existence of multiple candidate infer-
ences for each relation, we employ MPNet (Song
et al., 2020), which has been pre-trained on the
sentence similarity task2, to calculate the cosine
similarity between the hidden vectors of common-
sense and the context as follows, which allows us
to select the knowledge with the highest score per
relation.

hctx,hks,i = MPNet(U),MPNet(ksi) (6)
1We selected top 3 triplets during the test stage.
2https://huggingface.co/microsoft/mpnet-base

Score(ksi) =
hctx · hks,i

∥hctx∥ · ∥hks,i∥
(7)

where hctx ∈ R1×d, hks
T ∈ Rd×1 represent the

hidden vectors of the dialogue history and each
candidate social commonsense ksi, respectively.
Social commonsense, which can be defined as a
coarse-grained form of knowledge, is integrated
into a standard Transformer Decoder by the ad-
dition of a multi-head attention layer. This layer
facilitates the fusion of contextual information and
social commonsense, thereby enhancing the over-
all performance. The collection of social common-
sense KS is comprised of selected knowledge of
various relations with highest similarity. The de-
coder representation during training stage is de-
noted as follows.

zy = BART_Decoder(KS , zx, Y ) (8)

3.4 Contrastive Training

Although there has been an enhancement from the
incorporation of commonsense knowledge, it re-
mains insufficient as a control signal for generating
empathetic responses. Contrastive learning (Chen
et al., 2020; Wu et al., 2020; Giorgi et al., 2021)
is a widely used method in representation learn-
ing, which has been widely applied to various NLP
tasks, including dialogue response generation (Dai
et al., 2021; Tang et al., 2023).

In light of recent research indicating that lan-
guage models can be directed towards the gener-
ation of more informative sentences through the
construction of judicious positive and negative ex-
amples (Kalkstein et al., 2020; Li et al., 2022), we
employ contrastive training to enhance the model’s
performance in empathy and diversity for two pri-
mary purposes: (1) Using the sentences with high
frequency as negative examples can correct the
model’s tendency to generate generic and repetitive
sentences. (2) Utilizing the responses with emo-
tions as negative samples, which are different from
the current example, can guide the model to gener-
ate responses related to emotions. This approach
mitigates the cascading errors introduced by the
models centered around emotion recognition.

We employed a similar contrastive learning ap-
proach to that described in An et al. (2022) to pe-
nalize the output of the model. The constructed
negative examples are categorized into four parts
as follows, which denoted as D, y′, B, and H ,
respectively.

https://huggingface.co/microsoft/mpnet-base
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Different emotions (D) To enhance emotional
expression, the responses are sampled with emo-
tions that differ from the current target sentence.
This is used to replace the emotion recognition
module, thereby constraining the model to the ap-
propriate emotion output.

Self-generated (y′) As the model frequently gen-
erates more generalized sentences, the predictions
of beam search can serve as implicit penalties for
universally applicable sentences.

From-batch (B) Other samples in the same
mini-batch.

High-frequency (H) Explicit universal sentence
penalties are introduced by selecting the most fre-
quent sentences from the training set.

In all settings, the target response y+ is em-
ployed as positive example for contrastive learning.
During the training stage, the model is augmented
by incorporating negative examples y− to refine
the model. The training objective of contrastive
learning, Ltotal, is as follows.

Ltotal = LNLL + LCL (9)

LNLL = −
N∑
t=1

logP (yt|Ienc,KS , y<t) (10)

LCL =
∑

(y+,y−)∈P

max{0, D(zx, y
+, y−) + ξ}

(11)
D(zx, y

+, y−) = cos (zx, zy−)− cos (zx, zy+)
(12)

where yt ∈ Y , and P denotes the sample set of con-
trastive learning. zy− and zy+ represent the hidden
states of y− ∈ {D, y′, B,H} and y+, respectively.
We further set ξ = γ∗(rank(y−)−rank(y+)) fol-
lowing (An et al., 2022), which reflects the quality
difference in these pairs, where γ is a hyperparam-
eter controlling the strength of contrast. We set
0.01 to it for all experiment settings following (An
et al., 2022). cos means cosine similarity to the
representation.

During the inference process, we leverage the
acquired similarity method to augment the beam
search, and the ultimate decoding target is to find
the sequence y∗ from beam search results that max-
imizes the amalgamation of the acquired similarity
score Ssim and the generative probability Slm de-
rived from the language model as follows.

Ssim = cos(zx, zŷ) (13)

Slm =
n∏

t=0

P (ŷt|zx, ŷ<t) (14)

y∗ = argmax
ŷ

{αSsim + (1− α)Slm} (15)

where zŷ is the hidden vector of the search results ŷ,
and α is the balance hyperparameter of contrastive
learning and language model likelihood.

4 Experimentation

In this section, we first describe the dataset, and
automatic/human evaluation methods, then intro-
duce seven strong baselines. Finally, we report the
overall experimental results.

4.1 Dataset

We evaluate our NEC on the EMPATHETICDIA-
LOGUES dataset (Rashkin et al., 2019), which is
composed of 25K open-domain dialogues in em-
pathy expression. In a conversation, the speaker
conceptualizes a personal experience based on a
given emotion and engages in an empathic dia-
logue with the listener based on that experience,
and each conversation is labeled with only one
emotion word, which is not utilized in this paper.
Following previous work (Cai et al., 2023), we split
the train/valid/test set by 8:1:1 and use the same
preprocessing functions.

4.2 Implementation Details

The PyTorch framework and the base version of
BART are employed as the encoder and decoder3,
respectively. The AdamW optimizer with an ini-
tial learning rate of 0.00001 is utilized, with betas
parameters set to 0.9 and 0.999. The 2020 version
of COMET is employed for the generation of com-
monsense knowledge 4. We use NLTK5 package to
extract entities for entity commonsense integration.
In the preliminary training phase, the loss function
is chosen to plateau at a value indicative of the end
of the training process, with a batch size of 8. In
contrastive learning, the batch size is 8 during train-
ing and 16 during testing, with the parameter α set
to 0.7. An early stopping mechanism is employed
to prevent overfitting, and the optimal model results
on the test set are reported. The decoding strategy
employed is beam search, with a maximum decod-
ing step of 30 during inference. The training and
testing of the model are conducted on a NVIDIA
A100-PCIE (40GB).

3huggingface.co/facebook/bart-base
4github.com/allenai/comet-atomic-2020/
5https://www.nltk.org/

huggingface.co/facebook/bart-base
github.com/allenai/comet-atomic-2020/
https://www.nltk.org/
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4.3 Automatic Evaluation Metrics
We use Perplexity (PPL), BLEU-n (B-n) (Papineni
et al., 2002), Distinct-n (Dist-n) (Li et al., 2016) to
automatically evaluate the model. PPL represents
the confidence level of the model in the response.
A lower PPL indicates a higher probability that
the model will predict the response. BLEU-n is
used to measure the n-gram similarity between the
model-generated responses and the ground truth. A
higher BLEU-n value indicates a closer approxima-
tion. Following previous work, we also use BLEU
1-4 to illustrate model performance. Distinct-n
represents the proportion of unique n-grams gen-
erated by the model. It provides insight into the
word-diversity of the model, which is particularly
significant for open-domain dialogue systems. Fur-
thermore, we introduce a new metric, Sent-Std, to
measure sentence-level diversity instead of n-gram
level as follows.

Sent-Std =

√√√√ 1

N

N∑
i=1

(count(si)− µ)2 (16)

where µ represents the average frequency of sen-
tences generated across the test dataset. si and N
represent the certain sentence and the number of
different sentences that have appeared. A small
Sent-Std score indicates a more evenly distributed
sentence occurrence in the generated responses,
which will be used to measure the diversity of dif-
ferent models at the sentence level, that none of the
previous work has explored.

4.4 Human Evaluation Methods
Given that automated evaluation results can only
assess model’s consistency with the ground truth,
they are incapable of gauging the level of empa-
thy conveyed in the responses. Consequently, as
in the approach employed by CEM (Sabour et al.,
2022), we adopt a human evaluation to complement
the shortcomings of automatic metrics by consid-
ering the model’s performance across four dimen-
sions: (1) Coherence (Coh.): the relevance be-
tween response and context; (2) Empathy (Emp.):
the capacity to comprehend the speaker’s situation
and exhibit adequate empathy; (3) Informativeness
(Inf.): the extent of contextual information present
in response; and (4) Continuity (Con.): which re-
ply fosters a greater desire in the speaker to sustain
the conversation. After shuffling the one hundred
randomly selected responses’ order in each sam-
ple, we assign three annotators who are master’s

students specializing in NLP to label each pair on
a scale of 1 to 5 as in Li et al. (2020), where scores
of 1, 3 and 5 represent unacceptable, moderate and
excellent performance respectively, while 2 and 4
fall in between.

4.5 Baselines
To verify the effectiveness of our proposed NEC,
we selected the following strong models as base-
lines for comparison:

• Transformer(Vaswani et al., 2017), the
vanilla Transformer for response generation.

• Multi-TRS (Rashkin et al., 2019), a model
combining emotion classification for multi-
task training with Transformer.

• MoEL (Lin et al., 2019), a Transformer-based
model with a single encoder and multiple de-
coders, where each decoder is dedicated to a
specific emotion and the outputs of the dif-
ferent decoders are aggregated to generate a
response.

• MIME (Majumder et al., 2020), another
Transformer-based model that mimics the
emotion in both negative and positive way
to achieve an appropriate balance.

• EmpDG (Li et al., 2020), a multi-granularity
generation framework introducing interactive
discriminators to identify the semantic and
emotional accuracy of generated content.

• CEM (Sabour et al., 2022), an empathetic
response generation model involving affective
and cognitive commonsense knowledge.

• DCKS (Cai et al., 2023), a SOTA model using
BART-based generation with dynamic com-
monsense selection through emotions.

4.6 Experimental Results
Table 1 presents the results of the automatic evalu-
ation conducted on the EMPATHETICDIALOGUES

dataset. The avoidance of cascading errors on emo-
tion recognition has led to significant improve-
ments in all metrics, in comparison with seven
strong baselines that require prior emotion recogni-
tion. This result provides evidence of the effective-
ness of our NEC.

Specifically, the BLEU-n scores of our NEC
have increased by 20% in comparison with the
SOTA model DCKS, suggesting that our NEC
aligned better with real people’s responses than
previous best models. Additionally, our NEC sur-
passes the baselines in three metrics Distinct-n,
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Model PPL↓ B-1↑ B-2↑ B-3↑ B-4↑ Dist-1↑ Dist-2↑ Sent-Std↓

Transformer 37.62 18.07 8.34 4.57 2.86 0.36 1.35 47.35
Emotion methods

Multi-TRS 37.50 18.78 8.55 4.70 2.95 0.35 1.27 100.11
MoEL 36.60 18.07 8.30 4.37 2.65 0.59 2.64 40.15
MIME 37.24 18.60 8.39 4.54 2.65 0.47 1.66 216.08

EmpDG 37.43 19.96 9.11 4.74 2.80 0.46 1.99 26.94
Commonsense methods

CEM 36.33 16.12 7.29 4.06 2.03 0.62 2.39 61.26
DCKS 16.08 21.73 10.62 6.24 4.09 2.19 9.61 36.89

NEC(Ours) 12.89 23.62 12.14 7.27 4.78 3.15 13.91 18.61
Human — — — — — 19.49 43.55 0.71

Table 1: Performance comparison between our NEC and the baselines (cited from (Cai et al., 2023)) where ↑
indicates good performance for large numbers, while ↓ indicates good performance for small numbers.

Models Coh. Emp. Inf. Cont.

EmpDG 2.98 2.87 2.81 2.81
MIME 3.27 3.25 3.09 3.14
MoEL 3.55 3.66 3.42 3.53

Transformer 3.28 3.34 3.25 3.23
Multi-TRS 3.35 3.33 3.3 3.25

CEM 3.87 3.82 3.39 3.24
DCKS 3.95 3.90 4.05 4.16

NEC(Ours) 4.34 4.32 4.08 4.12
w/o Neg 4.21 4.11 4.01 4.09

Table 2: Results of human evaluation. Fleiss kappa
fo the results is 0.40, indicating a moderate level of
consistency among evaluators.

Model Proportion(%)

Transformer 32.38
Multi-TRS 46.61

MIME 54.58
EmpDG 29.94
MoEL 25.97
CEM 36.82

DCKS 34.41
NEC(Ours) 20.32

Table 3: Proportion of top five frequent sentences.

Sent-Std, and PPL, which indicates that our NEC
can generate more informative responses at the n-
gram and sentence levels. This verifies that the in-
corporation of the contrastive learning strategies en-
ables the model to avoid being erroneously guided
by the emotion recognition task and to better lever-
age context for empathetic response generation.

In addition, the results of the human evaluation
are presented in Table 2, demonstrating that our
NEC outperforms all baselines, with no decline in
performance observed after the removal of explicit
emotion recognition. After removing the negative

samples with different emotions (w/o Neg), our
NEC exhibited a significant decline in empathy per-
formance. This indicates that the negative samples
with emotions in the contrastive learning strategies
are effective in enhancing the empathic ability of
the model.

Furthermore, Table 3 shows the proportion of
the top five most frequent sentences among all dif-
ferent sentences generated by our and other models,
in which most of them are uninformative generic
sentences like “I’m sorry to hear that”. This result
demonstrates the diversity of responses of our NEC,
which can generate more informative responses.

Further analysis is conducted through the sam-
pling and examination of the generated sentences,
with the objective of assessing whether a significant
proportion of sentences have been rephrased from
the top five results manually. Following the consol-
idation of sentences with similar semantics, it was
observed that the proportion of occurrences for the
top five and Sent-Std increased to 26.02% (+5.7%)
and 27.15 (+8.54), respectively. Notwithstanding
this increase, our method continues to outperform
amlost all baselines with respect to both metrics. In
the future, we intend to integrate BERTScore in or-
der to more accurately calculate semantic similarity
and cluster similar sentences, which may further
enhance this metric.

4.7 Ablation Study

We conduct an ablation study to elucidate the roles
of different modules in our NEC and the results
are shown in Table 4. Two main components were
designed: (1) Different Commonsense Knowledge:
i) Entity commonsense was removed (w/o Entity)
and dialogue history is utilized as the input of the
encoder , and ii) Social commonsense was removed
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Model PPL↓ B-1↑ B-2↑ B-3↑ B-4↑ Dist-1↑ Dist-2↑ Sent-Std↓

NEC(Ours) 12.89 23.62 12.14 7.27 4.78 3.15 13.91 18.61
w/o Entity 12.71 22.56 11.57 6.96 4.61 2.41 10.11 19.31
w/o Social 12.63 23.54 12.15 7.08 4.57 2.11 8.02 19.22

w/o SelfGen 11.91 23.01 11.73 6.84 4.60 2.15 10.64 20.33
w/o HighFreq 11.81 23.42 12.01 7.22 4.69 3.02 12.06 21.12
w/o DiffEmo 12.97 22.91 11.66 6.81 4.62 2.74 11.51 19.66

Table 4: Results of ablation study.

(w/o Social) and the corresponding knowledge at-
tention module in the decoder was also removed.
(2) Different types of negative examples in con-
trastive learning: i) the self-generated negative ex-
amples (w/o SelfGen), ii) high-frequency statement
negative examples (w/o HighFreq), and iii) neg-
ative examples with different emotions (w/o Dif-
fEmo) were removed, respectively.
Commonsense knowledge The removal of com-
monsense knowledge results in a notable decline
in the model’s performance, particularly in terms
of Dist-n and Sent-Std. This is due to the fact that
entity knowledge enriches the model with a more
comprehensive contextual understanding, extend-
ing beyond the confines of the conversation history
itself. Furthermore, it effectively transfers knowl-
edge from a commonsense model to the genera-
tive model through integration. Moreover, social
commonsense guides the direction of the model’s
responses, ensuring that the model’s output aligns
with the human response to the context. Upon the
removal of this guidance, the model is unable to
process this kind of information, despite its com-
prehensive understanding of the context, aided by
other modules.
Negative samples Emotion negative samples are
designed as guidance emotion in the training stage,
which don’t exhibit a significant decrease in Sent-
Std. However, Table 2 reveals a substantial decline
in empathy of human evaluation. Removing self-
generated and high-frequency negative examples
results in a noticeable deterioration of the Sent-Std
metric. This indicates that the model is inclined to
generate more frequent generic sentences without
these components.

4.8 Case study

Table 5 presents two cases from EMPATHETICDIA-
LOGUES. In the first example, the speaker empha-
sizes the breakup with his girlfriend of eight years,
indicating a highly pessimistic emotion. However,
most models fail to exhibit sufficient empathetic

abilities and context relevance. Transformer, MoEL
and Multi-TRS perceive this as a matter deserving
of a positive response, and they reply in a cheerful
manner, lacking expressions of consolation or topic
transition. This not only fails to achieve empathetic
responses but may potentially lead to more serious
consequences. MIME employs relatively generic
sentences, with the phrase “I am sorry to hear that”
constituting 30.70% of all different sentences. Em-
pDG expresses regret about the speaker’s breakup,
but does not offer an effective statement that could
keep the conversation going. For dialogue mod-
els that incorporated commonsense, we found they
did not show emotions that were completely oppo-
site to the dialog history. Instead, they displayed
passive, uninformative responses. In contrast, our
model and DCKS expressed comfort to the speaker
in an active way.

In the second example, the speaker expresses
confusion about some people not responding or
confirming emails and seeks to vent to another per-
son. The majority of models provide responses
with less informativeness, offering generic phrases
like “What happened?” or contextually indifferent
phrases like “I do not blame you” by EmpDG and
CEM. DCKS uses “I’m sorry to hear that” in re-
sponse to the speaker’s expression of oddity, which
should correspond to the context of sadness. In
contrast, our NEC acknowledges the author’s con-
fusion in “I agree” and expresses its own perplexity
regarding people not responding to emails in “ I do
not know why people don’t respond to emails”.

4.9 Error Analysis

Uninformative sequences As evidenced by Table
3, NEC has significantly reduced the proportion
of high-frequency sentences in comparison with
previous work. However, when compared to hu-
man, there is still considerable room for improve-
ment. We observe that both our model and previ-
ous models often adopt a pattern of one empathy-
generic utterance followed by one informational
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Context I there, don’t know what to do, jst broke up with my girlfirend, we were 8 years together.

EmpDG Oh no ! that is a shame !
MIME I am sorry to hear that. what happened?
MoEL Oh wow, that must have been very exciting!
Multi-TRS That sounds like a lot of fun!
Transformer That sounds like a lot of fun !
CEM I am sorry to hear that.
DCKS I am sorry to hear that. i hope everything works out for you!
Ours Oh no! I’m so sorry to hear that. I hope you find someone better.
Human Sorry to hear! Do you have any idea about the break up? did you think about it?
Context I find it odd and annoying when people do not respond to or even acknowledge emails .

EmpDG I do not blame you.
MIME I am sorry to hear that. what happened?
MoEL Oh no. I hate that. i hope they do not have to deal with that.
Multi-TRS That is terrible. I hope you find them soon.
Transformer I know what you mean, it is not good.
CEM I do not blame you.
DCKS I am sorry to hear that. do you have a problem with that?
Ours I agree. I also do not know why people don’t respond to emails.
Human Well, sometimes people are busy and do not have the time to check emails.

Table 5: Case study of generated responses of EMPATHETICDIALOGUES.

and empathy-special sentence (first sample in Table
5). In contrast, human responses frequently demon-
strate empathy without directly using sentences as
“I’m sorry to hear that.” to express empathy. For
example, in the case of a speaker experiencing a
car accident due to the other party’s drunkenness,
the model’s output might be: “That is horrible!
I’m glad you are OK.” In contrast, a human re-
sponse could be “Did you suffer any injuries?”. It
expresses concern by directly asking whether the
speaker was hurt. This might suggest that a signif-
icant proportion of high-frequency sentences gen-
erated by models potentially due to their reliance
on a predefined pattern. This conversational pat-
tern, compared to human interaction, appears more
mechanistic, potentially inducing fatigue among
participants and diminishing their engagement and
continuity of the dialogue.

5 Conclusion

In this paper, we propose a novel empathetic di-
alogue generation framework NEC grounded in
contrastive learning and multiple knowledge. The
framework constructs various negative examples
to train the model, mitigating the risk of cascading
errors arising from poor emotion recognition. Si-
multaneously, it constrains the model’s output on
high-frequency statements, enabling it to produce
more informative responses. The experimental re-
sults demonstrate the effectiveness of our NEC. In
the future, we will consider how to improve the
efficiency of the training stage.

Limitations

In our work, we utilize various types of negative
samples during training. While this approach does
not affect the decoding speed, it results in relatively
longer training times in comparison with the origi-
nal training method. This is a common challenge
in many contrastive learning algorithms.
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A Training Example

Table 6 shows a training example of the entity
knowledge, the social knowledge and the con-
structed negative examples for contrastive learning.

Context Speaker:I remember going to the
fireworks with my best friend.
there was a lot of people, but it only
felt like us in the world.
Listener: Was this a friend you
were in love with, or just a best
friend?
Speaker:this was a best friend. i
miss her.

gold emotion sentimental
Entity Knowledge [ObjectUse]friend:have a good

time
[ObjectUse]fireworks:have a good
time.
[AtLocation]friends:the fireworks

Social Knowledge xReact:Sad;
xNeed:Have a best friend.
xIntent:Have a friend
xWant:Talk to her
xEffect:Is missed

Different Emotion I am sorry to hear that. Did it hap-
pen out of the blue?
That is great. I would have been
scared to death. Was it recent?

Self-generate I hope you can get better!
I’m sorry to hear that.

From batch I saw that game. They won on
penalty kicks!
Hello! I am in such a good mood
since I got my new home.

High frequency I am sorry to hear that.
What happend?

Human Response Sorry to hear! Do you have any
idea about the break up? did you
think about it?

Table 6: A training example.
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