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Abstract

The quality of rationales is essential in the rea-
soning capabilities of language models. Ratio-
nales not only enhance reasoning performance
in complex natural language tasks but also jus-
tify model decisions. However, obtaining im-
peccable rationales is often impossible. Our
study aims to investigate how ambiguous ra-
tionales play in model performances of natural
language reasoning. We first assess the ambigu-
ity of rationales through the lens of entropy and
uncertainty in model prior beliefs, exploring its
impact on task performance. We then propose
a simple way to guide models to choose be-
tween two different reasoning paths depending
on the ambiguity of the rationales. Our em-
pirical results demonstrate that this approach
leads to robust performance, particularly in ad-
versarial scenarios where rationale quality is
inconsistent.1

1 Introduction

Language models (LMs) have achieved significant
progress on sophisticated reasoning tasks requiring
commonsense knowledge or selecting the best an-
swer among tricky multiple choicese (Wei et al.,
2022; Liu et al., 2022). Recent advances have en-
abled LMs to generate explicit free-text rationales
and use them to guide task predictions with better
search space for candidate answers without inject-
ing additional knowledge (Zelikman et al., 2022;
Kojima et al., 2022).

However, it is impossible to consistently obtain
perfect rationales from models or even from hu-
mans. (Jung et al., 2022; Wang et al., 2023; Chen
et al., 2023). Despite the advantage of rationales
that can explain model decisions, the human utility
of those generated by large-scale LMs is far from
satisfactory. Joshi et al. (2023) has recently re-
ported that only 20% of them are useful for humans

1The work was mostly done at Classting AI Research. The
author is currently affiliated with the University of Oxford.
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Figure 1: The huge performance mismatch between
training and validation sets by epochs.
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Figure 2: Performance of human or machine ratio-
nales by training ratios. Though we add up the data
points, the performance of the reasoning model remains
consistent once it meets certain performance thresholds.

to gain additional information to answer questions.
Human annotation may enhance the quality of ra-
tionales but is often costly yet does not guarantee
perfect conditions, either.

Above all, learning the patterns of rationales
that are generated based on a tremendous num-
ber of different statements is almost improbable.
By nature, rationales carry varying normative con-
cepts, corresponding to various kinds of reasoning
to justify thinking or action in a certain way (Wedg-
wood, 2017). The diversity leads models to face
the aleatoric uncertainty (i.e., data uncertainty) that
identifies ambiguity or randomness inherent in the
observation, causing the difficulty of learning the
rationales, as shown in Figure 1. The Figure 2
shows that the performance does not significantly
improve with additional data due to the noisiness
in the dataset even with human rationales.
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What do people aim to do at work?

(1) People aim to complete their job
(2) People learn from each other at work
(3) People aim to kill animals at work
(4) People wear hats at work to protect themselves from the sun
(5) People aim to talk to each other at work

(1) complete job
(2) learn from each other
(3) kill animals
(4) wear hats
(5) talk to each other

Rationalizing
LM

complete job

Reasoning
LM

Figure 3: An example of reasoning task on generated
rationales. The rationalizing LM generates rationales
of the answer choices and the reasoning LM predicts
answers on the given question, answer choices, and the
generated rationales.

Our study aims to investigate how the ambigu-
ous rationales play in model performances of nat-
ural language reasoning. We explore how differ-
ently human-annotated and machine-generated ra-
tionales impact model reasoning performances. We
then introduce a method of simply dealing with un-
clear machine-generated rationales, proposing a
suitable two-system reasoning mechanism depend-
ing on the level of ambiguity. Because the quantity
of the data does not improve the quality of the data,
we target to work with the suboptimal quality of
the rationales for faithful enough reasoning rather
than improving the quality of the rationales itself.

2 Method

We study how the model should deal with ambigu-
ous rationales for reasoning tasks.

2.1 Natural Language Reasoning with
Rationales

Following Shwartz et al. (2020); Wiegreffe et al.
(2021); Wang et al. (2023), we explore multiple-
choice question-answering tasks in the form of
question q and a set of answer choices A = {ai}.
For such a task, the model predicts an answer
â = argmaxai∈A ρ(q, ai) and aims to match the
predicted answer with a correct answer choice
a∗ ∈ A. Note that ρ(q, ai) is a plausibility score
for each (q, ai) pair.

Given rationales, the reasoning model learns to
output plausibility score ρ(q, A, ai, ri) such that a
question q, the answer choices A, answer candidate
ai ∈ A, and rationale ri. The reasoning model com-
putes ρi by aggregating the probabilities P of to-

kens tji where ai’s tokens ti = [t1i , t
2
i , t

3
i , ..., t

|ai|
i ]:

ρi = Σ
|ai|
j=1 logP (tji |t

j−1
i , ..., t2i , t

1
i , q, A, ri). (1)

The aggregated probabilities P (ai|q, A,R)
normalize pi by using softmax function as
P (ai|q, A,R) = eρi/Σ

|A|
j=1e

ρ
j . The standard train-

ing objective is to maximize the likelihood of the
correct answer choice using cross-entropy loss,
computed as:

L = −Σai∈AQ(ai|q,A) logP (ai|q, A,R) (2)

where Q(ai|q, A) is 1 if ai = a∗ and 0 otherwise.
We mainly explore the reasoning module that

produces the ideal outcome given rationales with
various qualities.

2.2 Ambiguous Rationales
We calculate the entropy values of the rationales,
using model prior beliefs as informativeness on
multiple choices A, and define those with high
entropy values as ambiguous.

Entropy. In information theory (Shannon, 1948),
the entropy measures information or uncertainty
inherent to the possible outcome:

H = −
∑
x

p(x) log p(x) (3)

where pi is the probability of the event occurring
and log p shows the informativeness of the event.

In the rationale entropy estimation, we use the
prior beliefs as informativeness, logP (ai|xi, θ̃),
and the posterior beliefs as the probability of the
event occurring, P (ai|xi, θ̂MLE) as illustrated:

H(x) = −P (ai|xi, θ̂MLE) logP (ai|xi, θ̃) (4)

We aim to measure how the posterior beliefs are
uncertain about what prior beliefs have high infor-
mativeness.

Model Prior and Posterior Beliefs. LMs have
shown that their parameters might contain a sig-
nificant body of factual and commonsense knowl-
edge as they get trained on a massive volume of
text (Wei et al., 2022; Cohen et al., 2023). We call
the internal knowledge that the models have had
before being fine-tuned with the training set a prior
belief of the model θ̃. After the same model gets
trained with a training set, we call their knowledge
a posterior belief of the maximum likelihood model
θ̂MLE. The prior and posterior belief probabilities
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come from the model plausibility score as in Equa-
tion 1. We normalize the probability scores over
the answer choices for each question. We do not
particularly measure model prior and posterior be-
liefs in the context of Bayesian settings but rather
a deterministic approach with a single model.

Rationale Ambiguity. We use the expected value
of entropies with the entire data points as a thresh-
old to determine ambiguous and unambiguous ra-
tionales within the distribution of how data points
interact with model training.

R(x) =

{
runambiguous, if h(xi) < τ

rambiguous, if h(xi) ≥ τ
(5)

where τ is E [H(x)]. The randomness and ambi-
guity mainly come from their indecisive behaviors
between prior and posterior beliefs, comparing be-
fore and after the model learning.

2.3 AURA: Reasoning with Ambiugous
Rationales.

We utilize a two-stage reasoning system depending
on the ambiguity scores of rationales from Equa-
tion 5. We first use a pre-trained model to train a
reasoning module on the entire dataset (Reasoning
1). We use the pre-trained model θ̃ as prior beliefs
and the trained model θ̂MLE as posterior beliefs to
calculate rationale entropy. We then train the same
pre-trained model again on the selected ambigu-
ous rationales to learn unlearned or underlearned
data points that have high entropy scores (reason-
ing 2). It works as ensemble learning as illustrated
in Equation 6.

{P (y|x∗, θ(t)}T=2
t=1 → {P (y|W (t))}T=2

t=1 ,

W (t) ∼ P (W |xt, D)
(6)

where t = 1 and t = 2 indicate Reasoning 1 and 2
procedures, respectively.

3 Experiments

In this section, we observe the superiority of AURA
which deals with aleatoric uncertainty in rationales
for reasoning tasks.

3.1 Experimental Setup

We use five different datasets and seven types of
baseline approaches to explore AURA. We con-
ducted the experiments with 5 other random seeds
and reported the average scores for the results.

Datasets We experiment with four commonsense
question-answering datasets that require machine
rationales in addition to one benchmark that in-
cludes human rationales: (a) CSQA (Talmor et al.,
2019) a 5-choice dataset that requires knowledge
extracted from ConceptNet. (a-1) ECQA (Aggar-
wal et al., 2021) explains each choice to questions
from CSQA but with human rationales. (b) Strat-
egyQA (Geva et al., 2021) is a dataset that re-
quires an advanced level of reasoning strategies
to produce binary (yes/no) answers. (c) Open-
bookQA (Mihaylov et al., 2018) is a 4-choice
dataset to test model ability as a form of open
book testing. (d) QASC (Khot et al., 2020) is a
complicated 8-choice question set.

Baselines We consider four rationalize-then-
reason pipeline approaches similar to AURA as
baselines. We also compare our approach with
those with self-rationales or without any rationales.
(1) Without rationales: fine-tune T5-base model
without providing rationales. (2) Answer upon self-
rationales using a medium-sized LM: make GPT-
neox (20B) (Black et al., 2022) learn from a few
examples to generate machine rationales and the
following answers. (3) Answer upon self-rationales
using a large-scale LM: same mechanism as (2) but
use GPT3 (175B) Wei et al. (2022). (4) NILE (Ku-
mar and Talukdar, 2020): a method of language
inference on label-specific explanations. Follow-
ing the standard setup, we fine-tune NILE with a
T5 (3B) model, unlike other baselines that use a
T5-base model. (5) Train on prompted rationales
with a standard training method: use GPT-neox but
obtain answers not from the same model but from
a separate reasoning model, T5-base in our exper-
iment. (6) Dropout context is the same as (5) but
randomly drops out from the input question while
training the reasoning model (Wang et al., 2023).
(7) same as (5) but trained with counterfactual regu-
larization objective. We report the results presented
by Wang et al. (2023).

Implementation Details For machine-generated
rationales, we follow the same setup with Wang
et al. (2023) for a fair comparison, 7 manually-
annotated prompt examples to GPT-neox (20B) for
each dataset. We adopt the T5-base model for the
reasoning module.

3.2 Evaluation
We test AURA on In-Distribution (ID) and Out-of-
Distribution (OoD) settings and different training
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Dataset

Method CSQA StrategyQA OBQA QASC Average

w/o Rationales ... (1) 58.68 58.12 55.85 35.58 52.06

Self-Rationalization
GPT-neox, 20B ... (2) 38.41 55.31 33.80 32.61 45.89
GPT3, 175B (Chain-of-Thought) ...(3) 63.50 64.40 - - -

Pipeline Rationalization
NILE ...(4) 57.60 57.31 - - -
Standard Training ...(5) 59.48 57.11 56.65 37.50 52.69
Dropout Context ...(6) 59.64 51.45 57.55 35.37 51.00
PINTO Counterfactual Regularization†...(7) 61.67 60.87 58.85 37.82 54.80
AURA‡ 67.13 (+5.46) 76.35 (+15.48) 65.89 (+7.04) 40.82 (+3.00) 62.55 (+7.04)

Table 1: Comparison of task performances reported with accuracy. We bold the best results and report the
performance gain by AURA from the best results among existing pipeline rationalization methods with (+ sign). †:
a current state-of-the-art method in the pipeline rationalization, ‡: our proposed method.

Dataset (source → target)

CSQA ) CSQA ) OBQA ) QASC ) QASC )

Method OBQA QASC CSQA CSQA OBQA

w/o Rationales ... (1) 32.05 39.17 24.87 45.74 34.90

Pipeline Rationalization
NILE ... (4) 32.40 40.93 - - -
Standard Training.... (5) 31.05 40.04 25.37 47.71 34.50
Dropout Context ... (6) 32.30 38.85 23.01 44.27 32.90
PINTO Counterfactual Regularization†... (7) 34.90 42.25 27.66 48.03 35.75
AURA‡ 49.80 (+14.90) 43.20 (+0.95) 42.91 (+15.25) 52.48 (+4.45) 51.40 (+15.65)

Table 2: OoD Test. Performance on a target dataset after training on a source dataset, denoted as source → target.

ratios to investigate the superiority of AURA.

Comparison against Other Baseline Methods.
We first evaluate AURA in ID settings where we
use the target dataset for rationalizing and reason-
ing modules and test the performance on unseen
examples of the same dataset. We have observed
results as shown in Table 1. AURA achieves strong
task performance compared to other baseline meth-
ods on almost all four benchmark datasets. For
CSQA and StrategyQA, AURA outperforms the
self-rationalizing method with chain-of-thought
(GPT3, 175B) by 3.63% and 11.95% accuracy
points, respectively. AURA outperforms the state-
of-the-art approach with the counterfactual regular-
ization method on four out of four benchmarks and
achieved the new state-of-the-art by increasing the
accuracy score by 7.75 % points on average.

Out-of-distribution (OoD) Performance We
now evaluate AURA in OoD settings where we
train on source datasets and test on different target
datasets to investigate how AURA helps models
generalize well to reason on rationales rather than
memorize the concepts or answers. Table 2 shows
that AURA outperforms all existing methods on
the entire benchmark datasets by an average score

of 10.24% and at most 15.65% of accuracy. Fol-
lowing previous work, we adopt the intuition that
the models produce better OoD results than others
if they utilize rationales faithfully.

Training Ratios. We test AURA on different
training ratios to see its performance in low-
resource settings. We observe that AURA is strong
on limited resource settings on all four benchmarks
as shown in Figure 4. We observe AURA outper-
forms PINTO, the state-of-the-art rationalize-then-
reason method, in both ID and OoD settings. Due
to the nature of aleatoric uncertainty in rationales,
the performance gains by AURA are pretty consis-
tent over different training ratios.

3.3 Analysis

RQ1. Does the quality rationales contribute
more than the good reasoning mechanisms to
the overall performance? Robust reasoning
method matters more than obtaining quality ratio-
nales for predicting right answers. As shown in Fig-
ure 5, the performance gain by AURA (+7.65%) is
greater than that of better rationales, using human
rationales instead of machine rationales (+4.53%)
when tested on machine rationales. Similarly, when
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Figure 4: Performance changes depending on different training ratios. The performance of in-distribution
settings with (a) – (d) and of out-of-distribution settings with (e) – (f).
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Figure 5: Performance gains by AURA depending
on training and testing rationales. M: machine-
generated rationales, H: human-written rationales. The
legend shows types of training rationales with or without
AURA. Without AURA is standard training.
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Figure 6: Performance comparison between human
and machine rationales in OoD settings. For the com-
petitive comparison, we used PINTO, the state-of-the-
art method, to compare with AURA as the reasoning
method in this experiment.

tested on human rationales, AURA (+4.89%) works
slightly better than better rationales (+4.29%).

In OoD settings, the statement above is more
solid than in ID settings as shown in Figure 6.
Superior rationales in ID settings do not guaran-
tee satisfaction in OoD settings (34.91%→32.2%,
42.25%→34.82%). On the other hand, the perfor-
mance gains by better rationales (-2.71%, -7.42%)
underperform those by AURA (+14.89%, +0.95%).
It is worth noting that AURA always guarantees
slight performance gains without any performance
degradation. This shows that better reasoning is
capable of covering unsatisfactory rationalization.

RQ2. Do quality rationales provide a better
influence on training or inference? We have ob-
served in Figure 5 that the quality of rationales does
not improve the model learnability much compared
to what it does to model inference ability. Standard
training on human rationales has increased model
performance by 4.53% or 4.29% from machine
rationales. Both models trained on machine and
human rationales have improved their performance
accuracy by 22.44% and 22.2% each when tested
on human rationales instead of machine rationales.

If we have a limited amount of quality rationales,
we better use them while inferring the answers to
obtain the most decent performance level among
other methods using them. However, in realistic
scenarios, we cannot tell if the seemingly ideal ra-
tionales are still satisfactory to the question-answer
pairs that we want the answers to. As discussed
in RQ1, if the inferring data are OoD, the results
would be disappointing.

Hence our research statement is that it is very
important to study how we deal with ambiguous,
confusing rationales for natural language reasoning.
AURA indeed is strong on both OoD settings and
unsatisfactory rationales.

4 Conclusion

Generating impeccable rationales is often impos-
sible, and learning the patterns of rationales is al-
most improbable. We first explore how ambiguous
it is for language models to learn rationales for
reasoning tasks, both with human-annotated and
machine-generated rationales. We then introduce a
method of simply dealing with unclear rationales,
proposing a suitable two-system reasoning mech-
anism depending on the level of ambiguity. We
empirically argue that AURA produces robust per-
formance superiority against the adversarial quality
of rationales and low-resource settings.
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5 Limitations

Our approach has been tested mainly on medium-
sized LMs due to computational cost. We have also
focused on commonsense reasoning tasks rather
than those requiring domain-specific knowledge.
This is due to our approach of exploring the benefits
of model prior knowledge from pre-trained LMs.
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