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Abstract

In recent years, speech generation fields have
achieved significant advancements, primarily
due to improvements in large TTS (text-to-
speech) systems and scalable TTS datasets.
However, there is still a lack of large-scale
multilingual TTS datasets, which limits the
development of cross-language and multilin-
gual TTS systems. Hence, we refine Vox-
populi dataset and propose VoxpopuliTTS
dataset. This dataset comprises 30,000 hours
of high-quality speech data, across 3 lan-
guages with multiple speakers and styles, suit-
able for various speech tasks such as TTS
and ASR. To enhance the quality of speech
data from Voxpopuli, we improve the exist-
ing processing pipeline by: 1) filtering out
low-quality speech-text pairs based on ASR
confidence scores, and 2) concatenating short
transcripts by checking semantic information
completeness to generate the long transcript.
Experimental results demonstrate the effec-
tiveness of the VoxpopuliTTS dataset and
the proposed processing pipeline. Demos
will be available at https://github.com/
voxpopulitts/voxpopulitts.github.io.

1 Introduction

In recent years, speech generation models has made
significant progress supported by scale-up TTS
datasets. TTS models such as VALL-E (Wang et al.,
2023), VoiceBox (Le et al., 2024), and Natural-
Speech 3 (Ju et al., 2024) have achieved impressive
results in zero-shot speech generation. Popular
TTS datasets have become indispensable resources
for researchers.

However, TTS datasets based on audiobooks or
studio recordings often exhibit a formal reading
style and rarely capture natural elements such as
breaths, pauses, and emotion that are common in
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everyday conversation. LJ Speech provides high-
quality English speech samples, but its limited
size and uniform style present challenges. Sim-
ilarly, VCTK Corpus (Veaux et al., 2017), origi-
nating from studio recordings, lacks the diversity
found in real-life scenarios. LibriTTS (Zen et al.,
2019), derived from audiobooks, includes formal
reading style speech data, serving as an important
part for training and evaluating TTS models. Gi-
gaSpeech (Chen et al., 2021) is a ASR dataset, and
while primarily used for speech recognition, its
large volume of data also supports speech genera-
tion research. Although WenetSpeech4TTS (Ma
et al., 2024) offers valuable resources for Chinese
TTS research and the Emilia (He et al., 2024)
dataset expands multilingual data, most of its data
is concentrated in English and Chinese, with less
than 5,000 hours available for other minor lan-
guages, making it insufficient for training TTS
models in those languages.

To address these issues, we refine Voxpopuli
dataset (Wang et al., 2021) and propose Voxpop-
uliTTS dataset aimed at providing high-quality,
multilingual speech data to support more natural
multilingual speech generation model. Our dataset
undergoes a series of strict pre-processing steps to
ensure purity and diversity. Specifically, our ap-
proach entails the following steps: 1) confidence-
based filtering strategy is employed to exclude un-
reliable ASR transcription results, thereby avoiding
hallucination transcription issues caused by ASR
models. 2) Merging adjacent audio segments: by
examining the semantic information completeness
of the transcript, we can determine whether it is
necessary to concatenate the preceding and follow-
ing transcripts to create long transcript with com-
plete semantic information. These features allows
our dataset to maintain data quality while offering
complete semantic information, contributing to the
training of speech generation models that are more
natural, fluent, and closer to human speech styles.

https://github.com/voxpopulitts/voxpopulitts.github.io
https://github.com/voxpopulitts/voxpopulitts.github.io
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Finally, we utilize DNSMOS (Reddy et al., 2021)
to filter and classify the dataset by quality, divid-
ing it into small, medium, and large subsets, thus
allowing for broader application in various TTS
tasks with differing quality requirements. By us-
ing our dataset, we hope to further advance speech
generation, making it more aligned with real-world
application needs.

In summary, the key features of VoxpopuliTTS
are as follows:

• Scalable and multilingual: VoxpopuliTTS in-
cludes 3 languages across English, French,
and Spanish, each language with 10,000 hours
of audio, totaling 30,000 hours.

• Natural and diverse: VoxpopuliTTS contains
speech data at 16kHz from speakers with vari-
ous accents and backgrounds, which supports
the training of more natural and diverse TTS
models.

• High-quality transcripts: Through confidence-
based filtering strategy and merging adjacent
audio segments, the processing pipeline uti-
lizes enhances the speech quality.

2 Speech data processing pipeline

This section provides a detailed description of the
speech data processing pipeline for VoxpopuliTTS,
which primarily involves data pre-processing and
filtering low-quality speech-text pairs. The data
pre-processing stage includes voice activity detec-
tion (VAD), automatic speech recognition (ASR),
word alignment, speaker diarization, and merging
adjacent audio segments. The process of filtering
low-quality speech-text pairs involves assessing
speech quality and ASR confidence.

2.1 Data pre-processing
VAD. Due to the long duration of audio in Voxpop-
uli dataset, which can range from a few minutes to
several hours, the first step in speech data process-
ing is to use a VAD model 1 to segment long-term
speech into shorter speech segments, while filtering
out unvoiced segments.

ASR. The multilingual FasterWhisper 2 is
adopted to process speech segments and predicts
the language type and transcripts. The Voxpopuli

1https://huggingface.co/pyannote/
voice-activity-detection

2https://huggingface.co/Systran/
faster-whisper-large-v3

dataset provides the language type for each au-
dio file. However, Whisper may, in rare instances,
produce incorrect language types, resulting in erro-
neous transcripts. We will filter out these speech-
text pairs that contain language recognition errors.
Following WhisperX (Bain et al., 2023), Wav2vec
2.0 (Baevski et al., 2020) for the specific language
is applied to align words with audio frames through
the CTC path, allowing us to obtain the start and
end timestamps for each word.

Speaker Diarization. After generating the tran-
script by the FasterWhisper model, the speaker di-
arization model (Plaquet and Bredin, 2023; Bredin,
2023) 3 is applied to identify the speaker for each
word and speech segment. This allows for group-
ing the speech segments that belong to the same
speaker together.

Merging adjacent audio segments. We observe
an interesting phenomenon within FasterWhisper:
when converting speech segments into transcripts,
it tends not to append end punctuation (e.g., ’.’) at
the end of a transcript if the current speech segment
doesn’t constitute a complete utterance. Only after
processing the entire utterance does FasterWhisper
output a transcript that ends with ’.’, ’?’ or other
end punctuation. Therefore, the punctuation at
the end of the transcript can be used to determine
whether the semantic information in the transcript
is complete.

This insight suggests that we can merge multiple
transcripts using just end punctuation, resulting in
a final transcript that maintains complete seman-
tic information, and avoids potential disruptions
caused by issues with the VAD model or unvoiced
frames.

As illustrated in Figure 1, when the VAD model
divides speech into two segments, popular speech
data processing pipelines might treat these as sepa-
rate speech segments, generating two transcripts "I
have supported this report," and "and effective con-
sumers enforcement policy is central to the func-
tioning of the single market.". These transcripts
lack complete semantic information, which can
confuse downstream TTS models and degrade their
performance in speech generation. In our proposed
solution, the two speech segments are formed to an
utterance, and the final transcription is comprised
of these 2 transcripts.

3https://huggingface.co/pyannote/
speaker-diarization-3.1

https://huggingface.co/pyannote/voice-activity-detection
https://huggingface.co/pyannote/voice-activity-detection
https://huggingface.co/Systran/faster-whisper-large-v3
https://huggingface.co/Systran/faster-whisper-large-v3
https://huggingface.co/pyannote/speaker-diarization-3.1
https://huggingface.co/pyannote/speaker-diarization-3.1
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Figure 1: Illustration of merging adjacent speech segments. The input audio signals contains a 1.5s pause, so that
the VAD model divides the speech into two speech segments. It is found that speech segments A and B belong
to the same speaker by the speaker diarization model. Moreover, transcript A ends with ",", indicating that its
semantic information is incomplete and it can be merged with the next transcript until the new transcript ends with
end punctuation (e.g., ’.’). At last, the final transcript is generated, and the final utterance is comprised of the two
speech segments. This approach prevents the erroneous separation of a speech with complete semantic information
into two separate utterances.

2.2 Filtering low-quality speech-text pairs

Filtering by DNSMOS metric. Voxpopuli dataset
mainly records speeches from speakers of various
backgrounds and countries. However, the audio
quality in these recordings can be lower than de-
sired, which affects both the ASR model’s recog-
nition and the TTS model’s training process. To
filter out low-quality audio, we employed DNS-
MOS (Reddy et al., 2021) to evaluate the natural-
ness of the speech recordings. Any audio with a
naturalness score below 3.0 is discarded. This fil-
tering strategy results in the removal of 30% of the
audio in English, French, and Spanish.

Filtering by ASR confidence. We find that
when FasterWhisper converts speech to transcript,
lower logits often correlate with inaccurate tran-
scripts. In other words, the logits output by Faster-
Whisper during transcription can be regarded as
the confidence level of the transcript; the lower the

confidence value, the less reliable the transcript
is. We defined three confidence metrics, including
the average logits of the first three words, the aver-
age logits of the last three words, and the average
logits of all words, respectively. During our data
processing, we find that these confidence metric
effectively filter out hallucinated transcripts. We
set the confidence level below 0.7.

3 VoxpopuliTTS dataset

We refine Voxpopuli dataset and then propose Vox-
populiTTS dataset, which includes English, French,
and Spanish, totaling approximately 30,000 hours.
As shown in Table 1, We have divided Voxpop-
uliTTS into three subsets of 1000 hours, 5000
hours, and 10000 hours as small subset, medium
subset and large subset. The 1000-hour subset
shows higher quality, which can be used for fine-
tuning the TTS model. And the 10000-hour subset
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Figure 2: The distribution of durations in VoxpopuliTTS large subset.

Table 1: VoxpopuliTTS dataset. The training data for
each language includes three subsets: small, medium,
and large. Each language has a validation set and a test
set that each retains 100 hours.

Language Subset Duration DNSMOS

en
small 1000h 3.86

medium 4902h 3.69
large 10003h 3.30

fr
small 997h 3.88

medium 5026h 3.72
large 9982h 3.43

es
small 983h 3.89

medium 4782h 3.73
large 8902h 3.44

can be used for training of the large-scale TTS
model. Figure 2 shows the duration distribution of
the large subset in VoxpopuliTTS dataset. There
are a significant number of longer speech segments,
which is beneficial for training a better TTS model.

4 Experiments

Evaluation metrics. The Whisper model is uti-
lized to transcribe the generated speech and cal-
culate the Word Error Rate (WER). To evaluate
speaker similarity, 3D-speaker toolkit is used to
extract speaker embeddings from the generated
speech and reference speech, and then we com-
pute the cosine similarity between the normalized
embeddings. UTMOS (Saeki et al., 2022) is em-
ployed as an automatic MOS system to assess the
naturalness of the speech.

TTS baseline model. XTTS_v2(Casanova et al.,
2024) takes the mel-spectrogram as input, and
adopts VQ-VAE to discretize the mel-spectrogram
with a codebook consisting of 8192 codes. We train
the autoregressive GPT model in the XTTS model
on the large subset of VoxpopuliTTS, to evaluate

Table 2: Zero-shot evaluation of the XTTS model in
VoxpopuliTTS testset.

language WER SIM UTMOS MOS
en 8.25 67.02% 3.43 3.37± 0.09

fr 8.98 67.45% 3.62 3.52± 0.05

es 9.20 71.69% 3.54 3.31± 0.12

the effectiveness of VoxpopuliTTS. As shown in
Table 2, after training on VoxpopuliTTS, the XTTS
model has demonstrated cross-lingual TTS capabil-
ities. The high Word Error Rate (WER) reflects the
complexity of VoxpopuliTTS, which increases the
difficulty of training for speech generation.

5 Conclusion

In this paper, we present VoxpopuliTTS, a multi-
lingual, multi-speaker, and multi-style TTS dataset
based on the Voxpopuli dataset. This dataset is de-
signed to facilitate various TTS downstream tasks,
including zero-shot learning. We utilized open-
source tools to refine Voxpopuli dataset and intro-
duce the confidence-based filtering strategy, along
with merging adjacent audio segments, to elimi-
nate low-quality speech-text pairs and to integrate
transcripts based on semantic information. This en-
sures the high quality and semantic richness of the
audio in the dataset. Experimental results demon-
strate the effectiveness of our dataset.
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