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Abstract

The current best practice to measure the per-
formance of base Large Language Models is
to establish a multi-task benchmark that covers
a range of capabilities of interest. Currently,
however, such benchmarks are only available
in a few high-resource languages. To address
this situation, we present IberoBench, a multi-
lingual, multi-task benchmark for Iberian lan-
guages (i.e., Basque, Catalan, Galician, Euro-
pean Spanish and European Portuguese) built
on the LM Evaluation Harness framework. The
benchmark consists of 62 tasks divided into
179 subtasks. We evaluate 33 existing LLMs on
IberoBench on 0- and 5-shot settings. We also
explore the issues we encounter when working
with the Harness and our approach to solving
them to ensure high-quality evaluation.

1 Introduction

The rise of Large Language Models (LLMs) has
led to large improvements in a range of typical NLP
tasks, from question answering (Kamalloo et al.,
2023) to mathematical reasoning (Hendrycks et al.,
2021b). These models are capable of zero- and
few-shot learning (Kojima et al., 2022; Wei et al.,
2022a), which effectively makes them capable of
performing well in a massive multi-task setup (Rad-
ford et al., 2019; Hendrycks et al., 2021a).

This situation, however, requires a change in
the evaluation paradigm, as nowadays we are of-
ten more interested in how well a new model per-
forms on a range of tasks, rather than a single
task. To quantify this, several multi-task bench-
marks have appeared (Lee et al., 2023; Gao et al.,
2023), but these are largely restricted to English.
Despite a small number of exceptions (Liu et al.,
2024; Fenogenova et al., 2024), for the majority
of other languages in the world, there is no com-
parable multi-task benchmark available to evaluate
native or multilingual LLMs.

As a step towards improving this situation,
we introduce IberoBench, a benchmark for auto-
matic model evaluation focused on the official lan-
guages of the Iberian peninsula: European Span-
ish, Catalan, Basque, Galician and European Por-
tuguese. We build upon the existing infrastruc-
ture of Eleuther AI’s LM Evaluation Harness (Gao
et al., 2023), which allows for new tasks to be im-
plemented easily.1

We make the following contributions:

i. We share IberoBench, a benchmark for au-
tomatic model evaluation in European Span-
ish, Catalan, Basque, Galician and European
Portuguese with a focus on quality and re-
producibility, and make it publicly available
through the LM Evaluation Harness.2 This
benchmark includes 22 new evaluation tasks
in addition to 40 existing in the literature.

ii. We evaluate 33 small and medium-size base
LLMs (monolingual and multilingual) and
show that model performance in Iberian lan-
guages still is behind state-of-the-art results.

iii. We provide further analysis of errors found in
evaluation datasets in LM Evaluation Harness
and the limitations to consider when using
this framework. We share the solutions and
approaches we use to minimize the impact
these issues have on evaluation quality.

2 Background

2.1 The state of LLM evaluation
We can broadly categorize LLM evaluation ap-
proaches into two main types: automatic and hu-
man evaluation.

1The Evaluation Harness is well-maintained, widely used
in the literature, and, crucially for mid- and low-resource
languages, open and free to use and implement.

2https://github.com/EleutherAI/
lm-evaluation-harness

https://github.com/EleutherAI/lm-evaluation-harness
https://github.com/EleutherAI/lm-evaluation-harness
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Automatic evaluation This type of evaluation
allows for a fast, reproducible way of assessing a
model’s performance in downstream tasks. This
makes it the most wide-spread type of LLM evalu-
ation, as it is significantly more cost-effective and
easy to implement than human evaluation.

For generative models, the prompting paradigm
has become a standard automatic evaluation tech-
nique, consisting of providing the model with a
natural language instruction (input) and evaluating
the model’s response (output). As popularized by
Brown et al. (2020), prompting can be done in a
0-shot setting or in a few-shot setting. Few-shot
prompting has been shown to positively impact
model accuracy and is a useful strategy to unveil
emergent abilities upon scaling (Wei et al., 2022b).
Even though there is not a clear recommended num-
ber of examples to be used in few-shot prompting,
Brown et al. (2020) show that substantial gains are
achieved with 3-5 examples.

Recently, many evaluation datasets have ap-
peared, covering a myriad of tasks from more tradi-
tional question answering (QA, Gordon et al., 2012;
Clark et al., 2018; Sap et al., 2019) and paraphras-
ing (Zhang et al., 2019) to those exploring tasks
believed to be beyond the capabilities of current
models (Srivastava et al., 2023). These datasets
evaluate a model’s performance by comparing its
answer against a predetermined correct answer (or
gold-standard). This type of evaluation is partic-
ularly useful for base models (i.e., not fine-tuned
for a specific task or domain), as their goal is just
to generate, rather than engage in a particular task
such as a conversation with a user.

As the number of evaluation dataset increases,
efforts have been made to collect some of these
datasets in evaluation benchmarks. Earlier efforts
include GLUE (Wang et al., 2018) and SuperGLUE
(Wang et al., 2019) or more recently Stanford
CRFM’s Holistic Evaluation of Language Mod-
els (HELM) (Lee et al., 2023) and Eleuther AI’s
Evaluation Harness (Gao et al., 2023).

In an attempt to move away from reference an-
swers, LLM Evaluators (or LLM-as-a-judge) make
use of a state-of-the-art (SOTA) model to evaluate
the outputs of another model (Kim et al., 2024; Ye
et al., 2024; Üstün et al., 2024). Such LLM eval-
uators can return both scores for multiple highly-
specific criteria based on any preferred scale, as
well as the reasoning behind their choices. Chang
et al. (2024) offer some suggestions for choosing
the criteria LLM Evaluators can follow. Some stud-

ies have shown that this type of evaluation corre-
lates in around 80% with human evaluation (Zheng
et al., 2023), with its benefits in scalability and cost-
effectiveness. However, a more recent study has
highlighted that LLMs can distinguish themselves
from other LLMs and humans, and that there is
also a direct correlation between self-recognition
capability and the strength of self-preference bias
(Panickssery et al., 2024).

Human evaluation An alternative to any type
of automatic evaluation is human evaluation. In
spite of some natural, human biases (Wu and Aji,
2023; Hosking et al., 2024), this type of evaluation
allows for more fine-grained feedback and better
reflects real-world application scenarios. Some
studies have shown that human evaluation is con-
sistently more reliable than automatic evaluation
metrics in natural language generation (NLG) tasks
(Novikova et al., 2017; Sai et al., 2022). The main
limitation for human evaluation is its high cost,
both in time and money (Biderman et al., 2024).

Human evaluation can take various shapes, but
the two most common ones are direct output as-
sessment and A/B testing. The former implies eval-
uating a model’s output in a similar manner to the
LLM Evaluators described previously. The latter
implies the comparison of the outputs of two dif-
ferent models by a human evaluator. Some studies
have tried to use existing rating systems to adapt
them to LLM A/B testing. An example of this is
Elo, a method for calculating the relative skill lev-
els of players in zero-sum games such as chess,
which has become a popular method for examining
NLG performance (Boubdir et al., 2023). While
there are many ways to measure human preference,
Chang et al. (2024) state that the key factors are
diversity in demographic representation in tandem
with relevant domain expertise, enabling the use of
statistical significance testing.

2.2 A move towards multilinguality

As can be understood from the previous section,
LLM evaluation lacks a reliable, comprehensive
and reproducible methodology. The evaluation
styles discussed all have advantages and disadvan-
tages. Until the scientific epistemology in the field
matures, the best option is to develop an evaluation
suite that encompasses all evaluation styles. This
is currently easy in English, as most of the work
has been done in that language, making it impossi-
ble to measure the level of performance of LLMs
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in other languages. However, this English-centric
approach does nothing but widen the gap between
English and other languages with moderate, frag-
mentary or weak technological support (Rehm and
Way, 2023).

To address this gap, several initiatives have
emerged that provide comprehensive benchmark
evaluations in non-English languages, similar to
our own. Notable initiatives in this regard in-
clude IrokoBench (Adelani et al., 2024), a human-
translated benchmark for 16 low-resource African
languages covering NLI, mathematical reasoning,
and QA tasks, and IndicGenBench (Singh et al.,
2024), a benchmark focused on generation tasks
across 29 Indic languages.

While some languages in the Iberian peninsula
have a better status than those entailed in the men-
tioned efforts, Giagkou et al. (2023) still reports
Spanish as a language with moderate technology
support, Portuguese as moderate in tools and ser-
vices but fragmentary in language resources, Cata-
lan and Basque as fragmentary in general, and Gali-
cian as weak in language resources and fragmen-
tary in tools and services. Thus, not only does
IberoBench offer a quality-oriented multilingual
evaluation benchmark, but it does so while work-
ing with a set of languages that, given their current
situation, can greatly benefit from it.

Having a quality-oriented, standardized and
reproducible evaluation benchmark such as
IberoBench allows a fair comparison of LLMs,
which in turn may foster the development of mod-
els for the languages covered by the benchmark,
as capabilities can be systematically measured and
reported. However, an evaluation benchmark lacks
purpose without models to evaluate.

2.3 LLMs for Iberian languages
The landscape of LLMs focused on the languages
covered by IberoBench varies significantly depend-
ing on the language. The levels of technology
support of each language are a good represen-
tation of the historic and current availability of
LLMs in those languages. From the first efforts
to train encoder-type models (e.g., Berta for Cata-
lan (Armengol-Estapé et al., 2021), BERTeus for
Basque (Agerri et al., 2020) or BERT-gl for Gali-
cian (Garcia, 2021), current efforts and initiatives
have been focused on developing competing de-
coder models for these languages. Nonetheless,
with the exception of the MarIA family, which in-
cludes a Spanish GPT-2, and the recent release of

Portuguese GlórIA, trained using a GPTNeo archi-
tecture (Black et al., 2021), it is worth emphasizing
that all the available language-specific models have
not been trained from scratch.

Instead, in order to surpass the major data con-
straint imposed when adopting the common ap-
proach of pre-training from scratch with randomly
initialized weights, alternative strategies such as
continual pre-training are being explored. Contin-
ual pre-training of an existing LLM is an efficient
technique that allows to leverage the knowledge
encapsulated within the model (Gupta et al., 2023).
Such is the case of FLOR models for Catalan based
on BLOOM (Da Dalt et al., 2024), Latxa models
for Basque based on Llama 2 (Etxaniz et al., 2024),
or Carballo models for Galician based on contin-
ual pre-trained versions of BLOOM and Cerebras
models already tailored to Spanish, English, and
Catalan (Gamallo et al., 2024), among others.

By offering an open-access benchmark with the
qualities of IberoBench, the relevant parties will
now have a reliable tool that allows for repro-
ducible results to evaluate toy models during test-
ing and model checkpoints during training. This
tool should also offer these parties an open, shared
leader-board to display the capabilities of their
models, hopefully resulting in an increased interest
in training LLMs aimed at performing their best in
the Iberian languages.

3 Benchmark creation

3.1 General rationale

The design criteria of IberoBench stemmed from
the need for a unified, high-quality, and localized
evaluation benchmark for Iberian languages, offer-
ing comprehensive coverage of key LLM skills and
evaluation categories. The task categories we adopt
represent a balance between commonly recognized
areas of evaluation3 and the opportunity to lever-
age existing high-quality datasets. These categories
are: Commonsense Reasoning, Linguistic Accept-
ability, Mathematics, Natural Language Inference
(NLI), Paraphrasing, Question Answering (QA),
Reading Comprehension, Summarization, Trans-
lation, and Truthfulness. We strive for broad task
coverage to bring evaluation in Iberian languages

3To define our categories, we reviewed automatic eval-
uations addressed in LLM releases, identifying commonly
used datasets such as MMLU, PIQA, ARC, Hellaswag, and
GSM8K. These datasets, while widely adopted, are associated
with varying categories across studies.
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to a comparable level to English, and enable con-
sistent performance assessment across languages.
Consequently, we also targeted task parallelism
across the languages covered, avoiding tasks that
are exclusive to a single language.

To collect data for these domains in each of our
target languages, we found that only in some cases
did pre-existing datasets meet our criteria, which
are outlined in detail below. For areas lacking suit-
able evaluation data, our strategies included human
translation and the creation of datasets from scratch.
It is important to note that IberoBench is designed
as a living benchmark, welcoming further contri-
butions to address existing gaps (see Table 1) and
improve the quality and diversity of tasks.

Collection of pre-existing datasets. The bench-
mark aims to integrate high-quality pre-existing
datasets, provided they meet well-defined crite-
ria. For annotated datasets, we only included those
with human-generated annotations (e.g., Belebele,
EusProficiency) or datasets with automatic anno-
tations that have undergone thorough human re-
vision (e.g., ASSIN). For translated datasets, we
required human translations (e.g., MGSM, xSto-
ryCloze, XQuAD_ca) or, at least, translations re-
viewed by humans to ensure quality and accuracy.

Translations into Spanish and Portuguese were
prioritized to adhere to the European variants of
these languages, in line with the benchmark’s re-
gional focus. Some of the selected datasets, such
as Belebele, already had existing task implemen-
tations within EleutherAI’s evaluation framework
and were simply incorporated into the benchmark.
In contrast, others, like XQuAD and FLORES, re-
quired the implementation to be developed.

Human translation. Our strategy of profes-
sionally translating datasets was applied only to
those we deemed suitable for this approach. As
a result, we excluded certain promising datasets
that were either better suited for replicating the
creation methodology using target language data
(e.g., LAMBADA –Paperno et al., 2016) or too
closely tied to a specific source culture, such as
MMLU (Hendrycks et al., 2021a), which includes
U.S.-specific elements like laws and historical top-
ics. For datasets selected for human translation,
such as PIQA and OpenBookQA, both dataset-
specific guidelines and unified general criteria were
developed to ensure consistent standards, enhance
benchmark homogeneity, and enable comparability
across tasks available in multiple Iberian languages.
These main general criteria are:

• Dates, metric systems, and currency should be
adapted to the target-language context (e.g.,
“5 feet 11 inches, 170 pounds” could be trans-
lated as “1,80 metres, 77 quilos” in Catalan).

• Personal names should be translated to their
local equivalents if such equivalents exist; oth-
erwise, a common name within the target con-
text should be selected. The chosen equiva-
lents must be applied consistently throughout
the dataset.

• The translated text should prioritize a rich lex-
ical variety and include idiomatic expressions
where possible, aiming to reflect the real us-
age and richness of the target language.

• It is essential to ensure that the internal logic
of the datasets is preserved. For example,
questions and answers (or questions and con-
tinuations, or other formats) must remain co-
herent and meaningful in the target language.

• Any errors in the original dataset, whether
grammatical or content-related, should be cor-
rected in the translation if they affect meaning
or readability. This is not the case if the error
is part of the task.

• Care must be taken not to alter the difficulty
of the task, ensuring no lexical or syntactic
patterns make the task easier to resolve.

• Where feasible, the length of the answers
should closely match that of the original text.

While these general principles applied across
all languages, specific adjustments were necessary
for Basque due to its unique linguistic character-
istics. These arose primarily from its ergative-
absolutive alignment, agglutinative morphology,
and head-final word order, which contrast with En-
glish’s nominative-accusative alignment, synthetic
morphology, and head-initial word order. These
differences posed challenges, for instance, when
translating evaluation instances framed as sentence
completions, where direct translations into Basque
frequently result in ungrammatical or unclear con-
structs. To address this, translators were instructed
to restructure sentences minimally while preserving
semantic integrity. Examples of these adaptations
are presented in Appendix A.

Creating datasets from scratch. This approach
aimed to leverage existing resources in the tar-
get languages to develop new evaluation datasets
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Category ca es eu gl pt
copa_ca copa_es xcopa_eu

Commonsense Reasoning xstorycloze_ca xstorycloze_es xstorycloze_eu
Linguistic Acceptability catcola escola galcola
Math mgsm_direct_ca mgsm_direct_es mgsm_direct_eu mgsm_direct_gl

xnli_ca xnli_es xnli_eu
wnli_ca wnli_euNLI
teca

wnli_es
qnli_eu

assin_entailment

parafraseja parafrases_gl
Paraphrasing paws_ca paws_es paws_gl assin_paraphrase

arc_ca
catalanqa piqa_eu
coqcat xquad_es eus_exams
openbookqa_ca openbookqa_es eus_proficiency openbookqa_gl
piqa_ca eus_trivia
siqa_ca

QA

xquad_ca
belebele_eus_Latn

Reading Comprehension belebele_cat_Latn belebele_spa_Latn
eus_reading

belebele_glg_Latn belebele_por_Latn

Summarization cabreu xlsum_es summarization_gl
flores_ca flores_es

Translation / Adaptation phrases_va phrases_es flores_eu flores_gl flores_pt

veritasqa_gl
Truthfulness veritasqa_ca veritasqa_es truthfulqa_gl

Table 1: Tasks included in IberoBench. Newly introduced datasets are marked in bold.

tailored to specific linguistic categories. Three
datasets were created using this strategy:

• Phrases. A translation dataset focusing
on Valencian –a linguistic variety closely
related to Catalan– designed for the lan-
guage pairs Catalan-Valencian and Valencian-
Spanish. This dataset was constructed from
200,000 phrases extracted from the Common
Voice tool (Ardila et al., 2020). The phrases
were filtered for lexical and grammatical di-
versity, and the selected sentences were then
translated from Spanish into Catalan and Va-
lencian. The translation process was con-
ducted by an expert in Catalan philology, en-
suring both linguistic quality and cultural ac-
curacy in the resulting datasets.

• Parafrases_gl. A paraphrase identification
dataset in Galician comprising 2032 entries.
Each entry consists of a pair of sentences
annotated with one of three labels: full
paraphrases, borderline paraphrases, or non-
paraphrases. The examples were sourced from
diverse materials, such as Wikipedia articles,
novels, and parliamentary sessions. Labeled
sentences were automatically generated us-
ing various strategies, such as term replace-
ment with a BERT model to create lexical
paraphrases and back-translation using a pivot
language to generate syntactic paraphrases.

The dataset was manually reviewed and anno-
tated by two linguists.

• Summarization_gl. A summarization dataset
in Galician featuring over 80,000 summaries
paired with their corresponding full articles.
The dataset was constructed from the news
articles of three Galician newspapers: Que
pasa na costa, Nós diario, and Praza Pública.

3.2 Tasks presented
IberoBench entails 62 tasks across 10 broad cate-
gories. The total number of subtasks is 179. These
tasks cover five Iberian languages. We currently do
not include other varieties of these languages, but
we include two tasks (one in European Spanish and
another in Catalan) that entail language adaptation
to and from Valencian. Also, some types of tasks
are not available yet for all the languages in the
benchmark (particularly for European Portuguese).
We hope to cover these linguistic and task-related
gaps in the near future and welcome collabora-
tors to help us achieve this goal. Table 1 provides
an overview of the tasks and datasets included in
IberoBench. Each of the five languages has its
own corresponding benchmark, named after the
language and containing all the tasks for that partic-
ular language (BasqueBench, CatalanBench, Gali-
cianBench, PortugueseBench and SpanishBench).

We present 22 new datasets and tasks in
IberoBench, and make use of existing datasets
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to expand it with 40 tasks. The existing datasets
we incorporate are two subsets from ASSIN (Fon-
seca et al., 2016), Belebele (Bandarkar et al.,
2023),4 caBREU, CatalanQA, COPA_ca, CoQ-
Cat, PAWS_ca, TE-ca, WNLI_ca and XNLI_ca
(Gonzalez-Agirre et al., 2024), CatCoLA (Bel et al.,
2024b), EsCoLA (Bel et al., 2024a), EusExams,
EusReading, EusProficiency and EusTrivia (Etx-
aniz et al., 2024), FLORES-200 (Costa-jussà et al.,
2022), GalCoLA (de Dios-Flores et al., 2023),
MGSM (Shi et al., 2023), Parafraseja,5 PAWS-X
(Yang et al., 2019), QNLI_eu (Urbizu et al., 2022),
VeritasQA (Aula-Blasco et al., 2025), XL-Sum
(Hasan et al., 2021), XNLI (Conneau et al., 2018),
XNLIeu (Heredia et al., 2024), XQuAD (Artetxe
et al., 2020), XQuAD_ca (Armengol-Estapé et al.,
2021), and XStoryCloze (Lin et al., 2022a).

4 Implementation

4.1 Overall Harness processes
IberoBench is offered through the LM Evaluation
Harness (Gao et al., 2023), a framework that aims
to provide a unified implementation for the auto-
matic evaluation of LLMs. For each task added
to the framework, the prompt, model generation
parameters, data and output processing, metrics,
and other variables, are specified in a configuration
YAML, allowing anyone to replicate the results.

Tasks can be of two main types: multiple choice
and open-ended generation. In multiple choice
tasks, the model determines the best option from a
set of choices. At the implementation level, the log-
likelihoods of each option are compared to select
the highest as the predicted label. A paradigmatic
metric for such tasks is accuracy. In generation
tasks, the model is given a specific text (e.g., a
text to summarize or translate) and is requested
to generate a text which is then compared with a
reference text. BLEU (Papineni et al., 2002) and
ROUGE (Lin, 2004) are examples of metrics used
for this type of tasks.

4.2 Decisions in task implementation
We also focus on the quality of implementation.
Some of these decisions had already been followed
by the contributors to the official LM Evaluation
Harness, such as task version control or the unifica-
tion of task utilities (see Appendix B), but we also

4In multilingual datasets, we only take the tasks that entail
one of our languages.

5https://huggingface.co/datasets/
projecte-aina/Parafraseja

identify problems in the implementation of some
tasks in IberoBench. These decisions align with
the best practices from Biderman et al. (2024).

New types of tasks IberoBench includes sum-
marization and machine translation tasks, two cat-
egories which are yet to be implemented in the
official LM Evaluation Harness. This is the case
of tasks such as CaBreu (Gonzalez-Agirre et al.,
2024), XL-Sum (Hasan et al., 2021) and FLORES-
200 (Costa-jussà et al., 2022). We also add new
tasks to other categories already present, such as
reading comprehension, paraphrasing, NLI, QA
and truthfulness. For summarization tasks that re-
quire a specific type of summary (i.e., abstractive,
extractive or extreme), we test if adding the type
of summary required to the prompt made any dif-
ference to a generic prompt, but find that for small
models (<2B parameters) there is no difference in
performance. However, we keep the summary type
in the prompt for future, more capable models.

Multilingual prompting To allow multilingual
comparison, when a task was already implemented
in English, the prompts for other languages are di-
rectly translated by humans into the target language.
This happens in tasks that entailed datasets that
have been translated from English in their creation
phase, such as MGSM_eu or PAWS_gl. When the
dataset for a task is not a result of a translation, we
take prompts used in similar tasks. For instance,
for EsCoLA, CatCoLA or GalCoLA, we translate
the English CoLA prompts, as they share the task
of measuring linguistic acceptability, even though
they were created independently. When there were
no parallel or similar tasks, we create compara-
ble natural language prompts. For every task, the
prompts are parallel between all IberoBench lan-
guages. Given our multilingual setup, we explored
if translating the "Q:" and "A:" in the prompt (for
instance, "Pregunta:" and "Resposta:" in Catalan,
or alternatively "P:" and "R:") for QA tasks had
an overall impact in performance, specifically with
small models (<2B parameters). However, as we
find no significant difference, and since we do not
optimize prompts to increase the performance of
any model following best practices suggested by
Biderman et al. (2024), we keep the simplest and
most natural translation (i.e., "P:" and "R:" in the
example of Catalan). The only exception are the
prompts for FLORES-200. This task is included in
all five of our benchmarks and covers all combina-
tions between a given language, other Iberian lan-

https://huggingface.co/datasets/projecte-aina/Parafraseja
https://huggingface.co/datasets/projecte-aina/Parafraseja
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guages, and four major European languages. Given
all the potential combinations of languages within a
single task, we made an exception by using only an
English prompt across all FLORES-200 sub-tasks.

Metrics for new tasks Metrics used in new tasks
are aligned with the metrics of parallel or related
tasks already in the LM Evaluation Harness. In
particular, summarization and machine translation
tasks are evaluated with the BLEU (Papineni et al.,
2002) and ROUGE (Lin, 2004) metrics. We opt for
these metrics not only because they are preferred
for other generation tasks in the official repository,
but also because they are the best options given our
setup and languages. For instance, metrics such
as COMET (Rei et al., 2020), BERTScore (Zhang
et al., 2020), METEOR (Banerjee and Lavie, 2005)
and BLEURT (Sellam et al., 2020) can work bet-
ter than BLEU and ROUGE for summarization
(Deutsch and Roth, 2021; Wang et al., 2023; Zhang
et al., 2024) and translation (Freitag et al., 2022),
but these results are sometimes inconclusive and
dependent on the subtask and evaluation criteria.
More importantly, these metrics do not support
all of our working languages (e.g., METEOR and
BLEURT), or require loading another model to gen-
erate embeddings (e.g., COMET and BERTScore),
which slows down the evaluation process, defeat-
ing one of the main aims of the LM Evaluation
Harness. Thus, we use ROUGE for tasks in which
the gold standard is not too variable (e.g., extrac-
tive summarization). ROUGE measures the recall
of n-grams in the generated text against the refer-
ence text, and we want to ensure that all relevant
instances from the gold standard are covered. For
tasks in which the gold standard is just an instance
of what a good answer could be (e.g., abstractive
summarization), we use BLEU. This metric does
the same as ROUGE but with a focus on precision
instead of recall, meaning that it measures if all the
generated instances are relevant.

4.3 Solving problems

The creation of IberoBench allows us to delve deep
into the framework and the datasets that are cur-
rently covered. Working with human translators
for some tasks implies that someone manually re-
vised large reference English datasets that were
automatically generated at first. Our focus on qual-
ity also means that we manually revise the inputs
and outputs for each task for a variety of models.
By doing this, we identify several issues with the

way some instances of a dataset end that clash with
the prompt format, with how some prompts and
instances of a dataset interact to generate double or
no spaces in the input for the model, and with the
use of some non-UTF-8 characters in the prompt
for the Belebele task, among others.

The original ARC dataset (Yadav et al., 2019),
for example, contains data with grammatical errors,
unfinished instances, or odd symbols and charac-
ters within the sentences. In this dataset we also
observe mixed label types (using both numbers
and letters). Thus, we ensure that these errors do
not permeate to ARC_ca by manually revising and
fixing each of them.

Another issue is that the existing LM Evalua-
tion Harness implementation of XNLI (Conneau
et al., 2018) uses a prompt that includes commas,
while the original dataset includes instances that
end in multiple ways such as commas, words, full
stops, parentheses and question marks, among oth-
ers. Due to the lack of pre-processing, models
received inputs with, for example, two consecutive
punctuation marks. Sclar et al. (2023) show that
even the smallest differences in prompt formatting
result in huge accuracy changes, so we ensure that
pre-processing is comprehensive regarding punctu-
ation for all our implementations of NLI tasks.

In the caBREU dataset (Gonzalez-Agirre et al.,
2024), each text contains three summaries, mean-
ing that one should be chosen as gold standard,
discarding the other two, as LM Evaluation Har-
ness does not support multiple reference texts. The
original paper does not indicate any issues with any
particular annotator, so we perform an internal test
to assess which to keep. First, we tested small mod-
els (<2B parameters) in the task using each of the
three annotators’ summaries as gold standard. We
observed an overall slight improved performance
when using annotator #3 as gold standard. Thus, we
undertook a small-scale human evaluation test, in
which two native speakers (blind to the experimen-
tal setup) chose what they considered was the first
summary among the three options. After testing 20
instances for each of the three types of summary
covered by caBREU (60 evaluations overall), we
observed no preference towards any annotator. For
this reason, we use annotator #1 as gold standard,
as this should also ensure that no model is benefited
by using annotator #3 as gold standard.
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5 Evaluation

5.1 Models selected

In order to put the benchmark into operation and
check its effectiveness, we conducted an evaluation
of 33 small and medium-size monolingual and mul-
tilingual LLMs. A full list referencing the models
tested can be found in Appendix C. Although the
list may appear heterogeneous at first, it responds
to a clear objective. We wanted to provide an evalu-
ation of 16 language-specific models recently pub-
lished that have been tailored to the languages of
the benchmark, even when these models are of dif-
ferent sizes or have been trained using different
strategies. The group of language-specific mod-
els includes five models trained with Catalan data,
six models trained with Spanish data, two mod-
els trained with Basque data, three models trained
with Galician data, and five models trained with
Portuguese data. Furthermore, in order to contrast
the results obtained by language-specific models
with existing multilingual and SOTA models or
comparable sizes, we have included 17 models of
different families (i.e., BLOOM, Falcon, Gemma,
Llama 3, mGPT, Mistral, OLMo and XGLM). Test-
ing the performance on the benchmark of these
models, which have been mostly trained with En-
glish data, would also allow us to establish a com-
parison between their performance in English and
their performance in the Iberian languages.

5.2 Normalization of metrics

Since each IberoBench task has a unique preferred
metric, and each metric has specific minimum and
maximum values, we normalize the results in order
to perform a consistent comparison across different
tasks. Following Srivastava et al. (2023), for a
dataset i we adopt the Normalized Preferred Metric
(NPM) as our primary evaluation measure:

NPMi = 100× [raw metric]i − [random score]i
[max score]i − [random score]i

(1)

where [raw metric]i is the score obtained by
the model on the i-th dataset, [random score]i is
the score of performing random at the given task
(e.g., 50% for a binary classification task) and
[max score]i is the highest possible score on that
dataset. Under this normalized preferred metric,
tasks are calibrated so that a negative score or close
to 0 corresponds to poor performance, and a score
of 100 corresponds to perfect performance. On

some tasks, model scores can be less than 0 if a
model does worse than random.

5.3 Evaluation results
We evaluate the models using 0-shot and 5-shot
prompting. In what follows, we report the results
corresponding to 5-shot prompting. Normalized
average scores per model and language are shown
in Table 2. The results for the 0-shot prompting
evaluation can be found in the Appendix D.1. Ap-
pendix D.2 presents 5-shot performance on parallel
IberoBench tasks, including English. We provide
figures on model performance per task category and
language in Appendix D.3. Details on resources
and reproducibility are found in Appendix E.

Considering Iberian-specific versus multilin-
gual or English-centric SOTA models, we ob-
serve mixed results regarding absolute best perfor-
mance. Models continually pre-trained in specific
languages perform best in Spanish (Occiglot_eu5-
7B) and Basque (Latxa-13B) for their respective
languages. However, in all other cases, language-
specific models are outperformed by English-
centric or multilingual base models of comparable
size. For Galician, the three language-specific mod-
els achieve similar or slightly worse results than
the multilingual BLOOM-1.7B and mGPT-1.3B.
For Catalan and Portuguese, the best language-
specific models CataLlama-8B and Tower-13B, re-
spectively, are outperformed by Mistral-7B, Llama
3-8B, and Gemma-7B.

We also observe mixed results regarding the im-
pact of continual pre-training. The FLOR model
family demonstrates small but consistent gains
over its foundation BLOOM counterpart models
for Catalan tasks. However, CataLlama-8B is sur-
passed by the model it was based on (i.e., Llama 3-
8B), as is Carballo-B-1.3B in Galician tasks (based
on FLOR-1.3B).

Basque seems to benefit the most from language-
specific continual pre-training compared to open
multilingual models like BLOOM, mGPT and
XGLM. The margin for improvement in Basque
is higher, considering the general tendency to in-
clude limited portions of Basque data in multilin-
gual training. Knowledge transfer is also less likely
to occur effectively for this language in a generic
model due to its unique characteristics as an isolate
language. In contrast, all Romance languages are
likely to benefit from mixtures of training data.

Overall, Llama 3-8B and Gemma-7B seem to
be good defaults for the studied languages, as they
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Model ca es eu gl pt

Language-specific

Aitana-6.3B 28.98 22.41 2.28 2.20 21.47
CataLlama-8B 34.35 24.06 9.87 7.93 27.08
FLOR-760M 19.46 15.16 0.48 1.69 21.43
FLOR-1.3B 21.34 17.87 0.19 3.31 17.63
FLOR-6.3B 29.58 23.33 2.74 6.24 22.64
Occiglot_es/en-7B 35.48 33.89 6.10 14.41 38.45
Occiglot_eu5-7B 35.86 35.27 4.25 14.96 42.00
Latxa-7B 26.17 23.23 18.11 6.52 26.69
Latxa-13B 30.14 24.33 24.96 8.61 36.79
Carballo-B-1.3B 13.26 10.64 1.51 2.70 24.00
Carballo-C-1.3B 9.22 4.50 1.27 1.90 22.13
Carvalho-1.3B 9.74 6.21 0.69 2.69 18.76
GlorIA-1.3B 5.56 2.56 0.03 0.22 16.88
Sabiá-7B 25.67 22.52 1.00 5.50 34.95
Tower-7B 31.25 24.67 3.24 8.14 37.27
Tower-13B 34.99 31.81 2.88 11.93 42.74

Multilingual and SOTA

BLOOM-1.1B 17.52 14.21 3.21 2.35 20.83
BLOOM-1.7B 19.78 17.04 3.46 3.89 25.46
BLOOM-3B 23.30 18.98 6.11 4.18 23.05
BLOOM-7.1B 27.30 20.77 7.30 5.92 24.30
Falcon-7B 17.92 19.42 1.02 5.31 30.45
Gemma-2B 22.11 21.74 4.83 8.37 36.50
Gemma-7B 36.07 31.26 16.57 18.00 49.00
Llama 3-8B 37.88 34.15 16.75 18.59 43.90
mGPT-1.3B 7.99 8.09 3.83 3.02 23.39
mGPT-13B 10.97 11.66 1.87 4.45 18.73
Mistral-7B 38.70 34.01 3.93 15.56 47.10
OLMo-7B 24.47 21.03 4.03 9.65 37.33
XGLM-564M 5.35 3.25 2.64 -0.78 13.52
XGLM-1.7B 8.71 5.66 2.20 0.11 17.37
XGLM-2.9B 15.03 10.36 5.20 0.49 26.38
XGLM-4.5B 15.57 7.65 1.68 3.02 24.93
XGLM-7.5B 17.01 9.89 4.41 0.65 27.45

Table 2: Normalized benchmark scores for models eval-
uated in a 5-shot setting for the five Iberian languages.
Bold numbers show the languages each model officially
supports. Double underlined numbers show the best-
performing model per language.

provide the most balanced results across these lan-
guages. The strength and stability of these SOTA
models are also evident from 0-shot results (Table 5
in Appendix D.1), where they obtain the best abso-
lute performance for all languages except Basque.

6 Discussion and conclusions

IberoBench is a multi-task benchmark composed
of 62 carefully curated tasks for the five official
languages in Spain and Portugal, all created with
a set of shared quality standards and made avail-
able via the LM Evaluation Harness framework. It
represents a large step forward concerning the pos-
sibilities of assessing LLM performance in Iberian
languages, while it is also a potentially valuable

contribution to varieties of Spanish and Portuguese
spoken outside the Iberian Peninsula (e.g., Brazil-
ian Portuguese and the varieties of Spanish spoken
in Latin America).

The evaluation of 33 LLMs clearly demonstrates
that IberoBench offers a rich and challenging prov-
ing ground, showcased by the limited accuracy
scores. This indicates that for Iberian languages,
LLMs are still far away from being able to pro-
duce the desirable outputs on most tasks. Although
the difference in the number of tasks available in
each languages makes it difficult to compare re-
sults across languages, mathematical reasoning and
linguistic acceptability appear to be the most chal-
lenging tasks in the benchmark.

IberoBench decreases the disparity of evaluation
standards between Iberian languages and English,
enabling comparable performance assessments. Im-
portantly, the results obtained on the benchmark
confirm the intuition that LLM performance is
worse on Iberian languages than the results ob-
tained for English (see Table 6 in Appendix D.2
for comparison across datasets). Altogether, this
emphasizes the driving force behind the creation of
such an evaluation suite: further efforts should be
invested in the development of better multilingual
LLMs, which is a fundamental enterprise to ensure
that the millions of people who speak languages
other than English have access to high-quality AI-
driven tools and services. We hope this test bed con-
tributes to fostering work on creating multilingual,
general-purpose, machine-learning algorithms for
language understanding that enable equitable ac-
cess to information and technology.

Although a detailed analysis of the results ob-
tained for each model is beyond the scope of this pa-
per, IberoBench provides highly valuable insights
for those engaged in the creation of LLMs with a fo-
cus on Iberian languages. We hope that the detailed
evaluation presented in this work can help unveil
the achievements and limitations of the strategies
used to create language-specific models.

IberoBench is an ongoing effort and our goal is
to keep expanding it to new tasks and datasets for
the different target languages. In this respect, we in-
vite and encourage contributions from researchers
and practitioners who possess datasets that may
be relevant for the benchmark. This participation
will be invaluable in enhancing the comprehensive-
ness and robustness of our assessment and a better
understanding of the capabilities of LLMs in our
languages.
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7 Limitations

Even though IberoBench tackles a diverse number
of tasks with different degrees of complexity, some
critical aspects are still missing from the bench-
mark. Importantly, not all languages are equally
represented, and more efforts should be invested
to fill these gaps for the task categories included at
this point. Furthermore, soon we will also work on
including tasks pertaining to bias and fairness eval-
uation, as well as the detection of harmful content.

One main limitation is the choice of metric for
open-ended generative tasks such as summarization
and machine translation. The most popular metric
currently used in the LM Evaluation Harness is
BLEU, which compares the generated text with
the gold standard answer. For IberoBench, we
use both BLEU and ROUGE depending on which
one best fits each type of task (see §4.2). This
means that, if the gold standard lacks details or the
model generates a correct text that deviates much
from the gold standard, scores will not reflect the
actual performance of the model. Thus, results for
these types of tasks should always be interpreted
with caution, especially as research has shown that
these metrics may not always align with human
judgments (Wang et al., 2023; Zhang et al., 2024).

We acknowledge that gold-standard automatic
evaluation has its limitations (see §2.1), and that
some tasks and metrics in the LM Evaluation Har-
ness also present some issues (see §4.3). However,
we believe that IberoBench is a considerable step
forward in the evaluation of multilingual LLMs en-
compassing languages that are spoken natively by
over 510M speakers in the world (Eberhard et al.,
2024).
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A Basque-specific translation adjustments: examples

Some examples of the adjustments needed for the dataset translations into Basque are presented in Table 3
and Table 4.

Original (EN) Question: "Volume and mass are properties of"
A: "friction."
B: "light."
C: "matter."

Translated (EU) Question: "Bolumenta eta masa honen propietateak dira:"
A: "marruskadura."
B: "argia."
C: "materia."

Question: "Volume and mass are properties of the following:"

A: "friction."

B: "light."

C: "matter."

Explanation The sentence “Volume and mass are properties of friction” (with one
possible answer in bold) is translated literally as “Bolumena eta masa
marruskaduraren propietateak dira". Due to word order differences,
the literal Basque translation requires the answer to be positioned mid-
sentence instead of at the end. This structure is unsuitable for the sentence
completion format used in English.

Table 3: Basque-specific translation adjustments: example 1

Original (EN) Question: "The compass"
A: "knows orientation."
B: "tracks people."
C: "was invented in 1905."

Translated (EU) Question: "Iparrorratza"
A: "orientazioa ezagutzeko erabiltzen da."
B: "jendeari jarraitzeko erabiltzen da."
C: "1905ean asmatu zen."

Question: "The compass"

A: "is used to know orientation."

B: "is used to track people."

C: "was invented in 1905."

Explanation “The compass tracks people” requires an ergative subject in Basque:
(“Iparroratzak jendea jarraitzen du”, while “The compass was invented
in 1905” requires an absolutive subject (“Iparrorratza 1905ean asmatu
zen”). However, the question must be the same for all the possible an-
swers.

Table 4: Basque-specific translation adjustments: example 2
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B Additional details on task implementation

B.1 Unify utilities
Some existing tasks in the LM Evaluation Harness use pre-processing functions to adapt the data and/or
the prompt, the target or the choice of the model. For each language Bench in IberoBench, we combine
the functions for each task into a single set for simplicity and ease of use.

B.2 Versioning
Each task has its corresponding version (1.0 at the moment of release), and will be incremented each time
a task is modified in a way that affects its scoring. In this way, if task implementations must be updated,
the relevant parties can still reference the version of the task used, to ensure future research can always
reproduce the reported results.
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C Models evaluated

Language-specific models:

• FLOR models (Da Dalt et al., 2024). For Catalan and Spanish, FLOR 760M and 1.3B are continually
pre-trained models adapted from BLOOM-1.1B and BLOOM-1.7B respectively. They have been
trained on 26B tokens of Catalan (42.1%), Spanish (41.3%), and English (16.6%) data, after vocab-
ulary adaptation of the source model to a new tokenizer in the target languages. FLOR 6.3B was
trained using the same vocabulary adaptation technique by continually pre-training BLOOM-7.1B
on 140B tokens on Catalan (CATalog 1.0 dataset),6 Spanish, and English data with equal proportion
of each language.

• Aitana-6.3B7 is a continually pre-trained model based on FLOR-6.3B and trained for 2 epochs on
1.304 million tokens per epoch on Valencian data.

• CataLlama-8B v0.18 is a continually pre-trained model based on Llama-3 from Meta and trained
for one epoch on 331M tokens of Catalan data, sourced from the Catalan General Crawling dataset9,
as part of the Catalan Textual Corpus (Armengol-Estapé et al., 2022).

• Occiglot_eu5-7B10 and Occiglot_es/en-7B11 are continually pre-trained models from Mistral-7B-
v0.1, the first trained on 293B tokens on code and the top 5 European languages, i.e. English, Spanish,
French, German, and Italian, and the second trained on 112B tokens of a subset of the previous that
included the code, Spanish and English data.

• Latxa v1.1 (7B and 13B; Etxaniz et al., 2024) are continually pre-trained models based on Meta’s
LLaMA 2 7B and 13B, respectively, trained on a mix of Basque corpora of 4.3M documents, and an
additional set of 500K documents of English data taken from The Pile (Gao et al., 2020).

• Carballo-B-1.3B and Carballo-C-1.3B (Gamallo et al., 2024) are continually pre-trained from
FLOR-1.3B and a Cerebras-GPT-1.3B model adapted to Catalan, Spanish and English, respectively.
They both adapt the source model’s tokenizer and embeddings to their target language, Galician,
before continually pre-training the model on the 2.1B-word Galician corpus called CorpusNÓS
(de Dios-Flores et al., 2022).

• Carvalho-1.3B (Gamallo et al.) is a continual pre-training of Cerebras-GPT-1.3B model adapted
to Catalan, Spanish and English. It adapts the source model’s tokenizer and embeddings to its two
target languages, Galician and Portuguese, before continually pre-training the model on two corpora:
the Galician CorpusNÓS and a 3B-word European Portuguese corpus.

• GlorIA-1.3B (Lopes et al., 2024) is a decoder model with a GPTNeo architecture trained from
scratch on 35B tokens of a European Portuguese corpus.

• Sabiá-7B (Pires et al., 2023) is a continually pre-trained model based on LLaMA-1-7B and trained
on 7.3B tokens in Portuguese.

• Tower v0.1 (7B and 14B; Alves et al., 2024) are continually pre-trained models based on Llama 2
and trained on a mix of 20 billion tokens in English, Portuguese, Spanish, French, German, Dutch,
Italian, Korean, Chinese, Russian, and parallel data.

Multilingual and SOTA models:
6https://hf.co/datasets/projecte-aina/CATalog
7https://hf.co/gplsi/Aitana-6.3B
8https://hf.co/catallama/CataLlama-v0.1-Base
9https://hf.co/datasets/projecte-aina/catalan_general_crawling

10https://hf.co/occiglot/occiglot-7b-eu5
11https://hf.co/occiglot/occiglot-7b-es-en

https://hf.co/datasets/projecte-aina/CATalog
https://hf.co/gplsi/Aitana-6.3B
https://hf.co/catallama/CataLlama-v0.1-Base
https://hf.co/datasets/projecte-aina/catalan_general_crawling
https://hf.co/occiglot/occiglot-7b-eu5
https://hf.co/occiglot/occiglot-7b-es-en
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• BLOOM (1.1B, 1.7B, 3B, 7.1B; Scao et al., 2023) models are the result of a collaborative effort to
train open-access multilingual LLMs of up to 176 billion parameters. They have been trained on the
ROOTS corpus (Laurençon et al., 2023), which contains 1.5TB of data in 46 natural languages and
13 programming languages.

• Falcon-7B (Almazrouei et al., 2023) has been trained on 1,500B tokens from the RefinedWeb
(Penedo et al., 2023) English web dataset.

• Gemma (2B and 7B; Banks, 2024) is a family of open models based on Google’s Gemini models.
They have been trained on 6 trillion tokens whose main components are reported to be web documents,
code, and mathematics. They are intended for use in English.

• Llama 3-8B12 is the latest version to date of the Llama family of models. It uses groped query
attention and has been pre-trained on 15 trillion tokens from publicly available sources. It is intended
for use in English.

• mGPT (1.3B and 13B; Shliazhko et al., 2023) are models with GPT-3 architecture trained on 60
languages from 25 language families obtained from Wikipedia and the Colossal Clean Crawled
Corpus13.

• Mistral-7B v0.1 (Jiang et al., 2023) is a model using two key architectural choices: grouped query
attention and sliding window attention. The sources and size of the training data are unknown. It is
intended for use on English.

• OLMo-7B (Groeneveld et al., 2024) is an open LLM trained on a subset of 1.715 trillion tokens
from the Dolma dataset, consisting of 3 trillion tokens from English sources.

• XGLM (544M, 1.7B, 2.9B, 4.5B and 7.5B; Lin et al., 2022b) is a family of multilingual models
trained on a 500 billion token corpus of 30 languages from 16 different language families in an
approximately balanced distribution.

12https://hf.co/meta-llama/Meta-Llama-3-8B
13https://hf.co/datasets/oscar-corpus/colossal-oscar-1.0

https://hf.co/meta-llama/Meta-Llama-3-8B
https://hf.co/datasets/oscar-corpus/colossal-oscar-1.0
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D Detailed results

D.1 Results per language.
Table 5 shows the average 0-shot results per language in IberoBench. The results are analogous to those
reported in Table 2 for the 5-shot setting.

Model ca es eu gl pt

Language-specific

Aitana-6.3B 23.82 14.62 2.37 1.05 7.41
CataLlama-8B 24.70 13.20 4.96 2.12 9.93
FLOR-760M 14.83 10.07 2.04 -0.73 17.56
FLOR-1.3B 15.02 8.08 0.70 1.76 10.66
FLOR-6.3B 22.53 16.94 2.98 5.81 11.21
Occiglot_es/en-7B 26.48 20.16 3.16 6.73 20.47
Occiglot_eu5-7B 26.17 20.74 3.43 7.60 18.11
Latxa-7B 16.62 13.70 12.46 2.10 13.40
Latxa-13B 19.14 15.79 16.45 1.84 17.35
Carballo-B-1.3B 11.02 4.50 2.36 1.07 7.47
Carballo-C-1.3B 7.55 3.73 -0.12 0.79 9.39
Carvalho-1.3B 6.04 3.40 -0.15 1.52 2.59
GlorIA-1.3B 4.82 0.78 1.37 -2.15 2.61
Sabiá-7B 20.03 17.31 2.17 0.71 16.47
Tower-7B 23.03 18.55 1.19 3.22 16.84
Tower-13B 25.81 20.97 3.07 4.14 20.03

Multilingual and SOTA

BLOOM-1.1B 10.83 5.84 4.55 -0.79 9.51
BLOOM-1.7B 13.50 6.79 3.77 1.51 2.85
BLOOM-3B 17.87 11.07 5.81 0.87 7.09
BLOOM-7.1B 18.55 12.34 5.62 1.70 6.08
Falcon-7B 13.18 13.07 1.34 2.14 11.84
Gemma-2B 20.09 15.28 3.78 4.48 17.91
Gemma-7B 28.48 24.11 10.80 10.00 24.54
Llama 3-8B 27.18 21.79 9.33 9.83 25.60
mGPT-1.3B 7.64 5.53 6.66 0.28 7.81
mGPT-13B 10.71 7.38 4.02 3.67 6.48
Mistral-7B 25.29 20.34 2.49 7.55 17.76
OLMo-7B 20.05 15.93 3.15 4.01 14.79
XGLM-564M 6.83 3.50 2.31 -2.68 3.60
XGLM-1.7B 11.52 5.73 4.18 -1.24 3.86
XGLM-2.9B 16.28 11.32 5.58 -2.03 10.30
XGLM-4.5B 15.39 9.63 2.93 2.70 8.76
XGLM-7.5B 18.35 10.64 5.17 -0.22 13.25

Table 5: Normalized benchmark scores across task categories for the models evaluated for the five Iberian languages
in 0-shot prompting. Bold numbers show the languages each model officially supports. Double underlined numbers
show the best-performing model per language.
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D.2 Parallel tasks
Table 6 shows the 5-shot results of IberoBench tasks that have parallel tasks in English. We report the
best language-specific model for each task in that language, the best non-specific (multilingual or SOTA)
model for that task, and the results on three SOTA models: Gemma-7B, Llama 3-8B, and Mistral-7B.

Task Lang Best language-specific Gemma-7B Llama 3-8B Mistral-7B Best non-specific

arc_easy
en - 78.56 78.91 78.68 (Llama 3-8B)

ca (CataLlama-8B) 53.53 60.60 56.40 58.87 (Gemma-7B)

arc_challenge
en - 40.84 38.45 41.97 (Mistral-7B)

ca (CataLlama-8B) 21.16 26.51 21.84 23.67 (Gemma-7B)

copa
en - 88.00 86.00 86.00 (Gemma-7B)

es (Occiglot_eu5-7B) 70.4 58.4 64.8 60.4 (Llama 3-8B)

ca (CataLlama-8B) 60.00 45.20 58.00 49.60 (Llama 3-8B)

eu (Latxa-13B) 52.00 16.80 18.80 1.20 (Llama 3-8B)

xstorycloze

en - 67.70 62.28 66.78 70.22 (OLMo-7B)

es (Occiglot_eu5-7B) 51.82 47.98 46.52 42.28 (Gemma-7B)

ca (CataLlama-8B) 45.86 43.34 43.88 42.42 (Llama 3-8B)

eu (Latxa-13B) 38.46 19.52 13.56 0.46 (Gemma-7B)

xnli

en - 27.90 24.22 28.26 (Mistral-7B)

es (Occiglot_eu5-7B) 23.38 21.03 21.33 22.23 (Mistral-7B)

ca (FLOR-6.3B) 25.36 21.99 25.42 25.42 25.78 (BLOOM-3B)

eu (Latxa-7B) 21.24 12.34 9.85 2.97 14.76 (BLOOM-7.1B)

openbookqa
en - 14.93 15.47 15.73 (Mistral-7B)

es (Occiglot_es/en-7B) 20.00 13.60 17.87 16.27 (Llama 3-8B)

ca (CataLlama-8B) 13.60 11.73 13.07 13.87 (Mistral-7B)

gl (Carballo-B-1.3B) 2.13 6.67 10.40 8.00 (Llama 3-8B)

piqa
en - 61.70 60.94 62.78 (Mistral-7B)

ca (CataLlama-8B) 35.80 34.06 30.68 31.22 (Gemma-7B)

eu (Latxa-13B) 33.76 11.66 11.44 7.74 16.12 (XGLM-7.5B)

social_iqa
en - -1.71 -1.71 1.74 (Mistral-7B)

ca (CataLlama-8B) 22.54 19.09 19.86 19.63 (Llama 3-8B)

wnli

en - 40.84 18.30 32.40 (Gemma-7B)

es (Occiglot_eu5-7B) 23.94 -12.68 7.04 26.76 (Mistral-7B)

ca (Aitana-6.3B) 15.50 35.22 9.86 26.76 (Gemma-7B)

eu (Latxa-13B) 21.12 1.40 9.86 -4.22 26.76 (mGPT-1.3B)

truthfulqa
en - 20.37 19.48 19.67 (Gemma-7B)

gl (Carvalho-1.3B) 6.30 10.62 12.11 8.32 (Llama 3-8B)

paws

en - 31.40 31.10 40.10 (Mistral-7B)

es (Occiglot_eu5-7B) 38.70 26.70 29.00 35.20 (Mistral-7B)

ca (CataLlama-8B) 32.40 25.40 37.50 43.30 (Mistral-7B)

gl (Carballo-B-1.3B) 7.90 36.00 32.30 35.60 (Gemma-7B)

xquad
en - 81.81 83.40 81.99 (Llama 3-8B)

es (Occiglot_eu5-7B) 75.56 75.17 76.88 76.71 77.48 (OLMo-7B)

ca (FLOR-6.3B) 59.74 75.36 75.76 76.24 (Mistral-7B)

mgsm_direct

en - 15.00 13.00 13.00 (Gemma-7B)

es (Tower-13B) 9.00 11.00 12.00 10.00 (Llama 3-8B)

ca (Aitana-6.3B) 3.00 38.00 9.00 8.00 (Gemma-7B)

eu (Latxa-13B) 4.00 10.00 9.00 4.00 (Gemma-7B)

gl 0.00 12.00 9.00 6.00 (Gemma-7B)

belebele

en - 81.48 81.92 79.41 (Llama 3-8B)

es (Occiglot_es/en-7B) 50.96 72.00 75.41 66.81 (Llama 3-8B)

ca (CataLlama-8B) 69.92 71.11 72.29 65.33 (Llama 3-8B)

eu (Latxa-13B) 35.41 53.19 44.75 16.29 (Gemma-7B)

gl (Carballo-B-1.3B) 0.19 68.85 72.56 54.91 (Llama 3-8B)

pt (Tower-13B) 45.63 72.75 76.00 68.44 (Llama 3-8B)

Table 6: Five-shot performance on IberoBench tasks parallel in English and at least one language in the benchmark.
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D.3 Results per category and language
Figures 1, 2, 3, 4, and 5 report the 5-shot average performances per category in the CatalanBench,
SpanishBench, BasqueBench, GalicianBench, and PortugueseBench, respectively. Figures 6, 7, 8, 9, and
10 show the values for 0-shot.
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Figure 1: Five-shot performance using NPM scores on CatalanBench tasks. For each category, we report the three
best performing monolingual Catalan-specific models (in blue) and the three best performing multilingual-SOTA
models (in orange).
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Figure 2: Five-shot performance using NPM scores on SpanishBench tasks. For each category, we report the three
best performing monolingual Spanish-specific models (in blue) and the three best performing multilingual-SOTA
models (in orange).
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Figure 3: Five-shot performance using NPM scores on BasqueBench tasks. For each category, we report the three
best performing monolingual Basque-specific models (in blue) and the three best performing multilingual-SOTA
models (in orange).
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Figure 4: Five-shot performance using NPM scores on GalicianBench tasks. For each category, we report the three
best performing monolingual Galician-specific models (in blue) and the three best performing multilingual-SOTA
models (in orange).
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Figure 5: Five-shot performance using NPM scores on PortugueseBench tasks. For each category, we report the three
best performing monolingual Portuguese-specific models (in blue) and the three best performing multilingual-SOTA
models (in orange).
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Figure 6: Zero-shot performance using NPM scores on CatalanBench tasks. For each category, we report the three
best performing monolingual Catalan-specific models (in blue) and the three best performing multilingual-SOTA
models (in orange).
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Figure 7: Zero-shot performance using NPM scores on SpanishBench tasks. For each category, we report the three
best performing monolingual Spanish-specific models (in blue) and the three best performing multilingual-SOTA
models (in orange).
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Figure 8: Zero-shot performance using NPM scores on BasqueBench tasks. For each category, we report the three
best performing monolingual Basque-specific models (in blue) and the three best performing multilingual-SOTA
models (in orange).
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Figure 9: Zero-shot performance using NPM scores on GalicianBench tasks. For each category, we report the three
best performing monolingual Galician-specific models (in blue) and the three best performing multilingual-SOTA
models (in orange).
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Figure 10: Zero-shot performance using NPM scores on PortugueseBench tasks. For each category, we report the
three best performing monolingual Portuguese-specific models (in blue) and the three best performing multilingual-
SOTA models (in orange).
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E Resources and reproducibility

For running the evaluations, we used a single compute node with 4 64GB NVIDIA Hopper H100 GPUs.
In all cases, we run the evaluation using data parallelism to reduce computation time, as the models
fit on a single GPU. The environment for running the EleutherAI framework utilized Torch version
2.1.0a0+32f93b1 and Transformers version 4.40.2. To ensure reproducibility of results, we consistently
set the random seed to 1234 across all evaluations. For the Occiglot_en/en-7B and Occiglot_eu5-7B
models, we loaded them in float16 format to reduce memory usage, as they were initially in float32
format, which required twice the storage space. Additionally, for these models and Mistral-7B, we
encountered memory issues in the execution of certain generative tasks that involve longer prompts or
require the generation of relatively long texts. Specifically, for the caBREU, xlsum_es and eus_reading
summary tasks, the maximum length of the model was limited to 5000 tokens to avoid these problems.

To compute the average of results per language, we took into account the normalized results of the tasks
listed in table 7: 27 tasks in Catalan, 17 in Spanish, 14 in Basque, 14 in Galician, and 4 in Portuguese.

Catalan arc_ca_challenge, arc_ca_easy, belebele_cat_Latn,
cabreu_abstractive, cabreu_extractive, cabreu_extreme,
catalanqa, catcola, copa_ca, coqcat, flores_ca,
mgsm_direct_ca, openbookqa_ca, parafraseja, paws_ca,
phrases_ca-va, phrases_va-ca, piqa_ca, siqa_ca, teca,
veritasqa_gen_ca, veritasqa_mc1_ca, veritasqa_mc2_ca,
wnli_ca, xnli_ca, xquad_ca, xstorycloze_ca

Spanish belebele_spa_Latn, copa_es, escola, flores_es,
mgsm_direct_es, openbookqa_es, paws_es, phrases_es-va,
phrases_va-es, veritasqa_gen_es, veritasqa_mc1_es,
veritasqa_mc2_es, wnli_es, xlsum_es, xnli_es, xquad_es,
xstorycloze_es

Basque belebele_eus_Latn, eus_exams_eu, eus_proficiency,
eus_reading, eus_trivia, flores_eu, mgsm_direct_eu,
piqa_eu, qnlieu, wnli_eu, xcopa_eu, xnli_eu,
xnli_eu_native, xstorycloze_eu

Galician belebele_glg_Latn, flores_gl, galcola, mgsm_direct_gl,
openbookqa_gl, parafrases_gl, paws_gl, summarization_gl,
truthfulqa_gl_gen, truthfulqa_gl_mc1, truthfulqa_gl_mc2,
veritasqa_gen_gl, veritasqa_mc1_gl, veritasqa_mc2_gl

Portuguese assin_entailment, assin_paraphrase, belebele_por_Latn,
flores_pt

Table 7: Languages included in IberoBench and their corresponding tasks used to compute the average scores for
each language, as shown in Tables 2 and 5.
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