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Abstract

Document Image Translation (DIT) aims to
translate documents in images from one lan-
guage to another. It requires visual layouts and
textual contents understanding, as well as doc-
ument coherence capturing. However, current
methods often rely on the quality of OCR out-
put, which, particularly in complex-layout sce-
narios, frequently loses the crucial document
coherence, leading to chaotic text. To overcome
this problem, we introduce a novel end-to-end
network, named Zoom-out DIT (ZoomDIT),
inspired by human translation procedures. It
jointly accomplishes the multi-level tasks in-
cluding word positioning, sentence recogni-
tion & translation, and document organization,
based on a fine-to-coarse zoom-out framework,
to progressively realize “chaotic words → co-
herent document” and improve translation. We
further contribute a new large-scale DIT dataset
with multi-level fine-grained labels. Extensive
experiments on public and our new dataset
demonstrate significant improvements in trans-
lation quality towards complex-layout docu-
ment images, offering a robust solution for reor-
ganizing the chaotic OCR outputs to a coherent
document translation.

1 Introduction

Document images such as scans, PDF renderings
are important carriers of human knowledge. Docu-
ment Image Translation (DIT), which is a crucial
task of digital transformation, aims to generate the
target-language translation for a document image
based on its visual cues and textual contents (Zhang
et al., 2023). However, DIT is a challenging task
in practical applications and is faced with numer-
ous difficulties (Cui et al., 2021): various document
types, complex layouts, semantic understanding
and cross-lingual translation, etc.

Currently, two groups of studies have been de-
voted to DIT task. The first group, vision-based
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Figure 1: The critical multi-level tasks in DIT. (a) Doc-
ument image. Red box indicates the text to translate.
(b) DIT relying on solely word-level information from
chaotic OCR words causes false translation. (c) Accom-
plishing the multi-level tasks including word position-
ing, sentence recognition, and document organization
rearranges chaotic words to coherent text, thereby ob-
taining correct and well-formalized translation results.

methods (Lan et al., 2023; Liang et al., 2024; Man-
simov et al., 2020; Tian et al., 2023; Zhu et al.,
2023), directly input the visual features encoded
by a vision encoder (e.g., ViT (Dosovitskiy et al.,
2021)) to a translation decoder. The second group,
text-based methods, use the words extracted by
Optical Character Recognition (OCR) for transla-
tion. They either use the sole text modality (Afli
and Way, 2016; Hinami et al., 2021) or combine
additional visual layouts with textual contents to
leverage multi-modalities (Zhang et al., 2023), and
achieve state-of-the-art (SOTA) performance. How-
ever, as shown in Fig. 1, when dealing with com-
plex document images (Fig. 1 (a)), the translation
should rely on coherent document, where words
are grouped as semantically complete and logically
organized sentences (Fig. 1 (c)), rather than chaotic
OCR words (Fig. 1 (b)). Accordingly, a more fa-
vorable DIT framework should involve tasks span-
ning multiple levels (from word to sentence, and to
document), including word positioning, sentence



10878

Sentence-LevelWord-Level Document-Level

Foundations

The Defence Data Foundations 

For Defence to develop and collate

Foundations

The Defence

For  Defence

Data  Foundations

to develop

and collate

Foundations

The Defence

For  Defence

Data  Foundations

to develop

and collate

Zoom Out Zoom Out

Figure 2: Overview of Zoom-Out Network. It first attends to the finest word-level text and visual layout, then zooms
out to accomplish coarse sentence-level tasks, finally formalizes and outputs the global document-level translation.
By fulfilling these multi-level tasks, it realizes “chaotic words → coherent document”, thereby improving translation.

recognition & translation, and document organiza-
tion. Nevertheless, in current methods, since there
are no special modules and objectives to guide the
multi-level tasks modeling, only the word-level
information is used, and we consider their DIT ca-
pabilities are limited. Therefore, how to effectively
model and unify the multi-level tasks into DIT for
a coherent document translation, is the vital step
to improve the performance of DIT.

To this problem, this paper introduces a novel
end-to-end framework, named Zoom-out DIT
(ZoomDIT), to model the multi-level tasks for DIT.
In this framework, model’s focus progressively
“zooms out” from the finest word level to coarse
sentence level, and finally reaches the global docu-
ment level, resembling human translation patterns.
Specifically, 1) First, at word level, model focuses
on capturing each word’s text and visual layout.
2) Second, at sentence level, model progressively
locates, completes, translates and organizes sen-
tences, aiming to reorganize the original chaotic
OCR words to semantically intact, logically or-
dered sentences and generate their translations. 3)
Third, at document level, model associates source
and target sentences, formalizing them to a co-
herent document translation as DIT results. Each
level deploys task-specific modules. A consecutive
feature flows across them to unify modules as an
end-to-end whole. By modeling and integrating the
multi-level tasks for DIT, ZoomDIT effectively re-
alizes “chaotic words → coherent document” and
improves translation quality.

In addition, to facilitate DIT’s further advance-
ment, we propose a data pipeline that enables au-
tomatic web document extracting and fine-grained
labels annotating. With this pipeline, we contribute
the DIT700K dataset. Compared with prior DI-
Trans (Zhang et al., 2023) and M3T (Hsu et al.,
2024) datasets, DIT700K contains more document
images (>700K) of various disciplines and pro-

vides multi-level fine-grained labels for DIT. Ex-
tensive experiments on DIT700K and the public DI-
Trans in three translation directions show the SOTA
performance of ZoomDIT. Our contributions are:

• A novel end-to-end DIT framework is pro-
posed. It integrates the multi-level tasks, that
have been largely overlooked, into DIT. With
intrinsic document coherence capturing abil-
ities, it relieves the reliance on chaotic OCR
outputs and improves translation qualities.

• A new automatic data pipeline and benchmark
DIT700K, which is the most large-scale and
fine-grainedly labeled dataset, will be released
to community1.

• Experiments show the proposed ZoomDIT
significantly outperforms prior SOTAs.

2 Zoom-Out DIT Network

Fig. 2 is the overview of our proposed Zoom-
out DIT (ZoomDIT) Network. Its focus gradually
zooms out from the finest word level, to coarse sen-
tence level, and then to global document level. 1)
At word level, model combines each word’s textual,
layout, and visual features as multi-modality fea-
tures. 2) At sentence level, model accomplishes sen-
tence prefix identification, completion, translation,
and organization tasks to derive semantically intact,
logically organized sentences, and generate their
translations. 3) At document level, model formal-
izes these sentences and their paired translations to
coherent document translation as DIT results. The
internal structure of ZoomDIT is shown in Fig. 3.

2.1 Word-Level: Multi-Modal Feature
Extraction

As shown in Fig. 3, the input is OCR words of a
document image, and words have been serialized

1https://huggingface.co/datasets/zhangzhiyang/DIT700K
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Figure 3: ZoomDIT’s internal structure. Model climbs from bottom to top to fulfill tasks at each level, from 1)
multi-modal feature extraction at word level, to 2) sentence prefix identification, completion, organization and
translation at sentence level, to 3) formalizing coherent translation at document level. Each level deploys task-specific
transformer-based modules. Feature flows across them consecutively to unify modules as an end-to-end whole.

according to a top-left to bottom-right order. Given
the image and OCR words, each word’s text em-
beddings Et, layout embeddings El, and image
embeddings Ei are extracted following previous
literature (Huang et al., 2022). Take layout em-
beddings as an example, given a word bounding
box b = (xtl, ytl, xbr, ybr), its top-left and bottom-
right coordinates are encoded by looking-up two
learnable embedding tables Embx and Emby re-
spectively for x/y-direction:

El = Lin([Embx(xtl, xbr); Emby(ytl, ybr)]) (1)

where [·] is concatenation and Lin (·) is linear pro-
jection for dimension compatibility.

Embeddings of all modalities are aggregated via
addition and fed into a document transformer to
obtain contextualized multi-modal feature Fm.

2.2 Sentence-Level: Coherence Capturing and
Translation

Conditioning on multi-modal word feature Fm,
four tasks are accomplished at the sentence level: 1)

A sentence prefix identification task identifies each
sentence’s prefix word; 2) A sentence completion
task predicts suffix words to complete a sentence
given prefix; 3) A sentence organization task orga-
nizes sentences in logical order; 4) A translation
task generates each source sentence’s translation.

Sentence Prefix Identification (SPI): It aims to
identify the prefix word of each sentence. Specifi-
cally, given the word feature sequence Fm, a trans-
former encoder is employed for feature refinement,
then a linear projection head classifies each word
as Prefix or Non-Prefix. Loss function for SPI is:

Lpref =
L∑
i=1

CE(prefi, P
pref
i )/L (2)

where prefi is ground-truth prefix label for i-th
word. P pref

i is i-th word’s classification probability.
CE(·) is CrossEntropy(·). L is sequence length
(i.e., the number of words).

Sentence Completion (SC): It aims to complete
the suffix words given a sentence’s prefix. Specifi-
cally, with the prefix word as the beginning and Fm
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as the context for cross-attention, SC employs a
transformer decoder to auto-regressively calculate
the hidden state F sent

i for a given timestep i. Then,
F sent
i is used to calculate cosine similarity with

each word in sequence Fm:

P sent
i =

exp((F sent
i )TFm

j + bj)

Σkexp((F
sent
i )TFm

k + bk)
(3)

where P sent
i is the normalized similarity score be-

tween i-th word and each word from Fm, b is learn-
able bias. The word with highest score is retrieved
as i-th word of current sentence. This process con-
tinues until it meets the prefix of another sentence.
After the completion of all sentences, we obtain
the feature sequence {F sent

k }Mk=1 of M sentences,
each feature F sent

k corresponding to a sentence.
Loss function for SC is:

Lcomp =

Lk∑
i=1

CE(si, P
sent
i )/

Lk∑
i=1

i (4)

where si is i-th word’s ground-truth one-hot sim-
ilarity score distribution over Fm. Lk is k-th sen-
tence’s sequence length. Note that above loss is for
a single sentence. The total loss for the SC task
should be further averaged over all sentences for a
document.

Sentence Organization (SO): Since sentences
are spatially placed onto the 2-dimensional image,
the SO task aims to derive sentences’ logical order
to guarantee document coherence for translation.
Specifically, given the sentence feature sequence
{F sent

k }Mk=1 and the prefix word feature of each
sentence {F pref

k }Mk=1, SO employs a transformer
decoder to predict the prefixes’ logical order (which
is also equivalent to sentences’ order). It employs
{F pref

k }Mk=1 as the context for cross-attention and
uses a “[CLS]” special token to prompt the de-
coding process to auto-regressively decide which
sentence’s prefix in {F pref

k }Mk=1 is logically adja-
cent to current sentence prefix. The decoding con-
tinues until all prefixes have been selected, after
which sentences are organized in correct logical
order. The reordered sentence feature is denoted as
{F̃ sent

k }Mk=1. Loss function for SO is:

Lorga =
M∑
k=1

CE(ordk, P
ord
k )/M (5)

where ordk is k-th sentence’s ground-truth order,
P ord
k is the classification probability over [1, M ].

Sentence Translation (ST): It is in charge of
sentence translation. Considering that the text se-
mantics in {F̃ sent

k }Mk=1 may be deviated due to
the noisy OCR input and preceding translation-
agnostic tasks, we employ a dual-channel decoder
following Passban et al., 2021. It comprises a cor-
rection channel to generate the denoised source
sentence and a translation channel to generate each
sentence’s translation. Take the translation channel
as an example, given k-th sentence’s feature F̃ sent

k ,
translation channel calculates the hidden states as
follows (subscript k is omitted for simplicity):

Htrans
n,≤j = MHCA(MHSA(Htrans

n−1,≤j , Oj), F̃
sent)

(6)
where Htrans

n,≤j is the hidden states output by the n-th
layer, MHSA/MHCA denotes multi-head self/cross
attention (Vaswani et al., 2017), Oj is causal atten-
tion mask. Htrans

N,≤j from the top layer is employed
as the translation features {F trans

k }Mk=1. Features
of the correction channel are calculated similarly.

2.3 Document-Level: Formalize and Output
Coherent Document Translation

At the document level, translation features of
all sentences {F trans

k }Mk=1 are sequentially con-
catenated as document translation feature, based
on which a translation head predicts the target-
language token to generate the document transla-
tion. Note that to promote training and inference
efficiency, during implementation, the translation
head is applied to sentence features {F trans

k }Mk=1 to
generate all sentence translations in parallel, which
is equivalent to translating document features:

P trans
k,j = Softmax

(
Linear

(
F trans
k,j

))
(7)

where P trans
k,j is the classification probability over

target-language vocabulary. Based on P trans
k,j , the

target token is predicted via beam search. Loss
function for the translation channel and head is:

Ltrans =
M∑
k=1

|Yk|∑
j=1

CE(Yk,j , P
trans
k,j )/

M∑
k=1

|Yk|∑
j=1

j

(8)
where Yk,j is the ground-truth target token of the k-
th sentence at timestep j. Loss function for the cor-
rection channel is similar and is denoted as Lcorr.

By associating translations with the organized
source sentences from SO task results, we derive
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Dataset # Images Trans. Direction Document Domain Word Text Word Box Sent. Prefix Sent. Order Sent. Translation Doc. Translation
DITrans 1,796 En→Zh Report, News, etc. ✓ ✓ ✓ ✓ ✓ ✓

M3T 1,016 En→Zh/De, etc. Report, Legal, etc. ✓ - - - - ✓

DIT700K ours
619K En→Zh/De

General Web Doc. ✓ ✓ ✓ ✓ ✓ ✓
99K Zh→En

Table 1: Comparisons with prior datasets. DIT700K offers multi-level fine-grained labels and a lot more images.

the coherent document translation, where (source
sentence, translation) pairs are organized in logical
order and their layout positions on image are pre-
served according to prefix word bounding boxes.

ZoomDIT is trained with all above multi-level
tasks to optimize all its modules jointly:

L = Lpref +Lcomp+Lorga+Ltrans+Lcorr (9)

3 Large-Scale Multi-Level Dataset

Along with ZoomDIT, we propose an automatic
data pipeline and a new dataset to facilitate DIT.

Data Pipeline: It automatically extracts and anno-
tates Word documents from the web. 1) It crawls
Word file URLs and downloads .docx and XML
source files. 2) A coloring scheme (Li et al., 2020)
assigns a unique color to each word in XML. 3) The
colored XML is rendered to PDF. 4) Document text
is extracted from XML, acquiring the (word, color)
pairs list that preserves logical order from XML.
PDF is parsed, acquiring (word box, color) pairs
list. 5) The two lists are merged by color, acquiring
(word, word box) pairs list. 6) Finally, each PDF
page is converted to .jpg image format. A SOTA
model (Nguyen et al., 2021) with high F1 (90%)
labels sentence prefixes and Google API provides
sentence translations. Refer to App. A for details.

DIT700K Dataset: With this pipeline, we con-
tribute a new DIT700K dataset. It contains 718K
images (619K in English, 99K in Chinese) with
multi-level fine-grained labels including word text
and box; sentence prefix, order, and translation;
and document translation in three directions. As
shown in Tab. 1, compared with prior dataset M3T
(Hsu et al., 2024), DIT700K provides more fine-
grained labels that support multi-level tasks of DIT.
Document images in DIT700K are also more large-
scale and diverse-disciplinary than prior M3T and
DITrans (Zhang et al., 2023). These properties con-
stitute a more comprehensive benchmark for DIT.

Simple-Layout 
(a) DIT700K-En 

Complex-Layout Simple-Layout Complex-Layout 
(b) DIT700K-Zh 

(c) DITrans-Report (d) DITrans-News (e) DITrans-Ad (f) DITrans-Book 

Figure 4: Image examples of the used datasets.

4 Experiments

4.1 Experiment Settings

Datasets: We do experiments on DIT700K and
DITrans datasets. 1) For DIT700K, testsets are
divided according to layout complexity. Specifi-
cally, following Wang et al., 2021, document words
are serialized via “top-left to bottom-right” rule to
discard layouts and are calculated a BLEU score
with ground-truth layout-preserving document text.
Lower BLEU means a more complex layout that
is not well-captured by the rule. With this metric
(termed Layout Score), documents with the low-
est/highest scores are selected as complex/simple-
layout testset, each having 1024 examples. 2) For
DITrans, it provides complex-layout documents
carefully selected from four specific domains, each
domain is split with the ratio Train: Test ≈ 4:1.
Fig. 4 shows examples from DIT700K and DITrans.
Tab. 2 gives their detailed statistics.
Setups: Four setups with increasing difficulty are
conducted for comprehensive evaluations. 1) Setup-
Simple.GT: Evaluation of simple-layout documents
with ground truth as input; 2) Setup-Simple.OCR:
Evaluation of simple-layout documents with OCR
results as input; likewise, we have more difficult 3)
Setup-Complex.GT and 4) Setup-Complex.OCR.
SAR (Li et al., 2019) is employed as OCR engine.
Following Zhang et al. 2023, page-level BLEU and
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Dataset Domain Acquisition Direction # Image
# Word/ Trainset Testset (Simple Layout) Testset (Complex Layout)
Image # Image # Sent. Lay. Score # Image # Sent. Lay. Score # Image # Sent. Lay. Score

DIT700K-En General Digit-Born En→Zh/De 619K 237 617K 20M 81.22 1024 25,477 87.99 1024 63,629 74.49
DIT700K-Zh General Digit-Born Zh→En 99K 431 98K 2.7M 88.65 256 5,966 92.71 256 11,715 74.12
DITrans-Report Report Scan En→Zh 902 245 722 17,030 72.97 - - - 180 4,878 69.35
DITrans-News News Scan En→Zh 396 219 316 4,589 76.16 - - - 80 1,841 74.92
DITrans-Ad Ad. Scan En→Zh 377 123 302 4,416 61.18 - - - 75 1,702 55.31
DITrans-Book Book Camera En→Zh 121 247 91 1,635 44.96 - - - 30 678 40.40

Table 2: Statistics of the used datasets.

DIT700K-En (En→Zh)

Method Modality
Setup-Simple.GT Setup-Simple.OCR Setup-Complex.GT Setup-Complex.OCR Average

Params
BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF

DIMTDA1 V 34.65 45.93 34.65 45.93 25.49 35.11 25.49 35.11 30.07 40.52 216M
TextMT[BERT2] T 38.94 48.43 33.49 46.33 30.93 42.56 26.19 37.90 32.39 43.81 134M
LayoutLM3-Dec T+L 40.27 49.84 35.58 48.42 32.66 43.46 28.03 38.84 34.14 45.14 136M
BROS4-Dec T+L 41.36 51.68 36.57 47.48 33.31 44.53 28.37 39.74 34.90 45.86 134M
∗LayoutXLM5-Dec T+L+V 41.97 51.46 38.12 48.05 32.07 43.06 28.51 39.56 35.17 45.54 387M
LayoutLMv36-Dec T+L+V 41.66 51.85 37.54 48.00 32.58 43.37 28.90 39.87 35.17 45.77 149M
LiLT-Roberta7-Dec T+L 40.28 50.82 35.80 48.64 34.57 45.02 30.60 41.50 35.31 46.50 152M
LayoutDIT8 T+L 42.47 52.67 38.35 48.96 34.40 44.90 30.59 41.51 36.45 47.01 141M

ZoomDIT[LayoutLMv36] ours T+L+V 44.45 54.52 40.24 50.85 37.07 47.42 33.13 43.86 38.72 49.16 159M

DIT700K-Zh (Zh→En)
∗TextMT[XLM-Roberta9] T 31.63 59.20 29.66 57.63 19.30 44.35 18.32 42.85 24.73 51.01 301M
∗TextMT[InfoXLM10] T 34.52 61.05 29.64 56.71 19.50 45.42 18.32 43.20 25.49 51.60 293M
∗LiLT-XLM7-Dec T+L 37.05 61.74 35.43 60.28 29.04 51.58 27.18 50.36 32.18 55.99 304M
∗LayoutXLM5-Dec T+L+V 42.83 67.23 38.52 63.48 31.53 55.17 28.70 52.77 35.39 59.66 387M
∗ZoomDIT[LayoutXLM5] ours T+L+V 44.45 67.25 41.14 65.12 39.86 62.59 37.34 60.61 40.70 63.89 415M

DIT700K-En (En→De)

DIMTDA1 V 37.21 59.20 37.21 59.20 28.60 52.51 28.60 52.51 32.91 55.86 221M
TextMT[BERT2] T 41.95 65.01 37.12 61.13 31.73 60.23 26.87 56.30 34.42 60.67 142M
LayoutLMv36-Dec T+L+V 44.27 66.75 40.42 63.70 34.10 60.79 30.63 58.10 37.36 62.33 157M
LiLT-Roberta7-Dec T+L 43.69 65.65 38.95 61.81 35.52 61.16 31.34 58.21 37.38 61.71 159M
LayoutDIT8 T+L 44.88 68.11 40.43 64.58 35.82 63.32 31.47 60.12 38.15 64.03 149M

ZoomDIT[LayoutLMv36] ours T+L+V 47.05 69.60 42.82 66.33 39.67 66.38 35.28 63.33 41.21 66.41 167M

Table 3: Results of En→Zh/De task on DIT700K-En dataset and Zh→En task on DIT700K-Zh dataset. T, L, V
denote text, layout, vision modality of model input. ∗The multilingual model. []: Pre-trained weights for initialization.
1(Liang et al., 2024); 2(Devlin et al., 2019); 3(Xu et al., 2020); 4(Hong et al., 2022); 5(Xu et al., 2021); 6(Huang
et al., 2022); 7(Wang et al., 2022); 8(Zhang et al., 2023); 9(Conneau and Lample, 2019); 10(Chi et al., 2021).

chrF++ are employed as evaluation metrics.

Baselines: Baselines include 1) The vision-based
SOTA model DIMTDA; 2) Text-based models,
including: TextMT based on text-only encoder-
decoder to use only text modality; DocEnc-
Dec model series based on document encoder-
decoder to incorporate text and visual layout multi-
modalities, e.g., LayoutLM-Dec, LiLT-Dec, and
the SOTA LayoutDIT, etc. We ensure all baselines’
and our model’s parameter numbers are compa-
rable when implementation. All models are first
pre-trained on the large-scale DIT700K and then
continually trained for DITrans experiments. Refer
to App. B for more baseline and implementation
details.

4.2 Comparison with Prior State-of-the-Arts

We evaluate the performance of ZoomDIT on the
public DITrans and our proposed DIT700K.

DIT700K: As shown in Tab. 3, generally, all meth-
ods perform best under Setup-Simple.GT and worst
under Setup-Complex.OCR, revealing the signifi-
cant impact of layout complexity and OCR noise on
DIT. On En-Zh direction, DIMTDA and TextMT
perform the worst since the single modality (vision
or text) is insufficient for DIT. DIMTDA shows
consistent results across GT/OCR setups since it is
vision-based and OCR-free. Compared with them,
methods (LayoutLM-Dec → LayoutDIT) incorpo-
rating text with visual layout show better results,
e.g., LayoutLMv3-Dec improves 5.10/2.78 avg.
BLEU on DIMTDA/TextMT. By modeling multi-
level tasks, ZoomDIT significantly improves on
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DITrans (En→Zh) DITrans-Report DITrans-News DITrans-Ad DITrans-Book
Average

Setup (Complex.GT/OCR) GT OCR GT OCR GT OCR GT OCR

Method BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF

TextMT[BERT] 23.16 37.55 20.79 35.12 20.39 32.20 15.12 27.66 15.61 26.74 11.66 21.76 10.10 21.77 8.08 19.72 15.61 27.81
LayoutLMv3-Dec 26.74 39.67 23.51 36.93 22.52 35.04 17.62 29.26 21.32 32.52 17.58 28.50 12.91 25.11 10.34 20.89 19.07 30.99
LiLT-Roberta-Dec 28.25 39.98 24.16 36.40 23.29 34.44 18.73 29.78 22.55 32.56 16.68 26.66 14.50 26.85 12.37 24.49 20.07 31.40
LayoutDIT 28.04 40.65 24.32 37.26 23.31 36.18 19.84 33.20 24.95 36.66 21.14 32.86 12.93 25.26 11.69 23.94 20.78 33.25

ZoomDIT[LayoutLMv3] ours 30.00 42.37 25.68 38.45 25.14 37.98 20.59 33.71 26.75 38.21 23.48 34.93 14.52 26.07 11.18 23.54 22.17 34.41

Table 4: Results of the En→Zh task on the four specific domains of DITrans dataset.

top of LayoutLMv3-Dec and achieves the best re-
sults under all setups. Its SOTA performance is also
observed in Zh-En and En-De directions.
DITrans: Due to the more complex layouts as
depicted in Tab. 2 and fewer training examples,
DITrans results (Tab. 4) are relatively lower than
DIT700K. Likewise, LayoutLmv3-Dec outper-
forms TextMT due to multi-modality utilization.
LiLT-Roberta-Dec shows better results, especially
on DITrans-Book. We attribute this to its dual-
stream backbone for text-layout decoupling, which
improves learning efficiency under low-resource
scenarios (e.g., DITrans-Book). Clearly, ZoomDIT
still achieves the best results in most domains and
on average. Its SOTA results on two datasets re-
veal the effectiveness of ZoomDIT’s fine-to-coarse
framework in unifying multi-level tasks into DIT.

4.3 Intermediate Results Evaluation

To investigate whether ZoomDIT accomplishes
multi-level tasks well, except for the final trans-
lation results, all intermediate results are also thor-
oughly evaluated. Metrics for sent. prefix identi-
fication task are precision, recall, and F1. As for
sent. completion and organization tasks, referring
to prior format-preserving OCR task (Blecher et al.,
2024; Sun et al., 2024), metrics are BLEU and chrF,
which compute the similarity between model pre-
dicted document text and the ground-truth text.

As shown in Tab. 5, our model achieves high
F1 values on sent. prefix identification task. Based
on the accurately identified prefixes, subsequent
completion and organization tasks are effectively
fulfilled with BLEU scores approaching or sur-
passing 80 on most datasets and setups except
for DITrans-Book, since DITrans-Book has very
complex-layout document images (Layout Score
≈ 40 as depicted in Tab. 2) and extremely scarce
training examples. These promising intermediate
results demonstrate that our model successfully
fulfills multi-level tasks and reorganizes chaotic
words into a coherent document, thus improving

DIT700K-En (En→Zh)

Setup
Prefix Identification Sent. Completion Sent. Organization

Prec. Rec. F1 BLEU chrF BLEU chrF

Simple.GT 92.94 92.84 92.23 95.09 97.58 96.49 97.96
Simple.OCR 93.08 92.70 92.23 94.88 97.47 96.28 97.85
Complex.GT 92.89 90.44 90.83 89.26 93.56 91.47 94.21
Complex.OCR 92.77 90.00 90.54 89.07 93.60 91.29 94.25

DIT700K-Zh (Zh→En)

Simple.GT 93.84 88.35 89.70 92.99 91.99 95.32 95.00
Simple.OCR 94.02 88.17 89.75 92.66 91.66 95.13 94.83
Complex.GT 91.45 89.42 89.59 76.63 74.81 82.78 82.18
Complex.OCR 91.47 88.78 89.26 74.28 72.63 80.53 80.05

DIT700K-En (En→De)

Simple.GT 92.67 92.62 92.00 94.69 97.38 96.11 97.75
Simple.OCR 92.69 92.53 91.96 94.43 97.15 95.86 97.51
Complex.GT 92.43 90.07 90.35 89.52 93.72 91.73 94.38
Complex.OCR 92.54 89.64 90.18 89.28 93.79 91.51 94.44

DITrans-Report (En→Zh)

Complex.GT 95.69 94.51 94.70 83.50 91.53 87.10 92.40
Complex.OCR 95.32 93.42 93.96 81.09 90.10 84.83 91.01

DITrans-News (En→Zh)

Complex.GT 93.89 93.69 93.40 90.94 94.41 91.67 94.57
Complex.OCR 93.47 92.59 92.64 90.34 93.88 91.19 94.12

DITrans-Ad (En→Zh)

Complex.GT 88.89 90.60 89.25 80.26 88.68 82.87 89.44
Complex.OCR 88.69 89.02 88.26 80.68 88.94 82.61 89.47

DITrans-Book (En→Zh)

Complex.GT 89.76 86.77 87.88 66.71 78.09 70.01 78.83
Complex.OCR 88.66 84.55 86.10 63.40 76.44 65.75 77.20

Table 5: Detailed evaluation of intermediate results.

translation results.

4.4 Discussions and Ablations

We deeply study each task module’s effectiveness
of our model on the DIT700K-En dataset in Tab. 6,
where (e) is full model as the performance anchor.

1) First, to ablate prefix identification task mod-
ule, we use only the first word of the serialized
OCR words, instead of model-predicted whole pre-
fix words, as the beginning for subsequent sent.
completion (model (a)). This severely damages sen-
tence completion (a vs. e) since it is more difficult
to complete the whole document in one pass. Trans-
lation is also affected negatively. 2) Second, to ab-
late completion task module, we replace it with
hard-code rule (model (b)). The rule simply takes
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Tag
Different Task Modules Setup-Complex.GT Setup-Complex.OCR

Sent. Pref. Sent. Comp. Sent. Orga. Sent. Trans. Pref. Comp. Orga. Trans. Pref. Comp. Orga. Trans.
(a) First Word Model Pred. Model Pred. Dual-Channel - 81.30 81.30 27.12 - 80.95 80.95 24.09
(b) Model Pred. Rule-Based Model Pred. Dual-Channel 90.80 74.26 74.47 23.80 90.53 73.82 74.02 21.61
(c) Model Pred. Model Pred. Rule-Based Dual-Channel 90.83 89.26 89.26 36.24 90.54 89.07 89.07 32.31
(d) Model Pred. Model Pred. Model Pred. Single-Channel 90.61 88.97 91.20 36.01 90.40 88.27 90.46 31.60
(e) Model Pred. Model Pred. Model Pred. Dual-Channel 90.83 89.26 91.47 37.07 90.54 89.07 91.29 33.13
(f)

Ground-Truth
Model Pred. Model Pred.

Dual-Channel
100.00 90.73 93.12 38.03 100.00 90.47 92.87 33.57

(g)
Ground-Truth

Model Pred. 100.00 95.75 97.37 38.94 100.00 95.67 96.93 34.64
(h) Ground-Truth 100.00 95.75 100.00 40.52 100.00 95.67 100.00 36.07
Pref., Comp., Orga., and Trans. denote prefix identification, completion, organization, and translation. Metrics: Pref. - F1, Comp./Orga./Trans. - BLEU.

Table 6: Effects of different task modules in our model on DIT700K dataset.

the words between two adjacent prefix words for
first sentence completion. This causes heavy degra-
dation in completion and translation results (b vs.
e). 3) Third, to ablate organization task module,
we replace it with “top-left to bottom-right” rule to
reorder prefix words for sent. organization (model
(c)). Since all model input words (including pre-
fixes) have already been sorted with this rule, it
brings no improvements to organization task and
causes worse translation results (c vs. e). 4) Fi-
nally, for translation task module, we disentan-
gle correction channel’s effect in model (d), which
has almost no impact on intermediate results but
causes 1.06/1.53 BLEU decline under GT/OCR
setup. This verifies the auxiliary effectiveness of
correction channel.

In addition, to explore performance upper bound,
we gradually replace model predictions with
ground-truth labels in (f) (g) (h). Intermediate
results significantly improve or achieve 100.00
scores, continuously benefiting translation. This
reveals an ideal coherent document facilitates trans-
lation and ZoomDIT provides promising results.

4.5 Visualization Cases

A visualized case is given in Fig. 5. Translation
from LayoutLMv3-Dec is incoherent and seman-
tically confused since it excessively depends on
the chaotic OCR words. For example, the source
word “Location” should be grouped with “WebEx”
as a translation unit but is linked with “Committee
Chair”, causing false source text and translation.
In contrast, ZoomDIT successfully predicted all
sentences and their logical order, therefore produc-
ing a coherent source document and correct, well-
formalized translation. Refer to App. C for more
visualization cases.

LayoutL
Mv3-Dec

会议 摘要 12 流域 恢复 和 增强 委员会 会议 2020 年 5 月 13 日 | 中午 12 : 
30 - 下午 3 : 30 | 12 网页 | 网页 | 地点 委员会 主席 讲义 网页 Rebecca 
Brown Rebecca.brown@ecy.wa.gov 议程 

ZoomDIT 
(Ours)

(1) 会议 记录
(2) WRIA 12 届 流域 恢复 和 增强 委员会 会议
(3) 2020 年 5 月 13 日 |
(4) 中午 12 : 30 - 3 : 30 |
(5) WRIA 12 网页 |
(6) 网页
(7) 地点 网址
(8) 委员会 主席 Rebecca Brown Rebecca.brown@ecy.wa.gov
(9) 讲义 议程

Ground-
Truth

S: Source 
T: Target

(1) S: Meeting Summary        T: 会议 纪要
(2) S: WRIA 12 Watershed Restoration and Enhancement Committee Meeting
      T: 第 12 届 WRIA 流域 恢复 和 加强 委员会 会议
(3) S: May 13, 2020 |        T: 2020 年 5 月 13 日 |
(4) S: 12:30 p.m.-3:30 p.m. |      T: 中午 12 : 30 - 下午 3 : 30 |
(5) S: WRIA 12 Webpage |        T: WRIA 12 网页 |
(6) S: Webmap        T:  网络 地图
(7) S: Location WebEx        T: 位置 网讯
(8) S: Committee Chair Rebecca Brown Rebecca.brown@ecy.wa.gov
      T:  委员会 主席 Rebecca Brown Rebecca.brown@ecy.wa.gov
(9) S: Handouts Agenda        T:  讲义 议程

Figure 5: DIT case. Top: Document image. Red box
indicates the text to translate. The recognized sentences
and their logical order predicted by our model are visual-
ized with green/white-color boxes and numbers. Bottom:
Translation results from models and ground truth.

5 Related Work

Deep neural models have proven to be very success-
ful and have motivated machine translation from
plain text to multi-modalities (Liang et al., 2024;
Ma et al., 2023a,b,c; Yu et al., 2024; Zhang et al.,
2023; Zhao et al., 2023). As a multi-modal machine
translation task, DIT involves the cooperation of
document text and visual layout. To this task, many
efforts have been devoted to the simple-layout sen-
tence/paragraph image (e.g., movie subtitle) trans-
lation. They mostly model this task as image-to-
text transformation based on vision-encoder text-
decoder paradigm, with specially designed mod-
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ules or tasks to bridge image-text modality gap,
such as modal contrastive learning (Ma et al.,
2023a), auxiliary text translation task (Zhu et al.,
2023), multi-modal unified codebook (Lan et al.,
2023), etc. Some other works (Lan et al., 2024;
Mansimov et al., 2020; Tian et al., 2023) convert
the source-text image to target-translation image
to realize in-image text translation for higher effi-
ciency. These methods have achieved impressive
results on sentence/paragraph images. However, it
is hard for them to generalize well to whole-page
document images since they presuppose that sen-
tences/paragraphs could be ideally cropped from
the image, which is not always true in practice.

As for document image translation, early work
(Afli and Way, 2016) directly translates OCR words
with a text encoder-decoder. Considering the multi-
modality nature of document images, recent stud-
ies incorporate extra visual layout information into
DIT, with external layout parser (Hinami et al.,
2021) or intrinsic layout-oriented encoders (Liang
et al., 2024; Zhang et al., 2023). These methods
are not restricted to sentence/paragraph images but
can also tackle complex-layout document images.
However, they still conduct translation based on
chaotic OCR words, ignoring the document coher-
ence which is crucial for DIT. As a remedy, this
work models the multi-level tasks to recover a co-
herent document for DIT, thus improving transla-
tion quality and achieving new SOTA performance.

6 Conclusion

This paper proposes the Zoom-Out DIT framework.
It combines multi-granularity, multi-level tasks in
an end-to-end framework, thereby recovering a co-
herent document and achieving joint optimization.
The information-rich intermediate results can also
facilitate relevant document tasks. Besides, we con-
struct a comprehensive benchmark with large scale
and multi-level labels, which will prompt DIT com-
munity. Extensive experiments have demonstrated
our model significantly outperforms prior methods,
pushing DIT to a higher performance level.

Limitations

Although ZoomDIT achieves the best results in
most domains, it slightly lags behind the LiLT-
Roberta-Dec model in the DITrans-Book domain.
We suppose this may be due to the distribution
shift from DIT700K digit-born regular image to
DITrans-Book camera deformed image, which

causes performance degradation to our model. Re-
ferring to literature (Wang et al., 2022), in future
work, we will consider incorporating the LiLT-
Roberta-Dec model’s text-layout dual-stream back-
bone into our framework to improve its domain
transferring efficiency toward low-resource DIT
scenarios.
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Step  1 Download Word Source Files

<pkg: xmlData>
    <w:document>
        <w:t>
            <w:color “417FE6”>

          Article
      </w:color>... ...</w:t>

             ... ...
        <w:t>
            <w:color “7B2459”>
                Registry
            </w:color> ... ... </w:t>
    </w:document>
</pkg: xmlData>

The Docx File
Article 1
1. Covenants of Registry Operator
1.1.  Approved Services

Registry Operator 
shall be entitled

The Underlying XML File

<pkg: xmlData>
  <w:document>
    <w:body>
      <w:t>Article 1</w:t>
      <w:t>1. Covenants of ... ... </w:t>
      <w:t>1.1. Approved ... ... </w:t>
      <w:t>Registry Operator ... ... </w:t>
    </w:body>
  </w:document>
</pkg: xmlData>

Step  2 Coloring Each Word in XML

Step  3 Rendering XML to PDF
Article 1
1. Covenants of Registry Operator
1.1.  Approved Services

Registry Operator 
shall be entitled

Step  4 Parsing the colored XML and PDF

(Word, Color) from XML (Word Box, Color) from PDF

(“Article”, 417FE6)
... ...
(“Registry”, 7B2459)
... ...

([239, 158, 328, 184], 417FE6)
... ...
([295, 285, 402, 319], 7B2459)
... ...

Step  5 Matching Word and Word Box by Color 

(“Article”, [239, 158, 328, 184]), (“1”, [339, 158, 353, 
184]) ... ...
(“Registry”, [295, 285, 402, 319]), (“Operator”, [413, 285, 
528, 319]) ... ...

Step  6 Identifying Sent. Prefix & Translating Sentences 

- Sent. #1
- Src Text: “Article 1”
- Src Box:  [[239, 158, 328, 184], [339, 158, 353, 184]]
- Translation: “第一条”

... ...

Figure 6: The automatic data pipeline for processing a document file. 1) Step 1: Word source files (Word .docx and
the corresponding XML file) are crawled from websites. 2) Step 2: Each word in XML file is assigned a unique
color code as the identifier. 3) Step 3: The colored XML is rendered to PDF. 4) Step 4: Extracting (word, color)
pairs from XML, (word box, color) pairs from PDF. 5) Step 5: Associating each word with its bounding box using
color as the key. 6) Step 6: Labeling sentence prefixes and sentence translations with model and Google API.

A Automatic Data Pipeline Details

The pipeline is shown in Fig. 6. The first step is to
crawl websites to extract URLs that point to Word
files and download source files (.docx file and the
underlying XML file) from these URLs. Then, sim-
ilar to Li et al. 2020, we use a coloring scheme
to assign a unique color code to each word in the
XML file, the colored document is then rendered
to a PDF file with LibreOffice2 library. Next, we
extract the full document text from the XML file us-
ing python-docx3, acquiring a sequence of (word,
color) pairs. The text is in logical order due to
the internal well-organized XML structure. At the
same time, we parse the PDF file with PyMuPDF
library4 to extract word bounding boxes and word
color, acquiring a sequence of (word box, color)
pairs. Next, the two sequences are merged with
color code as the key, resulting in the sequence
of (word, word box) pairs. In the final step, each
PDF page is converted to .jpg image format. An ad-
vanced prefix detection tool (F1 ≥ 90%) supplied
by NLP toolkit (Nguyen et al., 2021) is used to
annotate the sentence prefixes, and Google Trans-
lation API is used to produce sentence translations.

2https://www.libreoffice.org/
3https://github.com/python-openxml/python-docx
4https://github.com/pymupdf/PyMuPDF

B Experiment Setting Details

B.1 Baselines

Vision-Based Method:

• DIMTDA (Liang et al., 2024): It is the SOTA
vision-based OCR-free model for academic
document translation. It employs two sepa-
rate pre-trained ViT encoders to extract visual
and layout features from the image and a text
decoder to generate translation.

Text-Based Methods:

• TextMT: A standard transformer encoder-
decoder model (Vaswani et al., 2017) for trans-
lation based on solely text modality.

• DocEnc-Dec: Models of this series employ
advanced pre-trained document encoders such
as LayoutLMv3 as the encoder to incorpo-
rate the multi-modality feature of a document,
and employ a text decoder to generate trans-
lation. In our experiments, several represen-
tative document encoders are experimented
with, including 1) the canonical LayoutLM
(Xu et al., 2020), 2) BROS (Hong et al., 2022)
that considers relative spatial positions, 3) the
dual-stream document encoder – LiLT (Wang
et al., 2022), and 4) models that further in-
corporate visual features beyond layout and
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text – LayoutXLM (Xu et al., 2021) and Lay-
outLMv3 (Huang et al., 2022). Baselines of
this class are denoted as DocEnc-Dec (e.g.,
LayoutLM-Dec).

• LayoutDIT (Zhang et al., 2023): This model
resembles LayoutLM-Dec with a multi-modal
encoder for document feature extraction
but decomposes the one-step decoding in
LayoutLM-Dec into three-step decoding to
alleviate the long context and text order prob-
lems in document image translation.

B.2 Implementation Details
Model Configurations: As described in Sec.
2, ZoomDIT’s modules are all based on trans-
former encoder/decoder layers. Specifically, its
document transformer encoder employs 6 en-
coder layers. Its sentence prefix identifica-
tion/completion/organization/translation modules
employ 1/3/1/3 encoder/decoder layers, respec-
tively. Following previous literature (Devlin
et al., 2019), each encoder/decode layer has 768-
dimensional hidden sizes, 12 attention heads, and
3,072 feed-forward hidden units. Baseline models’
hyper-parameters are consistent with our model.
e.g., the DocEnc-Dec models employ 6/6 layers for
their encoder/decoder to have comparable parame-
ter numbers as our model.

Training and Inference Configurations: Mod-
els are first pre-trained on the large-scale DIT700K
dataset and then continually trained for DI-
Trans experiments. During training, Adam opti-
mizer (Kingma and Ba, 2015) is applied with
(β1 = 0.9, β2 = 0.98). Both dropout rate and la-
bel smoothing are set to 0.1. For training runs
on DIT700K, the learning rate is 1e−4 with a
warm-up on 5% training steps and then a lin-
ear schedule strategy. Models are trained for 80K
steps with a batch size of 8. Before training, all
models are initialized with pre-trained weights
from their corresponding pre-trained models to im-
prove performance, e.g., pre-trained BERT (De-
vlin et al., 2019) for TextMT, pre-trained Lay-
outLMv3 for LayoutLMv3-Dec. In particular, for
En-Zh/De tasks, our model is initialized with Lay-
outLMv3 which has been pre-trained on English
documents; for Zh-En task, our model is initialized
with LayoutXLM which has been pre-trained on
multi-lingual documents. For training runs on DI-
Trans, the learning rate is reduced to 2e−5. Models
are trained for 20 epochs with a batch size of 6.

During inference, beam search is applied for trans-
lation with a beam size of 4.

C More Visualization Cases

LayoutL
Mv3-Dec

2017 年 2 月 2018 年 5 月 最低 轮椅 使用者 空间 的 最低 轮椅 使用者 空
间 百分比 满足 最低 轮椅 使用者 空间 的 最低 轮椅 使用者 空间 的 百
分比 

ZoomDIT 
(Ours)

(1) 2017 年 2 月
(2) 2018 年 5 月
(3) 最低 轮椅 使用者 空间 满足 吗 ？
(4) 最低 轮椅 使用者 空间 的 百分比
(5) 最低 轮椅 使用者 空间 满足 吗 ？
(6) 最低 轮椅 使用者 空间 的 百分比

Ground-
Truth

S: Source 
T: Target

(1) S: February 2017        T: 2017 年 2 月
(2) S: May 2018        T: 2018 年 5 月
(3) S: Minimum wheelchair user spaces met?        
      T: 满足 最小 轮椅 使用者 空间 要求 吗 ？
(4) S: % of minimum wheelchair user spaces     
      T: 最小 轮椅 使用者 空间 的 百分比
(5) S: Minimum wheelchair user spaces met?
      T: 满足 最小 轮椅 使用者 空间 要求 吗 ？
(6) S: % of minimum wheelchair user spaces
      T:  最小 轮椅 使用者 空间 的 百分比

Figure 7: DIT case study of table.

LayoutL
Mv3-Dec

圣经 文本 1 . 比尔 士王 的 宴会 。 2 . 比尔 士王 的 绝望 。 3 . 比尔 士
王 的 俘虏 。 4 . 比尔 士王 的 死亡 。 关键词 巴尔 士 - 巴尔都 是 保护
者 。

ZoomDIT 
(Ours)

(1) 圣经 文本 丹尼尔 第 5 章
(2) 关键 诗篇 丹尼尔 5 : 25
(3) 关键词 贝尔法 萨尔 - 所以 是 保护者 。
(4) 1 . 贝尔法 萨尔 王 的 宴会 。
(5) 2 . 贝尔法 萨尔 王 之谜 。
(6) 3 . 贝尔法 萨尔 王 的 俘虏 。
(7) 4 . 贝尔法 萨尔 王 的 灭亡 。

Ground-
Truth

S: Source 
T: Target

(1) S: Bible Text Daniel chapter 5       T: 圣经 但 以理书 第 5 章
(2) S: Key Verse Daniel 5:25       T: 关键 经文 但 以理书 5 : 25
(3) S: Key Word Belshazzar- bal is the protector.        
      T: 关键词 伯沙 撒 - 保护者 。
(4) S: 1. The banquet of King Belshazzar.      
      T: 1 . 伯沙撒王 的 宴会 。
(5) S: 2. The enigma of King Belshazzar.
      T: 2 . 伯沙撒王 之谜 。
(6) S: 3. The captive of King Belshazzar.
      T: 3 . 伯沙撒王 的 俘虏 。
(7) S: 4. The demise of King Belshazzar.
      T: 4 . 伯沙撒王 的 灭亡 。

Figure 8: DIT case study of item list.

Our motivation behind ZoomDIT is to jointly
model multi-level tasks including sentence recogni-
tion and organization and unify them into DIT. In
Fig. 7, ZoomDIT successfully predicts sentences
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in table cells and their logical order, thereby giv-
ing correct translations. However, LayoutLMv3-
Dec treats all table cells as one sentence, which is
counter-intuitive and the translation is also incor-
rect. A similar comparison can be also observed in
Fig. 8, where LayoutLMv3-Dec ignores the separa-
tion between the two item lists and mingles them as
one paragraph, while our model exactly translates
items in the left list and then those of the right list.

D Comparision with Large VLMs

Recently, large vision language models (VLMs)
have shown remarkable success on various multi-
modal tasks (Bubeck et al., 2023). In view of
this, we evaluate their DIT capabilities for com-
parison with our model. Specifically, we ran-
domly sampled 64 document images from the
complex-layout testsets of DIT700K-En/Zh as test
examples and conducted evaluations in En→Zh
and Zh→En directions. Two advanced VLMs -
OpenAI’s ChatGPT4-o5 and Google’s Gemini-
Pro6 - are evaluated. VLMs are instructed with
the document image and a user prompt Above
is an English/Chinese document image. Trans-
late its text content from English/Chinese to Chi-
nese/English. As for our model, it is further en-
hanced by expanding its document encoder to 12
layers, and expanding its sentence prefix identifica-
tion/completion/organization/translation module to
1/6/1/12 layers (350M parameter numbers in total).
The enhanced model is denoted as ZoomDIT⋆.

Evaluation results are presented in Tab. 7, from
which we observe: 1) Both ChatGPT4-o and
Gemini-Pro show promising DIT results although
they have not been specially trained on our datasets.
Another advantage is their robustness against OCR
noise due to their reliance on only image inputs,
which leads to consistent results across the GT and
OCR setups. However, both VLMs might suffer
from the under-translation issue and tend to have
lower chrF scores. 2) Our best model ZoomDIT⋆

still shows superior performances in both direc-
tions, especially in Zh→En direction. Despite the
negative effects of OCR noise, our model still out-
performs the two VLMs under Setup.OCR signifi-
cantly, e.g., 2.17/4.40 BLEU improvements com-
pared with Gemini-Pro/ChatGPT4-o in En→Zh.
The margin is further enlarged under Setup.GT,
which means our model has more advantages if us-

5https://chatgpt.com/
6https://gemini.google.com/app

Model
DIT700K-En (En→Zh) DIT700K-Zh (Zh→En)

Avg.
Setup.GT Setup.OCR Setup.GT Setup.OCR

BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF
ChatGPT4-o 43.48 43.17 43.48 43.17 46.77 36.71 46.77 36.71 45.13 39.94
Gemini-Pro 45.71 44.23 45.71 44.23 43.99 35.42 43.99 35.42 44.85 39.83
ZoomDIT⋆ ours 57.05 64.66 47.88 56.83 57.16 76.09 55.67 75.02 54.44 68.15
Evaluation time: August 2024.

Table 7: Comparison with SOTA large VLMs.

ing better OCR engines such as commercial OCR
APIs. Considering that DIT is always confronted
with diverse document domains and translation di-
rections, developing and training a task-specific
model like our ZoomDIT is still a more reliable so-
lution. In future work, we will pay more attention
to enhancing ZoomDIT’s noise resistance as well
as exploring the collaboration of large VLMs and
small task-specific models for better DIT systems.
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