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Abstract
We evaluate the alignment of large language
models (LLMs) and large vision-language mod-
els (LVLMs) with human perception, focusing
on the Japanese concept of shitsukan, which
reflects the sensory experience of perceiving
objects. We created a dataset of shitsukan
terms elicited from individuals in response to
object images. With it, we designed benchmark
tasks for three dimensions of understanding
shitsukan: (1) accurate perception in object im-
ages, (2) commonsense knowledge of typical
shitsukan terms for objects, and (3) distinction
of valid shitsukan terms. Models demonstrated
mixed accuracy across benchmark tasks, with
limited overlap between model- and human-
generated terms. However, manual evaluations
revealed that the model-generated terms were
still natural to humans. This work identifies
gaps in culture-specific understanding and con-
tributes to aligning models with human sensory
perception. We publicly release the dataset to
encourage further research in this area.

cl-tohoku/shitsukan-eval

1 Introduction

Ensuring that large language models (LLMs) and
large vision-language models (LVLMs) share the
same understanding of the world as humans is es-
sential for their utility in real-world applications,
where models must perceive, act, and communicate
in ways aligned with human understanding. This
work focuses on perception, a complex process
involving the multi-sensory experience of objects
(Fleming et al., 2015a), which humans often de-
scribe through language. These descriptions are
often vague, relying on subjective expressions of
“feelings” and “impressions.” We examine whether
models can capture and reflect these nuanced hu-
man experiences.

As a case study, we examine the Japanese con-
cept of shitsukan, which captures the sensory ex-
perience when perceiving objects (Spence, 2020).

Figure 1: We evaluated LLM/LVLMs’ understanding of
shitsukan using newly-built datasets. We measured three
dimensions of understanding: perception, commonsense
knowledge, and taxonomic knowledge.

Native Japanese speakers intuitively understand
and express shitsukan when prompted, despite find-
ing it difficult to define formally. Its boundaries
are blurry and highly subjective. A sense of shit-
sukan is not explicitly taught but rather acquired
through life experiences, context, and observing
others (Komatsu and Goda, 2018). This makes it
an ideal subject for assessing how well models can
handle vague sensory experiences. Additionally,
shitsukan is a culturally unique concept that is diffi-
cult to translate into English, broadening the appeal
of this study as a step away from Western-centric
datasets and tasks.

In this work, we present new datasets of shit-
sukan terms elicited from individuals in response
to object images and object names: a crowdsourced
dataset consisting of 26,223 instances of {image,
object, shitsukan term} triples (§3), and additional
data that we used to build benchmark tasks. Using
the new data, we analyzed the current capabilities

https://github.com/cl-tohoku/shitsukan-eval


11429

Figure 2: Word cloud of the most frequent English
shitsukan terms in the dataset.

of LLMs and LVLMs in recognizing shitsukan. As
illustrated in Figure 1, we considered three dimen-
sions of understanding for models:

• Perceptual: Accurately describing shitsukan
in object images (§4);

• Commonsense: Having accurate knowledge
of appropriate terms typically associated with
given objects (§5);

• Taxonomic: Distinguishing which terms qual-
ify as shitsukan (§6).

While some models demonstrated limited capa-
bilities, and the overlap between model-generated
and human-written terms was low, manual eval-
uations revealed that models produced shitsukan
terms that appeared natural to human observers.
We release the dataset, including a full English
translation, to support further research in this area.

2 Background

2.1 Shitsukan

Shitsukan (JA: 質感) literally translates to “es-
sential qualities.” Colloquially, it describes the
multi-sensory experience when perceiving an ob-
ject, encompassing its texture, material, or general
impression. The concept is best illustrated through
examples, such as the word cloud of common terms
in our dataset shown in Figure 2, with its Japanese
counterpart provided in Figure 7 in the appendix.

Formally, Shinmura (2018) defined shitsukan
as: “The feeling you get from the difference in the
nature of the material” and “The feeling that the
material originally has.” In research contexts, it is
considered to include (1) the essential qualities of
an object and (2) the psychological functions trig-
gered by perceiving sensory stimuli (Komatsu and

Goda, 2018). In this study, we adopt the following
definition:

Shitsukan terms are expressions that in-
clude the physical properties, states, and
impressions of objects.

While it aligns with previous works (e.g. Ko-
matsu and Goda, 2018), the definition is intention-
ally simple and concrete, aiming to balance intu-
itive understanding with clarity to aid annotation
by non-experts. Notably, while closely related, this
definition is broader than the English concept of
texture, expanding it to include not only tactile
properties but also visual, auditory, and other sen-
sory attributes.

2.2 Related Studies
Shitsukan has been explored across various fields,
including neuroscience, psychology, and linguis-
tics. In neuroscience, studies have focused on iden-
tifying neural pathways involved in texture percep-
tion (Wada et al., 2014; Komatsu and Goda, 2018).
Psychophysics research has examined its com-
mon dimensions, e.g., roughness/smoothness, hard-
ness/softness, and coldness/warmness (Okamoto
et al., 2013). Shitsukan is recognized as a funda-
mental and ubiquitous concept in human visual
cognition research (Adelson, 2001; Maloney and
Brainard, 2010; Fleming et al., 2015b), with ex-
tensive studies on object characteristics that evoke
shitsukan (Nishida and Shinya, 1998; Motoyoshi
et al., 2007; Marlow et al., 2012). In psychol-
ogy and linguistics, phonetic correlations between
words and textures have been observed across lan-
guages (Maurer et al., 2006; Sakamoto and Watan-
abe, 2018; Winter et al., 2022), highlighting the
deep entanglement of language and sensory percep-
tion. Shitsukan has been studied in Japanese using
small sets of typical terms (Nishinari et al., 2008;
Hayakawa et al., 2013), but there is no comprehen-
sive dataset capturing how humans recall shitsukan
terms for specific objects.

In turn, in natural language processing (NLP),
some research has focused on developing models
that mimic human cognition, such as commonsense
reasoning, resulting in numerous benchmarks (Tal-
mor et al., 2019; bench authors, 2023, i.a.). Some
benchmarks also address more complex and sub-
jective concepts, like humor (Amin and Burghardt,
2020; Hessel et al., 2023). Closer to shitsukan and
world grounding, studies have investigated how
language models implicitly capture the concept
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of color (Abdou et al., 2021; Paik et al., 2021).
Others have also explored the concept of texture,
which falls under the broader framework of shit-
sukan (Cimpoi et al., 2014; Wu et al., 2020). Ad-
ditionally, there has been a significant increase in
research focusing on multi-modal models consider-
ing various aspects of perception (Liu et al., 2023;
Schwenk et al., 2022; Ye et al., 2023). However,
unlike in neuroscience and psychology, the concept
of “shitsukan” has not received much attention, and
no data exists that could be used to evaluate models’
understanding.

3 Dataset Construction

We constructed a dataset of shitsukan terms re-
called by individuals in response to object images,
then used it to design test sets for LLM/LVLM
benchmarking. This section outlines the main data
collection process, while the benchmark construc-
tions are detailed in their respective experiment
setting descriptions (§4.1, §5.1, §6.1).

3.1 Source Data

We began by sampling representative images of
objects in various states and everyday contexts
from the Common Objects in Context (COCO)
dataset (Lin et al., 2014), specifically the 2017 train
set. To ensure quality and safety, we excluded im-
ages with the “other” tag due to insufficient object
information, as well as those tagged as “bathroom”
or “person” to avoid inappropriate or personal con-
tent. This filtering left 169 object and stuff tags,
which we translated into Japanese. We further ex-
cluded images in which the target object’s bound-
ing box occupied less than 15% of the image area
to ensure clear visibility of the object. Finally, we
randomly sampled up to 20 images per object tag,1

resulting in a total of 3,182 images to be annotated
with shitsukan terms.

3.2 Collection Task

Annotators were presented with an image of an
object, the object’s name, and a free-text field to
provide three shitsukan terms for the object (Fig-
ure 3). We also provided a definition of shitsukan,
as outlined in Section 2.1, with formatting instruc-
tions and examples for clarity.

1Some object tags had fewer than 20 candidate images.

Please write down three shitsukan words are 
associated with an object.

• glossy
• juicy
• glistening

• glossy 
• sour
• smooth

Orange

compare

Generated by LLM/LVLMGenerated by human workers
from COCO dataset

Figure 3: We created a shitsukan dataset by collecting
terms recalled by individuals in response to images and
object names.

3.3 Crowdsourcing Protocol

Crowdsourcing was conducted on the Yahoo!
Crowdsourcing platform.2 Each object-image pair
was annotated by three different workers. Workers
were strictly screened through several pilot rounds
and manually selected based on their performance
on trial tasks. During the main collection rounds,
annotators’ work was continuously reviewed, and
those failing to adhere to the guidelines were dis-
qualified. Their contributions were excluded, and
the corresponding data was recollected in subse-
quent rounds. Further details on worker selec-
tion, compensation, example forms, and instruction
screens are provided in Appendix A.1.

3.4 Data Cleaning

We also conducted a series of data-cleaning steps,
removing responses that did not meet the format-
ting requirements or included invalid expressions
such as phrases or sentences. We re-collected data
until all images had a minimum of six valid terms.
The dataset underwent additional cleaning during
the translation to English, described in the next
section. In total, we collected 22,409 Japanese
shitsukan terms, of which 2,665 are unique, each
paired with an image and object tag.

3.5 Translation to English

Although our primary focus is on Japanese data, we
translated the dataset to English to enable broader
usage and comparison with existing datasets. The
translation process involved automatic translation
followed by manual verification by professional
translators.

2https://crowdsourcing.yahoo.co.jp/

https://crowdsourcing.yahoo.co.jp/
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写真内にある 自転車 に対して
適切な質感を全て選択してください。
Please select all appropriate shitsukan terms
for the bicycles in the photo.

□ 分厚い (thick)
□ ベタベタ (sticky)
□ つめたい (cold)
□ くすんだ (dull)
□ 丸っこい (round)

Figure 4: Example of the shitsukan selection task (§4.1).
The task is to select all terms that describe the object in
the image. English translations are added for clarity.

Automatic translation was conducted using
DeepL3. To encourage using the correct word sense,
we added the context of its associated object using
the template “This {object} is {shitsukan}.”4

During manual verification, translators checked
the accuracy of the Japanese-to-English transla-
tions within the context of the associated images.
They flagged terms that clearly referred to a dif-
ferent object, noting the appropriate object instead
(either an existing or new tag). Translators also
ensured that translated terms aligned with the con-
cept of shitsukan, removing any completely invalid
terms. In cases where multiple Japanese terms
mapped to the same English term, translators were
encouraged to refine translations for specificity
(e.g., distinguishingふわふわ (fuwafuwa) andも
ふもふ (mofumofu), both commonly translated as
"fluffy"). As a result, 25.4% of the shitsukan term
translations were manually corrected. The final
English dataset contains 1,240 unique terms.

4 Perception

Our first set of experiments addresses shitsukan
perception, i.e., whether models can recognize
shitsukan in images as humans do. Specifically,
we reproduced the annotation process with LVLMs
and compared the generated terms with the original
human responses. Additionally, we prepared an
alternative classification setting where models were
tasked to select the most appropriate term.

3https://www.deepl.com/translator
4Originally: “この{object}は{shitsukan}”

4.1 Task Design

Generation. Given the same information as in
the original crowdsourcing (target image, object
tag, instructions, examples; §3.3), the task is to
generate three shitsukan terms that best describe
the specified object in the image.

Selection. Given a target image, object tag, and
a list of shitsukan terms, the task is to select the
most appropriate term for the specified object in the
given image (Figure 4). We compared performance
in multiple-choice settings, with one correct answer
and one to four alternatives. Each selection task (bi-
nary, three-way, four-way, and five-way) included
335 samples in Japanese and English, respectively.
Positive and negative samples were determined by
the number of votes collected from human annota-
tors, as described in the following section.

4.2 Selection Benchmark Construction

We conducted additional crowdsourcing, in which
annotators were asked to select one or more terms
that applied to the specified object in a given image.
Each task presented five candidate terms: three
sampled from the terms originally provided by
workers for that image and object and two ran-
domly sampled from terms associated with other
objects. Five workers annotated each form. Fur-
ther details on crowdsourcing can be found in Ap-
pendix A.2. After data collection, terms were
tagged as positive samples if at least four anno-
tators selected them and as negative samples if one
or no annotator selected them. This process also
served as a validation step, as invalid terms were
unlikely to be selected, and as a discovery step,
allowing for identifying new valid combinations
when randomly paired terms were selected as ac-
ceptable. Finally, each classification test sample
was constructed by pairing one positive sample
term with one or more negative sample terms.

4.3 Experimental Settings

Models. We evaluated several open-source and
proprietary models, including from the Qwen2-
VL (Wang et al., 2024), Llama 3-V (Dubey et al.,
2024), LLaVA-OneVision (Li et al., 2024), LLaVA-
NeXT (Liu et al., 2024b), LLaVA-1.5 (Liu et al.,
2024a), and GPT-4 (OpenAI, 2023) families. At
the time of writing, these models were reported
to have strong multimodal and multilingual perfor-
mance in their latest technical reports. An example

https://www.deepl.com/translator
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Model Name Number of Candidates

2 3 4 5

Chance rate 50.0 33.3 25.0 20.0

JA

Qwen2-VL7B 85.4 72.5 64.8 60.9
Llama-3.2-Vision11B 57.0 62.1 49.9 45.1
LLaVA-OneVision7B 79.4 77.9 66.3 63.0
LLaVA-NeXT7B 55.5 38.5 33.4 23.9
LLaVA-1.57B 52.5 32.2 26.3 21.8

GPT-4o-20241120 93.7 87.2 85.4 80.9
GPT-4V-20240409 88.4 81.2 77.6 74.6
GPT-4V* 87.5 79.1 76.1 74.0

EN

Qwen2-VL7B 80.0 69.6 64.5 57.3
Llama-3.2-Vision11B 83.6 70.1 63.6 54.6
LLaVA-OneVision7B 81.8 76.1 73.1 64.8
LLaVA-NeXT7B 60.6 49.3 37.9 34.0
LLaVA-1.57B 61.2 49.6 39.7 34.6

GPT-4o-20241120 87.5 78.5 76.4 74.3
GPT-4V-20240409 88.4 77.3 70.4 63.9
GPT-4V* 53.4 43.9 52.8 51.6

Table 1: Accuracy (%) in the shitsukan selection task,
where models were prompted to choose the term ap-
propriate for a specified object in a given image (§4).
Models are sorted by their release date (newer on
top). The strongest results in each category are high-
lighted, separately for open-source and proprietary mod-
els. *gpt-4-1106-vision-preview

of the prompts used in our evaluation is shown in
Figure 16 in the appendix.

Measures. For the classification task, we used
accuracy as the evaluation metric. In the genera-
tive setting, we calculated the overlap rate between
generated and gold terms after normalizing the sur-
face forms (i.e., lemmatization and conversion to
hiragana). This measure, however, treats terms not
recalled by humans as incorrect, which may not be
the case. To address this, one of the authors, who
is a native Japanese speaker, conducted a manual
evaluation to assess the naturalness of the gener-
ated terms.5 We compared classification in both
Japanese and English, while the generation test was
conducted in Japanese only.

4.4 Results
4.4.1 Classification.
The results are presented in Table 1. Models
are sorted by recency (newest at the top) with
proprietary models listed at the bottom, and this
order appears to align with increasing perfor-
mance scores. For instance, comparing the older

5The annotator followed the same guidelines as those de-
scribed in Section 5.1, with the addition of seeing the target
image.

LLaVA-1.57B to the newer LLaVA-OneVision7B re-
veals a significant performance improvement (e.g.,
52.5%→79.4% in the binary setting) despite shar-
ing a similar architecture, likely due to advance-
ments in learning strategy and training data.

However, open-source models still lag behind
proprietary ones. The highest overall performance
was achieved by GPT-4o in the binary setting in
Japanese (93.7%), whereas the best-performing
open-source model, LLaVA-OneVision7B, scored
79.4% in the same setting. GPT-4o was also more
robust to increasing the number of candidates from
two to five, losing only 12.8 points compared to
LLaVA-OneVision7B’s 16.4-point drop.

The newest models, Qwen2-VL7B, GPT-4V, and
GPT-4o, consistently performed better in Japanese
than in English (e.g., +3.6%, +10.7%, and +6.6%
in five-way classification, respectively). In con-
trast, the other models showed poorer performance
in Japanese, such as Llama-3.2-Vision11B, which
dropped by 26.6 points in binary classification.

4.4.2 Generation.

At the time when we conducted the manual annota-
tion, the best-performing model in the classification
task was GPT-4V6 While its generated terms only
had a 6.6% overlap rate with human-written terms,
268 out of 300 terms were still deemed natural in
the manual evaluation, revealing a potential gap
between valid terms and commonly-recalled terms.

One possible factor contributing to this gap could
be a bias toward terms frequently appearing in the
training data. To explore this, we analyzed the over-
lap between terms found in COCO captions, which
are often included in LVLM training datasets, and
those generated by the model. Specifically, we
used Mecab (Kudo, 2005) to extract adjectives and
adverbs from the Japanese captions of COCO im-
ages (STAIR Captions; Yoshikawa et al., 2017) and
calculated their overlap with shitsukan terms gen-
erated by the best-performing open-source7 LVLM
in Japanese, Qwen2-VL7B. Among 10,000 test
cases (29,897 generated terms), only 17 overlap-
ping terms were found (0.057%), indicating that
the disparity between human- and model-generated
terms is unlikely to be attributed to overlap with
COCO captions.

6gpt-4-1106-vision-preview, denoted as GPT-4V* in
Table 1. Others (not shown) often did not successfully follow
the instructed format.

7We excluded proprietary models from this analysis due to
a lack of information on their training data.
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以下のモノと質感の組み合わせは、自然で一般的ですか？
Are the following combinations of 
the object name and the shitsukan term natural and common?

◯ 完全に自然 (completely natural)
◯ 一般的だが、他もあり得る (generally common but not necessarily)
◯ あり得るが、一般的ではない (possible but not common)
◯ 不自然 (unnatural)
◯ その他: 質感ではない (not shitsukan term at all)

サーフボード → 光沢感
glossysurfboards

Figure 5: Example of the task for evaluating the natu-
ralness of shitsukan terms (§5.1). English translations
are added for clarity and were not present in the original
forms.

5 Commonsense Knowledge

Next, we examine conceptual understanding. Dif-
ferent from the task of producing shitsukan terms
prompted by images, knowing plausible attributes
of an object is a task touching on the commonsense
knowledge of the model. Thus, here we ask: do
models know which shitsukan terms are typical
for an object?

5.1 Task Design
In the naturalness evaluation task, models (and hu-
mans) are asked to evaluate how natural a shitsukan
term is to describe a given object (Figure 5). We
defined the following labels to categorize the ap-
propriateness of the term:

• Completely natural: typical for the object; it
would be extremely rare for it not to apply.

• Typical, but not necessarily: commonly ap-
plies, but alternatives are possible.

• Possible, but uncommon: not typical, but it is
not completely out of place.

• Unnatural: not appropriate for the object.

• Other: not shitsukan: not a shitsukan term at
all. We used this option to flag invalid sam-
ples.

This somewhat fine-grained categorization is in-
tended to contrast shitsukan terms that describe the
object’s state to what may be considered typical for
it. For instance, while it may be typical for scissors
to have a hard texture, a very worn, rusted, and
old impression would be limited to well-used ones.
Thus, we hypothesized that the former might be

considered “typical” or “completely natural”, and
the latter as “possible, but uncommon.”

We also conducted a generative variant of the
task, where the task is to list three shitsukan terms
that feel natural for a given object, without the
context of an image. Similarly to the perceptual un-
derstanding task, we prepare these benchmarks by
collecting additional human responses as described
below.

5.2 Benchmark Construction

For the generative setting, we asked workers to list
three shitsukan terms that they felt were “typical”
for the specified object. Responses collected from
three workers for each of the 169 object tags re-
sulted in a collection of 1,443 terms after cleaning.
As for the classification task, we asked workers to
evaluate the appropriateness of a given shitsukan
term and object pair as per our task definition. We
collected judgments for 13,392 unique object-term
pairs, each annotated by five workers. The gold
labels were determined with a majority vote. Ad-
ditional crowdsourcing details can be found in Ap-
pendix A.3.

5.3 Experimental Settings

Models. For classification, we compared the fol-
lowing models: Llama2-7bCH (Touvron et al.,
2023), Llama2-7bJA-FI (Sasaki et al., 2023),
GPT-3.5 (Brown et al., 2020), and GPT-4 (OpenAI,
2023).8 For the generation task, we exclusively
assessed GPT-4, as it was a challenging task that
requires a high level of commonsense knowledge.
The models were prompted in a few-shot manner.
An example prompt is shown in Figure 17 in the
appendix.

5.3.1 Measures.
For classification, we defined a measure expressing
the extent to which the distribution of majority-
vote labels aligns with the labels the model outputs.
We first calculated the distribution of correct la-
bels for each pair of object tags and list of terms
(label_list): we calculated a normal distribution
by computing the mean µ and standard deviation
σ, where i ∈ {1, 2, . . . , N}:

fi(x) =
1√
2πσ2

exp

(
−(x− µ)2

2σ2

)
8Specifically, Llama-2-7b-hf-chat,

ELYZA-japanese-Llama-2-7b-fast-instruct,
gpt-3.5-turbo-0301, and gpt-4-0314, respectively.
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0 0.2 0.4 0.6 0.8 1

Llama2-7bCH

gold
random

Llama2-7bJA-FI

GPT-3.5
GPT-4

Figure 6: Results of the classification task for evaluating
the naturalness of shitsukan terms (§5.1). A higher score
indicates a greater disparity between the distribution of
gold labels and the model’s predicted labels.

Next, we calculated the distance di between the
correct and predicted labels’ distribution. The dis-
tance di is defined as the difference between the
probability value of the most frequent label in the
label_list fi(lgold) and the probability value of
the predicted label fi(lpred):

di = |fi(lgold)− fi(lpred)| (0 < di < 1)

Finally, we calculated the average distance value
di to derive the overall score S (0 < S < 1).
A higher score of S indicates a greater disparity
between the distribution of correct labels and the
model’s predicted labels.

For the generation task, we used the same mea-
sures as for the perceptual understanding tasks, i.e.,
overlap rate and a manual evaluation of 100 test
samples for the naturalness of the generated terms.

5.4 Results
Classification. The results of the experiment
are shown in Figure 6. Llama2-7bJA-FI and
Llama2-7bCH produced a disparity equivalent to
or larger than with random labels, suggesting a
significant divergence from human judgments of
shitsukan naturalness. In contrast, GPT-3.5 and
GPT-4 had a lower disparity, indicating a similarity
to human label distribution. However, a significant
difference remains, suggesting that even the current
SoTA model, GPT-4, does not fully emulate human
shitsukan understanding.

Generation. The final score was 13.98% in the
automated evaluation, suggesting a low likelihood
of similarity between terms recalled by humans and
those generated by GPT-4. However, 249 out of
300 generated terms were judged as natural, again
demonstrating the pattern of GPT-4 generating dif-
ferent but natural terms.

6 Taxonomic Understanding

Finally, from a somewhat different angle, we con-
sider general knowledge of shitsukan to include
taxonomic knowledge of the concept. Japanese
speakers are able to, with some variation, intu-
itively determine whether a word is a shitsukan
term or not independently of its context. Here, we
evaluate the models’ ability to do the same. Our
final question is then: do models generally recog-
nize shitsukan terms?

6.1 Task Design
Given our definition of shitsukan, the task is to
recognize if a given word is a shitsukan term. We
created several variants of this setting, depending
on which and how many terms we use as negative
candidates. In all settings, we used the terms la-
beled as “completely natural” and “typical, but
not necessarily” in the naturalness assessment task
(§5.1) as positive examples.

Yes/No binary classification. Answer whether
a word is a shitsukan term or not. We created an
easier and harder setting, depending on the source
of negative examples: (1a) randomly selected ad-
jectives and adjectival verbs from Wikipedia,9 and
(1b) terms flagged as non-shitsukan terms in the
naturalness assessment task.

A/B binary classification. Using the same nega-
tive examples as in the Yes/No binary classification,
we created a binary choice between a positive and
negative candidate sample (2a and 2b, respectively).
The task is to select the shitsukan term from the
two choices.

Multiple-choice. Using the same negative exam-
ples as in (1b) and (2b), we created multiple-choice
classification tasks with two to five candidates and
one correct choice.

6.2 Experimental Settings
We compared the same models as in the previ-
ous experiments: Llama2-7bCH, Llama2-7bJA-FI,
GPT-3.5, and GPT-4. For all settings, we measure
the accuracy of the model’s predictions. An exam-
ple prompt is shown in Figure 18 in the appendix.

6.3 Results
Table 2 shows the results of Yes/No classification
on the left side (1a, 1b), and A/B classification

9E.g., dangerous, sinful, etc. These are not typically shit-
sukan terms.
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Lang Model Setting ID

1a 1b 2a 2b

JA

GPT-3.5 65.7 67.2 80.7 65.2
GPT-4 74.3 72.0 81.8 79.0
Llama2-7bCH 50.9 50.9 50.9 51.2
Llama2-7bJA-FI 65.6 58.3 52.5 49.8

EN
GPT-3.5 65.5 51.1 69.0 50.8
GPT-4 74.8 52.4 81.8 54.1
Llama2-7bCH 78.3 52.2 50.3 49.7

Table 2: Accuracy(%) for yes/no judgments (1.a, 1.b)
and a/b selection (2.a, 2.b). Note that the chance rate is
50% for all settings.

Lang Model Number of Choices

2 3 4 5

JA

GPT-3.5 82.7 70.0 68.2 52.7
GPT-4 87.3 67.3 67.3 60.9
Llama2-7bCH 57.3 34.6 26.4 26.4
Llama2-7bJA-FI 48.2 28.2 29.1 20.9

EN
GPT-3.5 50.0 40.0 24.9 23.6
GPT-4 59.1 45.5 24.6 36.4
Llama2-7bCH 49.4 27.3 24.6 25.5

Table 3: Accuracy(%) for experiment 1.3. The chance
rate for each row is 1 / {Number of Choices}.

on the right side (2a, 2b). Despite providing the
definition of shitsukan terms, the Yes/No classifi-
cation was solved with an accuracy of 78% or less,
and the A/B binary classification with 82% or less.
Several settings did not go above the chance rate
despite additional pre-training in Japanese (e.g.,
Llama2-7bJA-FI). GPT-4 seemed to perform best in
both languages.

In multi-choice settings, shown in Table 3, per-
formance decreased as the number of alternatives
increased. Even GPT-4, the best-performing sys-
tem in binary classification, dropped to an accu-
racy of 61% and 36% in Japanese and English, re-
spectively. Overall, performance was consistently
stronger in Japanese, suggesting that those models
are better able to recall shitsukan-related knowl-
edge given a Japanese context.

7 Discussion

We considered three aspects of understanding shit-
sukan: perception, commonsense knowledge, and
taxonomic understanding. For perception, we
found that LVLMs generated different but still nat-
ural shitsukan terms given an image and target ob-
ject. Encouragingly, newer models improved over
older variants, especially in Japanese. The latter is

a surprising result considering that all models we
used in our experiments are English-centric (pre-
trained and fine-tuned primarily on English data),
suggesting that models are more capable of elicit-
ing shitsukan-related knowledge given a Japanese
context. In turn, the lower performance in English
warrants further research to understand whether
these are technical limitations or due to cultural
differences.

In contrast, LLMs showed low overlap with hu-
man distributions of assessments on the general
naturalness of shitsukan terms for given objects.
Generative results were similar to those with im-
ages, i.e., models generated different but still natu-
ral shitsukan terms given only a target object. As
for taxonomic knowledge, models performed mod-
erately on binary classification tasks, but degrading
performance with a higher number of choices.

Overall, we found that there is evidence of shit-
sukan understanding in stronger models, partic-
ularly GPT-4. However, performance was near-
chance in some models, so we conclude that there is
significant room for improvement in LLM/LVLM
alignment with human understanding of shitsukan
for those models. On the other hand, strong genera-
tive performance hints towards potential strengths,
i.e., models may be able to produce shitsukan terms
with greater coverage and diversity than crowd-
workers. This can be leveraged in future work to
improve the quality of shitsukan datasets, or to
provide a more comprehensive understanding of
shitsukan terms in general.

8 Conclusion

This study evaluated the ability of LLMs/LVLMs
to understand the concept of shitsukan. Shitsukan
sits at the intersection of language and perception,
representing a test bed for a fuzzily defined sensory
experience as well as a non-Western concept. We
crowdsourced a dataset of shitsukan terms and built
benchmarks to test alignment with human-elicited
terms and judgments. Overall, performance was
mixed, with newer models improving over older
variants. Generative settings resulted in low over-
lap with humans but were still natural to human
observers, pointing towards possible future uses in
generating shitsukan terms. Our dataset and bench-
marks will contribute to future research to enable
LLM/LVLM to acquire a sense of perception closer
to that of humans.
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Limitations

Scope. This study focused on perception, com-
monsense knowledge, and taxonomic understand-
ing of shitsukan. However, other dimensions, such
as producing shitsukan through visual modalities,
remain unexplored. Recent advancements in multi-
modal models with image generation capabilities
open possibilities for future research in this direc-
tion, including augmenting the shitsukan dataset.
Furthermore, our evaluation centers on human
alignment and does not address real-world applica-
tions, such as dialogue systems. Investigating how
our findings apply to such use cases is left for future
work. Additionally, while we ensured a fair com-
parison by providing the same information to hu-
mans and models, further steps—such as offering
more examples, longer explanations, or even fine-
tuning—could potentially improve model perfor-
mance. However, improving models was beyond
the scope of this study, and our analysis was kept
straightforward. Finally, recent advances in neuron
analysis could enable a more direct assessment of
whether models encode shitsukan-related knowl-
edge, which may also bypass the issue of poten-
tial performance loss due to imperfect instruction-
following. We leave such investigations for future
work.

Data quality. While extensive measures were
taken to ensure data quality, crowdsourcing has
inherent limitations, such as incomplete or inaccu-
rate responses (Daniel et al., 2018). Although addi-
tional filtering reduced noise, there is still room for
improving both data quality and coverage. Addi-
tionally, the English portion of our bilingual dataset
is a translation of the Japanese side, rather than
being independently collected. This may intro-
duce biases and fail to capture the perspective of
native English speakers in the same way as the
original Japanese data. Lastly, while our experi-
ments were designed to compare models and hu-
mans as directly as possible, collecting human per-
formance on the automatically constructed bench-
marks would be a valuable addition for future com-
parisons. Without it, our study assumes 100% ac-
curacy as being the goal, while in reality, there
might be room for legitimate subjective variance.
Clarifying this point is left to future work.

Ethical Considerations

We used human crowdsourcing to collect shitsukan
terms. During our collection, we ensured fair pay-
ment and provided clear instructions to workers.
We also included a validation question to ensure
the quality of the data. We anonymized the data
and did not collect any personal information. To
avoid harmful samples, we filtered out inappropri-
ate responses and did not use source data samples
that may contain people or disturbing content.
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A Crowdsourcing Details

A.1 Main Data Collection

Qualifications. All workers were chosen from
registered users on the Yahoo! Crowdsourcing plat-
form who were native Japanese speakers over the
age of 18. Their identities remained anonymous
during the collection process, with just their IDs
being made publicly available.

To select suitable workers, we designed a pilot
round which assessed whether they could under-
stand the task guidelines and provide appropriate
answers. We hand-crafted a set of twelve questions
with our own gold answers, and only kept work-
ers who achieved an acceptable score. 200 workers
participated initially, with and additional 108 partic-
ipants in a later second call (308 total). After every
two rounds, we also manually examined 20 random
responses from each worker and manually tagged
those that should be excluded. Grounds for exclu-
sion included gibberish responses, non-conforming
to the task format, and terms that are clearly not
shitsukan. Ultimately, our whitelist was reduced to
60 workers after the final round of manual filtering,
out of 131 initially qualified workers.

Compensation. The Yahoo! Crowdsourcing plat-
form only allows a point-based compensation sys-
tem, where each point is worth 1 JPY. For each
task type, the platform sets a minimum point com-
pensation and requesters are free to add additional
points. The fee differs depending on the number of
points added. For simplicity, we will report the to-
tal compensation in points and the final costs only
(§A.4).

Qualification rounds, with three samples per HIT,
were compensated with 45 points per HIT (roughly
$0.30). For the main task, workers were given
150 points per HIT with 10 samples (with the ex-
ception of the last round where each HIT had 8
samples, i.e., 120 points). This is equivalent to
roughly $1.00 per HIT, which matches the mini-
mum wage in Japan considering the required time.
With a total of 1,016 HITs divided in 11 rounds and
an average of 96 qualified workers (131 workers in
the first round and 60 in the last), a single worker
could expect to earn around 1,570 points (around
$10.00) in total.

Forms. A screenshot of the instruction screen
and collection form used in the main data collection
is shown in Figure 8 and Figure 10.

A.2 Task A: Shitsukan Term Selection

Qualifications. We manually prepared a set of 30
questions and only kept workers with a high score.
Out of 600 participants, 48 passed our qualification
test.

Compensation. In both qualification and main
rounds, workers were compensated 20 points per
HIT containing 10 samples. This amounts to 20
JPY (roughly $0.13) per HIT, matching the mini-
mum wage in Japan considering the required time.
With a total of 13,325 HITs available to a single
worker and 48 qualified workers, she could expect
to earn around 5,510 points (around $35.00) in to-
tal.

Preprocessing. The forms were prepared by sort-
ing all terms into triples (positive candidates) asso-
ciated with the target image and object, then adding
two random negative candidates to each. As a re-
sult, most terms appear at least once as a candidate.

We prepared forms for 2,697 target image and
object pairs and all their associated candidate terms,
so that each appears at least once as a candidate
(5,321 HITs). In total, Each was annotated by 5
workers.

Forms A screenshot of the instruction screen and
collection form is shown in Figure 9 and Figure 11.
Translations are available upon request to the au-
thors.

Data example. Figure 12 shows an example of
the voting data collected in the shitsukan selection
task.

A.3 Task B: Shitsukan Term Naturalness
Evaluation

Qualifications. Similarly to the selection task
(§A.2), we prepared a set of 30 questions and a
range of acceptable answers which we used to filter
workers. Out of 600 participants, 46 passed the
qualification test.

Compensation. Workers were compensated 20
points per HIT with 10 samples. This amounts to
20 JPY (roughly $0.13) per HIT, matching the min-
imum wage in Japan considering the required time.
With a total of 6,700 HITs and 46 qualified work-
ers, a single worker could expect to earn around
2,913 points (around $18.50).

Forms A screenshot of the instruction screen and
collection form is shown in Figure 14 and Figure 15.
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Figure 7: Word cloud of the most frequent Japanese
shitsukan terms in the dataset.

Translations are available upon request to the au-
thors.

Data example. Figure 13 shows an example of
the data collected in the shitsukan term appropri-
ateness assessment task.

A.4 Total Cost
The main data collection, including platform fees,
cost 243,125 JPY. Task A cost an additional 99,671
JPY, and Task B cost 250,080 JPY. The total cost
of all qualification rounds was 80,876 JPY, and we
spent an additional 14,778 JPY on various trials.
In total, this amounts to 688,530 JPY, or approxi-
mately $4,380 at the time of writing.

Figure 8: Instructions shown to workers during for the
main shitsukan data collection (§3).
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Figure 9: Instructions given to workers for the shitsukan
selection task (§4.1).

Figure 10: Example of a form used in the main data
collection (§3).

Figure 11: Example of a form used in the shitsukan
selection task (§4.1).
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0 votes1 votes2 votes3 votes4 votes5 votesobjectImage

活発
(active)
光沢感
(glossy)

ザラザラ
(rough)

傷ついている
(scratched)

固い
(hard)

サーフボード
(surfboards)

ネバネバ
(gooey)

湿った
(wet)
瑞々しさ
(fresh)
サラサラ
(smooth)

じめじめ
(damp)

泥
(mud)

カラカラの
(dry)

がっしり
(sturdy)
マット感
(matte)
シンプルでいい
(nice and simple)

レトロ
(retro)

電車
(train)

Figure 12: Example of the voting data collected in the shitsukan selection task.

5:その他: 
質感ではない

(not a texture word at all)

4: 不自然
(unnatural)

3: あり得るが、
一般的ではない

(possible but not 
common)

2: 一般的だが、
他もあり得る

(generally possible but 
not common)

1: 完全に自然
(completely natural)

object

軽やかで (light)
整頓 (tidy)

涼しい (cool)
ゴツゴツ (rugged)

大きい (big)
かさかさ (dry)
ザラザラ (rough)

なめらか (smooth)
軽そう (looks light)
光沢 (shiny)

固い (hard)
硬い (stiff)

サーフボード
(surfboards)

平坦 (flat)ぼろぼろ (worn)
生ぬるい (lukewarm)
ザラザラ (rough)

ねっとり (sticky)
汚い (dirty)
柔らかい (soft)

ぐちゃぐちゃ (messy)
湿った (wet)
どろどろ (sloppy)

泥
(mud)

使用感 (used-feeling)
素速い (fast)

ごつごつ
(lumpy and gnarled)
マット (matte)

ツヤツヤ (shiny)
古い (old)
先進的 (advanced)

頑丈 (sturdy)
強固 (solid)
重厚 (massive)

硬い (stiff)
重い (heavy)
機械的 (mechanical)

電車
(train)

Figure 13: Example of the data collected in the shitsukan term appropriateness assessment task.
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Figure 14: Instructions given to workers for the natural-
ness evaluation task (§5.1).

Figure 15: Example of a form used in the naturalness
evaluation task (§5.1).
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The task is to write terms that describe the “essence” of an object. The essence of an object
refers to the following:

• Physical properties (glossiness, transparency, etc.)
• State (dry, frozen, etc.)
• Impression (beautiful, ugly, etc.)

Write three terms that express the essence of the specified object in the image separated by
“, ”. Please try to make all three expressions as different as possible. Also, try to avoid using
similar expressions (sparkle/sparkly, etc.).

[If you cannot find the specified object in the image]
Please write the essence of the object that you think is closest to the specified object.

[Example]
What kind of shitsukan do you feel the “horse” in the photo has?
Answer: shiny, relaxed, warm

What kind of essence do you think the “bowl” in the photo has?
Answer:

Figure 16: Prompt for the shitsukan description task to assess the perception (Section 4.3). English translation; the
original is in Japanese. The image input is on the right. Note that some open-source models did not support multiple
input images, so the image associated with the example is missing.

This task asks you to describe the “essence” a spec-
ified object generally has. The essence of an object
refers to the following:

Shitsukan refers to the following:
• Physical properties (gloss, transparency, etc.)
• State (dry, frozen, etc.)
• Impression (beautiful, ugly, etc.)

Write three expressions that describe the essence you
feel the specified object generally has, separated by “,
”. Please try to make all three expressions as different
as possible. Also, try not to use similar expressions
(sparkle/sparkly, etc.).

[Example]
What kind of essence do you think a “horse” generally
has?
Answer: shiny, relaxed, warm

What kind of essence do you think a “carrot” generally
has?
Answer:

Figure 17: Shitsukan description task prompt (Section
5.1). Translated to English for clarity; the original is in
Japanese.

The task is to judge which of the given terms describe
an “essence” of an object.
The essence of an object refers to the following:

• Physical properties (gloss, transparency, etc.)
• Condition (dry, frozen, etc.)
• Impression (beautiful, ugly, etc.)

Please select the term that describes an essence of an
object.

[Example]
0: friendly, 1: stopped, 2: foreign, 3: matte
Answer: 3

Please select the term that describes an essence of an
object.
0: shiny, 1: dormant, 2: atlantic, 3: human
Answer:

Figure 18: Example shitsukan taxonomic understanding
task prompt (multiple-choice; §6).
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