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Abstract
Abstract Meaning Representation (AMR) is
a graph-based semantic formalism which has
been incorporated into a number of downstream
tasks related to natural language understanding.
Recent work has highlighted the key, yet often
ignored, role of ambiguity and implicit infor-
mation in natural language understanding. As
such, in order to effectively leverage AMR in
downstream applications, it is imperative to un-
derstand to what extent and in what ways ambi-
guity affects AMR graphs and causes disagree-
ment in AMR annotation. In this work, we
examine the role of ambiguity in AMR graph
structure by employing a taxonomy of ambigu-
ity types and producing AMRs affected by each
type. Additionally, we investigate how various
AMR parsers handle the presence of ambiguity
in sentences. Finally, we quantify the impact of
ambiguity on AMR using disambiguating para-
phrases at a larger scale, and compare this to
the measurable impact of ambiguity in vector
semantics.

1 Introduction

Abstract Meaning Representation (AMR; Ba-
narescu et al., 2013) is a semantic representation
which formally encodes the meaning of a sentence
or phrase in the form of a rooted, directed graph.
Figure 1 shows an example AMR graph of a sen-
tence, in both PENMAN (string-based) and graph-
based form. AMR has recently been leveraged for a
range of downstream tasks (Wein and Opitz, 2024).
While progress has been made on incorporating
AMR for engineering purposes, there has not yet
been consideration for how ambiguity affects AMR
graph structure.

Ambiguity is a key factor in understanding the
meaning of a sentence (Zipf, 1949; Piantadosi et al.,
2012) and is also a pain point for current NLP sys-
tems (Yuan et al., 2023; Liu et al., 2023), making
this an important consideration for formal semantic
representations such as AMR. Further, ambiguity
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Figure 1: The AMR annotation for the sentence “we
want to finish our experiments this week,” as a graph
(top) and as a string in PENMAN notation (bottom).

in the form of “differences in interpretation” is
cited as one of the primary causes of disagreement
in AMR annotation (§2.1). Therefore, if we want
to effectively leverage AMR as a meaning repre-
sentation for downstream tasks, it is important to
investigate how ambiguity affects AMR given the
critical role ambiguity plays in meaning.

In this work, we investigate the role of ambiguity
on English AMR graph structure by (1) examining
which types of ambiguity affect graph structure,
(2) determining how three top-performing text-to-
AMR parsers handle ambiguity in text, and (3) mea-
suring the effect of ambiguity on AMR in compari-
son to vector semantics.

First (in §3), in order to assess which types of
ambiguity affect AMR graph structure, we apply
the ambiguity taxonomy from Li et al. (2024). Us-
ing the ambiguous sentences and their possible
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interpretations provided from Li et al. (2024); Liu
et al. (2023), we parse the sentences into AMR
graphs for each interpretation, with the notion that
if the ambiguous sentence breaks down into multi-
ple AMRs (with the AMR graph being dependent
upon interpretation), then the type of ambiguity
present in the sentence affects AMR.

Second (in §4), we examine how ambiguity in
text is handled by text-to-AMR parsers. Text-to-
AMR parsing is the task of automatically convert-
ing a sentence or phrase into its corresponding
AMR annotation. We elicit parses of the ambigu-
ous sentences from three high-performing AMR
parsers and assess whether they parse AMRs corre-
sponding to the same or different interpretations.

Third (in §5), for a large set of disambiguating
paraphrases of ambiguous sentences, we measure
AMR graph overlap (via Smatch (Cai and Knight,
2013)) and BERTscores (Zhang et al., 2019) of the
sentences in order to see a broader picture of the
measurable effect of ambiguity on both forms of
semantic representations.

2 Background

2.1 AMR Disagreement

Abstract Meaning Representation (AMR) is a se-
mantic representation which reflects “who does
what to whom,” capturing the core concepts and
relationships of elements of meaning (Banarescu
et al., 2013). AMRs are rooted, directed graphs in
which the nodes correspond with concepts in the
sentence and edges indicate the relationships be-
tween those concepts; the root typically reflects the
main action verb. AMR was originally designed
for English but has since been extended to a num-
ber of other languages (Wein and Schneider, 2024).
Annotation is fairly lightweight but still requires an-
notator training. Inter-annotator agreement (IAA)
is often calculated using Smatch (Cai and Knight,
2013), a hill-climbing algorithm which measures
graph overlap on a scale from 0 to 1; 1 indicates
graph isomorphism and 0 indicates no shared graph
attributes.

In existing AMR corpora, reported IAA has
ranged from 0.71 to 0.89. Numerous causes have
been cited as the reason for annotator disagreement.
Persian AMR (Takhshid et al., 2022), Portuguese
AMR (Sobrevilla Cabezudo and Pardo, 2019), Ko-
rean AMR (Choe et al., 2020), Spanish AMR (Wein
et al., 2022), and Chinese AMR (Li et al., 2016) all
cited different interpretations of sentences as being

causes of different AMR graphs. Specific sources
of difference included modality, conjunctive mark-
ers with multiple meanings, and verb sense labels.
Thus, it is important to investigate how ambiguity,
as it relates to different possible interpretations of
sentences, quantitatively affects AMR annotation.

Multilingual issues, such as a lack of in-language
frame sets or individual collocations not repre-
sented in the guidelines (Takhshid et al., 2022; So-
brevilla Cabezudo and Pardo, 2019; Choe et al.,
2020), errors (Li et al., 2016; Sobrevilla Cabezudo
and Pardo, 2019; Oral et al., 2024; Wein et al.,
2022), and confusion with guidelines (Sobre-
villa Cabezudo and Pardo, 2019; Choe et al., 2020;
Wein et al., 2022) were also cited as causes of an-
notator disagreement. English AMR (Banarescu
et al., 2013) did not describe causes of annotator
disagreement.

2.2 Related Work on Ambiguity in Symbolic
Representations

As we do for AMR in this work, prior work has con-
sidered the role of ambiguity in other symbolic rep-
resentations. In particular, prior work investigated
the impact of ambiguous input on semantic parsing
with regard to synchronous context free grammars
(Arthur et al., 2015), logical forms (Stengel-Eskin
et al., 2023), and synactic parse trees (Church and
Patil, 1982).

Dumitrache et al. (2019) produced a crowd-
annotated FrameNet corpus which contains multi-
ple annotations per frame and disagreement-based
confidence scores, as opposed to the single most-
chosen frame, in order to account for ambiguity
in the text which would alter the frame annotation.
Similarly, Vossen et al. (2018) created a data-to-
text corpus with incorporated referential ambiguity.

On the other hand, it is also possible to address
the presence of ambiguity using formal represen-
tations. Koller et al. (2008) addressed scope ambi-
guity by computing the most likely reading using a
regular tree grammar and Duan et al. (2016) used
CCG to produce disambiguating paraphrases.

3 Effect of Each Type of Ambiguity on
AMR Graphs

In this section, we investigate which types of am-
biguity have an effect on AMR via analysis on a
small dataset.
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3.1 Data and Approach to AMR Parsing

We extract the ambiguous sentences and their indi-
vidual interpretations from Li et al. (2024), which
contains sentences collected from various sources
plus newly generated sentences, and an appendix
with taxonomically annotated sentences from the
AmbiEnt dataset (Liu et al., 2023). We use all of
the sentences included in the work, which results in
25 sentences occupying 11 categories of ambiguity,
with two or three sentences per category.

We produce AMRs for each interpretation by
automatically parsing (1) the original ambiguous
sentence, (2) the first interpretation, and (3) the
second interpretation, using SPRING (Bevilacqua
et al., 2021). We manually write the sentences cor-
responding to the two interpretations based on the
descriptions of the source of ambiguity provided in
Li et al. (2024). Then, we manually fix any errors
in the automatically parsed AMRs and ensure that
they do in fact represent the two distinct possible
interpretations of the ambiguous sentence.

In producing and analyzing the AMRs, we de-
termine whether, for each of the explored types
of ambiguity, different AMR graph structures are
necessary to reflect the individual interpretations.
If different AMR graph structures result from each
interpretation, this indicates that the type of ambi-
guity has an effect on AMR graph structure.

3.2 Results

The results for this experiment, with different
AMRs being parsed for the individual interpre-
tations indicating the ambiguity has an effect on
AMR, can be found in Table 1.

Of the 11 types of ambiguity, four (syntactic, el-
liptical, idiomatic, and coreferential) have an effect

Type of Ambiguity Sent. 1 Sent. 2 Sent. 3
Lexical
Syntactic
Scopal
Elliptical
Collective
Implicative
Presuppositional
Idiomatic
Coreferential
Generic
Type/Token

Table 1: For each type of ambiguity, shows which sen-
tences have the same (X) versus different (check) AMRs
for both interpretations, where having different AMRs
indicates that the ambiguity does have an effect on AMR
graph structure for that sentence.

on the AMR graph for all sentences in that cate-
gory, five (collective, implicative, presuppositional,
generic, and type/token) have no effect on AMR for
any sentences in that category, and two (lexical and
scopal) have mixed effects. All AMR graphs along
with their interpretations and IDs (which ambiguity
they contain) can be found in Appendix A.
Consistent effect. Syntactic ambiguity consis-
tently has an effect on AMR graph structure be-
cause it changes argument placement. For exam-
ple, in the case of “superfluous hair remover,” for
the interpretation remover of superfluous hair re-
mover, superfluous modifies hair, whereas for the
hair remover which is superfluous interpretation,
superfluous modifies remover.

Elliptical and coreferential ambiguity consis-
tently affect AMR graph structure because they
dictate the content of the coreferent concept. For
example, for elliptical ambiguity, “Peter walked
his dog, and Dan did, too” could indicate that Dan
walked either his own or Peter’s dog, which is repre-
sented differently in AMR because the dog walked
by Dan will either be possessed by Peter or Dan.
For coreferential ambiguity, such as “Abby told
Brittney that she upset Courtney” the :ARG0 of up-
set, i.e. the actor doing the upsetting, will be either
Abby or Brittney depending on the interpretation.

Idioms are incorporated in AMR as special
frames. Therefore, whether the idiom is the in-
tended meaning or the literal interpretation is the
intended meaning will change whether the special
frame is used (e.g. (z1 / kick_bucket-05) ver-
sus (z1 / kick-01 :ARG1 (z2 / bucket)) for
“kick the bucket”).
Mixed effects. Lexical ambiguity sometimes has
an effect on AMR graph structure depending on
whether one interpretation receives special treat-
ment in AMR. For example “bank” is not rep-
resented differently if it is a financial or river
bank, but “speaker” could be represented as (z1
/ person :ARG0-of (z2 / speak-01)) or (z1
/ speaker) if it is a person speaking or a loud-
speaker, respectively. This is indicative of the fact
that people are rooted by person in AMR, and
other entities such as organizations would receive
similar treatment, and thus would similarly induce
an AMR divergence based on lexical ambiguity.

Scope is not represented in AMR and as a result,
scopal ambiguity generally should not affect AMR
graph structure. However, for the sentence “he
wants to attend a school in New York,” the empha-
sis could change based on the interpretation to have
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the school be an argument of be-located-at-91
or have location be a modifier of the school.

No effect. The types of ambiguity which do not
have an effect on AMR graph structure generally
rely on commonsense knowledge or assumptions,
which are not incorporated into AMR. For example,
“the students wrote a paper” (which is affected by
collective/distributive ambiguity) is represented the
same in AMR whether the students wrote a paper
together or individually.

Similarly, implicative, presuppositional, and
generic/non-generic ambiguity all rely on assump-
tions about content not contained in the sentence,
which therefore does not affect AMR structure,
since implied content does not appear in an AMR
annotation.

Type/token ambiguity can be closer to under-
specification than outright ambiguity, as in the case
of “you should visit Norway in the summer.” This
is represented the same in AMR whether it is inter-
preted as “you should visit Norway this summer”
or “you should visit Norway during a summer,” but
they would differ if the text explicitly said “this/a
summer.”

4 AMR Parsers and Ambiguity

In this section we investigate how text-to-AMR
parsers handle the presence of ambiguity in text,
using the same data as in §3.

Methodology. For this experiment, we test how
ambiguity affects the output of the SPRING
(Bevilacqua et al., 2021), XFM-BART-large, and
T5-based text-to-AMR parsers.1

Results. For all cases except for two where the
ambiguity resulted in two different AMR struc-
tures (one for each interpretation), the three parsers
produced graphs corresponding with the same in-
terpretation.

The first case where the parsers produced differ-
ent interpretations was due to an error made by the
T5-based parser, which for the sentence “Calvin
will honor his father and Otto will too” produced
an AMR reflecting that Otto will honor himself.
The SPRING parser also had difficulty with this
sentence, as even when explicitly stating that Otto
will honor Otto’s father, the output still indicated
that Otto too will honor Calvin’s father.

1On the AMR 3.0 dataset (Knight et al., 2020), XFM-
BART-large and SPRING both achieve Smatch scores of 0.84,
while the T5-based parser achieves a Smatch score of 0.82.
We run all three parsers through the amrlib package.

The next case of different interpretation produc-
tion amongst the parsers was for the sentence “My
roommate and I met the lawyer for coffee, but she
became ill and had to leave.” The SPRING and
XFM-BART-large parsers both produced AMRs
indicating that the roommate became ill, while the
T5-based parser produced an AMR indicating that
the lawyer became ill.

In general, the parsers accommodated the ambi-
guity by outputting one acceptable interpretation,
though ambiguity is a possible cause of parser dis-
agreement and/or error, as demonstrated here by
the two cases where parser disagreement/error did
occur. Still, the quite consistent parsing of ambigu-
ous sentences into the same meaning suggests that
there is perhaps a “default” or more likely meaning
for the ambiguous sentence from the perspective
of text-to-AMR parsers, which is the interpretation
reflected in the automatic AMR parse.

5 Overall Effect of Ambiguity on AMR
Similarity

Now, we measure the quantitative impact of am-
biguity on AMR by parsing a large set of disam-
biguating paraphrases and comparing the Smatch
scores of the AMRs against their corresponding
sentences’ BERTscore values.

5.1 Approach to Calculating Overall Effect

For this analysis, we use the linguistically anno-
tated sentences from the AmbiEnt dataset (Liu
et al., 2023), a natural language inference test set
of ambiguous sentences; the premises form disam-
biguating paraphrases of the original sentence (if
the original sentence is ambiguous, which not all
are). We use only the sentences which have dis-
ambiguations and pair their premises, resulting in
919 disambiguated sentence pairs. Then, we use
the SPRING parser to produce the 1,838 AMRs of
these sentences. This allows us to then calculate
Smatch similarity between each of the different
interpretations of the original sentence.

5.2 Results

Overall, we find that the Smatch similarity between
the different AMRs of the interpretations is 0.83.
The pairwise scores range from 0.17 to 1.0, with
387 of the items having a Smatch score of 1.0.2

A number of the especially low scores (including

2The variance was 0.03 and the median was 0.88.
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the 0.17 case) were caused by multi-sentence dif-
ferences (i.e. whether one or both AMRs were
rooted by multi-sentence), which is not a diver-
gence in AMR structure that conveys a difference
in meaning.

One example of an AMR pair with a low Smatch
score (0.67) is for the following sentence pair: “the
vote was close because many people were unsure
of their vote” and “the vote was close because
many people abstained due to indecision.” The
AMRs diverge because the argument of their shared
cause-01 root either reflects the abstention or the
indecision, making the AMRs quite different. How-
ever, these sentences have a BERTscore of 0.78.

The average bert-base-uncased BERTscore
of the sentences is 0.91, noticably higher than the
0.83 average Smatch score. Thus, in line with
prior work (Leung et al., 2022; Wein et al., 2023;
Opitz et al., 2023), we find that AMR metrics are
even more sensitive to finer-grained differences in
meaning than embedding-based semantics. While
AMR reflects finer-grained differences in meaning,
in particular with respect to predicate-argument
structure, BERTscore and similar vector-based rep-
resentations of meaning are less sensitive to these
nuances of meaning. Therefore, taking ambiguity
into account is even more important when working
with AMR than with vector-based models.

6 Conclusion & Future Work

In this work, we investigated the effect of ambiguity
on AMR by determining whether different interpre-
tations of ambiguous sentences result in different
AMR graphs. Ultimately, we find that syntactic,
elliptical, idiomatic, and coreferential ambiguity
consistently affect AMR graph structure, and lex-
ical and scopal ambiguity can also affect AMRs
depending on the specific sentence. We manually
examine a small amount of sentences, which makes
it possible that the other types of ambiguity have
edge cases which may impact an AMR; still, in our
sample and as a general rule, they do not have an
impact and we reason through why in §3.

The results of our experiments indicate that ambi-
guity not only has an effect on AMR, but likely has
an even greater effect on AMR than on embedding-
based semantics. Therefore, when calculating IAA,
it is important for AMR dataset curators to ver-
ify to what extent ambiguity is present in the data.
Further, our results suggest that when ambiguity
can be resolved by presenting additional context to

annotators, the extra-sentential context should be
provided.

Finally, these findings motivate future work pro-
viding AMR datasets with multiple acceptable
AMRs per sentence, following Dumitrache et al.
(2019). Similarly to how Huang et al. (2023) cre-
ated a dataset where each AMR led to the produc-
tion of multiple paraphrased sentences, our work
suggests the utility of datasets containing multiple
AMRs per sentence (of which ours is the first).3

Limitations

Our qualitative analysis, though supplemented with
a larger-scale quantitative analysis, is limited to the
sentences contained in Li et al. (2024) and is small-
scale. However, we contextualize the observed
effects within the AMR schema to further unpack
which types of ambiguity affect AMR generally.

While we leverage a thorough taxonomy of am-
biguity for NLP, it is possible that there are other
kinds of ambiguity which may be relevant. Also,
this investigation is for English data, so it is yet to
be seen how this would extend to other languages.

Regarding additional future work, if in the future
the AmbiEnt dataset (Liu et al., 2023) is annotated
with the types of ambiguity presented in Li et al.
(2024), we could also quantify the effect of each
category (rather than overall effect).
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# ::snt We finally reached the bank. ::id
lex_amb_1_interpret_1

# ::interpretations: We finally reached the
river bank.; We finally reached the
financial bank.

(z1 / reach-01
:ARG0 (z2 / we)
:ARG1 (z3 / bank)
:time (z4 / final))

# ::snt The speaker is at the front of the
room. ::id lex_amb_2_interpret_1

# ::interpretations: The person who is
speaking is at the front of the room.

(z1 / person
:ARG0-of (z2 / speak-01)
:location (z3 / front

:part-of (z4 / room)))

# ::snt The speaker is at the front of the
room. ::id lex_amb_2_interpret_2

# ::interpretations: The loudspeaker is at
the front of the room.

(z1 / speaker
:location (z2 / front

:part-of (z3 / room)))

# ::snt superfluous hair remover ::id
synt_amb_1_interpret_1

# ::interpretations: remover of superfluous
hair

(z1 / remove-01

:ARG1 (z2 / hair
:mod (z3 / superfluous)))

# ::snt superfluous hair remover ::id
synt_amb_1_interpret_2

# ::interpretations: hair remover which is
superfluous

(z1 / remove-01
:ARG1 (z2 / hair)
:mod (z3 / superfluous))

# ::snt The girl hit the boy with the book.
::id synt_amb_2_interpret_1

# ::interpretations: With the book, the girl
hit the boy.

(z1 / hit-01
:ARG0 (z2 / girl)
:ARG1 (z3 / boy)
:ARG2 (z4 / book))

# ::snt The girl hit the boy with the book.
::id synt_amb_2_interpret_2

# ::interpretations: The girl hit the boy
who had the book.

(z1 / hit-01
:ARG0 (z2 / girl)
:ARG1 (z3 / boy

:ARG0-of (z4 / have-03
:ARG1 (z5 / book))))

# ::snt He's drawing all over the bus with
graffiti. ::id synt_amb_3_interpret_1

# ::interpretations: He is drawing graffiti
on the surface of the bus.

(z1 / draw-01
:ARG0 (z2 / he)
:ARG1 (z3 / graffiti)
:location (z4 / bus)
:extent (z5 / all-over))

# ::snt He's drawing all over the bus with
graffiti. ::id synt_amb_3_interpret_2

# ::interpretations He is on the bus,
drawing graffiti.

(z1 / bus
:location-of (z2 / he

:ARG0-of (z3 / draw-01
:ARG1 (z4 / graffiti))))

# ::snt Every student read two poems. ::id
scop_amb_1_interpret_1

# ::interpretations Every student read two (
possibly different) poems.; Two poems
were read by every student (same poems).

(z1 / read-01
:ARG0 (z2 / person

:ARG0-of (z3 / study-01)
:mod (z4 / every))

:ARG1 (z5 / poem
:quant 2))

# ::snt He wants to attend a school in New
York. ::id scop_amb_1_interpret_1

# ::interpretations There is a school in New
York that he wants to attend.

(z1 / want-01
:ARG0 (z2 / he)
:ARG1 (z3 / attend-01

:ARG0 z2
:ARG1 (z4 / school

https://aclanthology.org/2024.emnlp-main.390
https://aclanthology.org/2024.emnlp-main.390
https://aclanthology.org/2023.iwcs-1.16
https://aclanthology.org/2023.iwcs-1.16
https://doi.org/10.18653/v1/2023.findings-eacl.75
https://doi.org/10.18653/v1/2023.findings-eacl.75
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:location (z5 / city
:name (z6 / name

:op1 "New"
:op2 "York")))))

# ::snt He wants to attend a school in New
York. ::id scop_amb_1_interpret_1

# ::interpretations He wants to attend
school in New York.

(z1 / want-01
:ARG0 (z2 / he)
:ARG1 (z3 / attend-01

:ARG0 z2
:ARG1 (z4 / be-located-at-91

:ARG1 (z5 / school)
:ARG2 (z6 / city

:name (z6 / name
:op1 "New"
:op2 "York")))))

# ::snt Peter walked his dog, and Dan did,
too. ::id ellip_amb_1_interpret_1

# ::interpretations Peter and Dan walked
Peter's dog.

(z1 / walk-01
:ARG0 (z2 / and

:op1 (z3 / person
:name (z4 / name

:op1 "Peter"))
:op2 (z5 / person

:name (z6 / name
:op1 "Dan")))

:ARG1 (z7 / dog
:poss z3))

# ::snt Peter walked his dog, and Dan did,
too. ::id ellip_amb_1_interpret_2

# ::interpretations Peter walked his dog,
and Dan walked his own dog.

(z1 / and
:op1 (z2 / walk-01

:ARG0 (z3 / person
:name (z4 / name

:op1 "Peter"))
:ARG1 (z5 / dog

:poss z3))
:op2 (z6 / walk-01

:ARG0 (z7 / person
:name (z8 / name

:op1 "Dan"))
:ARG1 (z9 / dog

:poss z7)))

# ::snt Sam loves Jess more than Jason. ::id
ellip_amb_2_interpret_1

# ::interpretations Sam loves Jess more than
Sam loves Jason.

(z1 / love-01
:ARG0 (z2 / person

:name (z3 / name
:op1 "Sam"))

:ARG1 (z4 / person
:name (z5 / name

:op1 "Jess"))
:ARG1-of (z6 / have-degree-91

:ARG3 (z7 / more)
:ARG4 (z8 / love-01

:ARG0 z2
:ARG1 (z9 / person

:name (z10 / name

:op1 "Jason")))))

# ::snt Sam loves Jess more than Jason. ::id
ellip_amb_2_interpret_2

# ::interpretations Sam loves Jess more than
Jason loves Jess.

(z1 / love-01
:ARG0 (z2 / person

:name (z3 / name
:op1 "Sam"))

:ARG1 (z4 / person
:name (z5 / name

:op1 "Jess"))
:ARG1-of (z6 / have-degree-91

:ARG3 (z7 / more)
:ARG4 (z8 / love-01

:ARG0 (z9 / person
:name (z10 / name

:op1 "Jason"))
:ARG1 z4)))

# ::snt Calvin will honor his father and
Otto will too. ::id
ellip_amb_3_interpret_1

# ::interpretations Calvin and Otto will
honor Calvin's father.

(z1 / and
:op1 (z2 / honor-01

:ARG0 (z3 / person
:name (z4 / name

:op1 "Calvin"))
:ARG1 (z5 / person

:ARG0-of (z6 / have-rel-role
-91
:ARG1 z3
:ARG2 (z7 / father))))

:op2 (z8 / honor-01
:ARG0 (z9 / person

:name (z10 / name
:op1 "Otto"))

:ARG1 z5
:mod (z11 / too)))

# ::snt Calvin will honor his father and
Otto will too. ::id
ellip_amb_3_interpret_2

# ::interpretations Calvin will honor Calvin
's father, and Otto will honor Otto's
father.

(z1 / and
:op1 (z2 / honor-01

:ARG0 (z3 / person
:name (z4 / name

:op1 "Calvin"))
:ARG1 (z5 / person

:ARG0-of (z6 / have-rel-role
-91
:ARG1 z3
:ARG2 (z7 / father))))

:op2 (z8 / honor-01
:ARG0 (z9 / person

:name (z10 / name
:op1 "Otto"))

:ARG1 (z11 / person
:ARG0-of (z12 / have-rel-

role-91
:ARG1 z9
:ARG2 (z13 / father)))

:mod (z14 / too)))
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# ::snt The students wrote a paper. ::id
coll_amb_1_interpret_1

# ::interpretations The students wrote a
paper together.; Each student wrote a
paper separately.

(z1 / write-01
:ARG0 (z2 / person

:ARG0-of (z3 / study-01))
:ARG1 (z4 / paper))

# ::snt Jenny and Zoe solved the puzzle. ::
id coll_amb_2_interpret_1

# ::interpretations Jenny and Zoe each
solved the puzzle individually.; Jenny
and Zoe solved the puzzle together.

(z1 / solve-01
:ARG0 (z2 / and

:op1 (z3 / person
:name (z4 / name

:op1 "Jenny"))
:op2 (z5 / person

:name (z6 / name
:op1 "Zoe")))

:ARG1 (z7 / puzzle-01))

# ::snt Some gems in this box are fake. ::id
impl_amb_1_interpret_1

# ::interpretations Some, and not all, gems
in this box are fake.; Some, and perhaps
all, gems in this box are fake.

(z1 / fake-02
:ARG1 (z2 / gem

:quant (z3 / some)
:location (z4 / box

:mod (z5 / this))))

# ::snt Carolyn had talked to two senators.
::id impl_amb_2_interpret_1

# ::interpretations Carolyn had talked to (
exactly) two senators.; Carolyn had
talked to (at least) two senators.

(z1 / talk-01
:ARG0 (z2 / person

:name (z3 / name
:op1 "Carolyn"))

:ARG2 (z4 / person
:quant 2
:ARG0-of (z5 / have-org-role-91

:ARG1 (z6 / government-
organization
:name (z7 / name

:op1 "Senate"))))
)

# ::snt Jane left early too. ::id
pres_amb_1_interpret_1

# ::interpretations (e.g. Robert left early
.) Jane left early too.; (e.g. Jane
arrived early.) Jane left early too.

(z1 / leave-11
:ARG0 (z2 / person

:name (z3 / name
:op1 "Jane"))

:time (z4 / early)
:mod (z5 / too))

# ::snt The new software is also available
in a Spanish-language version. ::id

pres_amb_2_interpret_1
# ::interpretations The new software is also

available in a Spanish-language version
(in addition to older software).; The
new software is also available in a
Spanish-language version (in addition to
other languages).

(z1 / available-02
:ARG2 (z2 / software

:ARG1-of (z3 / new-01))
:mod (z4 / also)
:manner (z5 / version

:mod (z6 / language
:name (z7 / name

:op1 "Spanish"))))

# ::snt kick the bucket ::id
idiom_amb_1_interpret_1

# ::interpretations die
(z1 / kick_bucket-05)

# ::snt kick the bucket ::id
idiom_amb_1_interpret_2

# ::interpretations hit a bucket with one's
foot

(z1 / kick-01
:ARG1 (z2 / bucket))

# ::snt He didn't see the big picture. ::id
idiom_amb_2_interpret_1

# ::interpretations He didn't see the
physical big picture.

(z1 / see-01
:polarity -
:ARG0 (z2 / he)
:ARG1 (z3 / picture

:mod (z4 / big-01)))

# ::snt He didn't see the big picture. ::id
idiom_amb_2_interpret_2

# ::interpretations He didn't see the
metaphorical big picture.

(z1 / see-01
:polarity -
:ARG0 (z2 / he)
:ARG1 (z3 / big-picture-01))

# ::snt Abby told Brittney that she upset
Courtney. ::id coref_amb_1_interpret_1

# ::interpretations Abby told Brittney that
Abby upset Courtney.

(z1 / tell-01
:ARG0 (z2 / person

:name (z3 / name
:op1 "Abby"))

:ARG1 (z4 / upset-01
:ARG0 z2
:ARG1 (z5 / person

:name (z6 / name
:op1 "Courtney")))

:ARG2 (z7 / person
:name (z8 / name

:op1 "Brittney")))

# ::snt Abby told Brittney that she upset
Courtney. ::id coref_amb_1_interpret_2

# ::interpretations Abby told Brittney that
Brittney upset Courtney.
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(z1 / tell-01
:ARG0 (z2 / person

:name (z3 / name
:op1 "Abby"))

:ARG1 (z4 / upset-01
:ARG0 (z5 / person

:name (z6 / name
:op1 "Brittney"))

:ARG1 (z7 / Courtney))
:ARG2 z5)

# ::snt My roommate and I met the lawyer for
coffee, but she became ill and had to
leave. ::id coref_amb_2_interpret_1

My roommate and I met the lawyer for coffee,
but the lawyer became ill and had to
leave.

(z1 / meet-02
:ARG0 (z2 / and

:op1 (z3 / person
:ARG0-of (z4 / have-rel-role

-91
:ARG1 (z5 / i)
:ARG2 (z6 / roommate)))

:op2 z5)
:ARG1 (z7 / lawyer)
:purpose (z8 / coffee)
:concession-of (z9 / and

:op1 (z10 / become-01
:ARG1 z7
:ARG2 (z11 / ill-01

:ARG1 z7))
:op2 (z12 / obligate-01

:ARG1 z7
:ARG2 (z13 / leave-11

:ARG0 z7))))

# ::snt My roommate and I met the lawyer for
coffee, but she became ill and had to
leave. ::id coref_amb_2_interpret_2

# ::interpretations My roommate and I met
the lawyer for coffee, but my roommate
became ill and had to leave.

(z1 / meet-02
:ARG0 (z2 / and

:op1 (z3 / person
:ARG0-of (z4 / have-rel-role

-91
:ARG1 (z5 / i)
:ARG2 (z6 / roommate)))

:op2 z5)
:ARG1 (z7 / lawyer)
:purpose (z8 / coffee)
:concession-of (z9 / and

:op1 (z10 / become-01
:ARG1 z3
:ARG2 (z11 / ill-01

:ARG1 z3))
:op2 (z12 / obligate-01

:ARG1 z3
:ARG2 (z13 / leave-11

:ARG0 z3))))

# ::snt dinosaurs ate kelp ::id
gen_amb_1_interpret_1

# ::interpretations In general, dinosaurs
ate kelp.; On one occasion, some
dinosaurs ate kelp.

(z1 / eat-01

:ARG0 (z2 / dinosaur)
:ARG1 (z3 / kelp))

# ::snt John ate breakfast with a gold fork.
::id gen_amb_2_interpret_1

# ::interpretations John generally ate
breakfast with a gold fork.; During one
breakfast, John ate with a gold fork.

(z1 / eat-01
:ARG0 (z2 / person

:name (z3 / name
:op1 "John"))

:ARG1 (z4 / breakfast)
:instrument (z5 / fork

:consist-of (z6 / gold)))

# ::snt If an athlete uses a banned
substance, they will be disqualified
from the competition. ::id
gen_amb_3_interpret_1

# ::interpretations As a rule, if an athlete
uses a banned substance, they will be
disqualified from the competition.; If
the referenced athlete uses a banned
substance, they will be disqualified
from the competition.

(z1 / disqualify-01
:ARG1 (z2 / athlete)
:ARG2 (z3 / compete-01

:ARG0 z2)
:condition (z4 / use-01

:ARG0 z2
:ARG1 (z5 / substance

:ARG1-of (z6 / ban-01))))

# ::snt I paid for the same car. ::id
type_amb_1_interpret_1

# ::interpretations I paid for the same car
as another person.; I paid for the same
car twice.

(z1 / pay-01
:ARG0 (z2 / i)
:ARG3 (z3 / car

:ARG1-of (z4 / same-01)))

# ::snt You should visit Norway in the
summer. ::id type_amb_2_interpret_1

# ::interpretations You should visit Norway
this summer.; You should visit Norway
during a summer.

(z1 / visit-01
:ARG0 (z2 / you)
:ARG1 (z3 / country

:name (z4 / name
:op1 "Norway"))

:time (z5 / date-entity
:season (z6 / summer))

:ARG1-of (z7 / recommend-01))
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