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Abstract

Traditional linguistic annotation methods often
strive for a gold standard with hard labels as
input for Natural Language Processing models,
assuming an underlying objective truth for all
tasks. However, disagreement among annota-
tors is a common scenario, even for seemingly
objective linguistic tasks, and is particularly
prominent in figurative language annotation,
since multiple valid interpretations can some-
times coexist. This study presents the annota-
tion process for identifying metaphorical tweets
within a corpus of 3733 Public Communication
of Science texts written in Mexican Spanish,
emphasizing inter-annotator disagreement. Us-
ing Fleiss’ and Cohen’s Kappa alongside agree-
ment percentages, we evaluated metaphorical
language detection through binary classifica-
tion in three situations: two subsets of the cor-
pus labeled by three different non-expert an-
notators each, and a subset of disagreement
tweets, identified in the non-expert annotation
phase, re-labeled by three expert annotators.
Our results suggest that expert annotation may
improve agreement levels, but does not exclude
disagreement, likely due to factors such as the
relatively novelty of the genre, the presence
of multiple scientific topics, and the blending
of specialized and non-specialized discourse.
Going further, we propose adopting a learning-
from-disagreement approach for capturing di-
verse annotation perspectives to enhance com-
putational metaphor detection in Mexican Span-
ish.

1 Introduction

Studies on Figurative Language Processing (FLP)
have increased substantially in recent years, with
metaphor as one of the main topics addressed from
different computational approaches. Since most of
the research related to computing and technology is
carried out in English-speaking contexts, the great-
est advances in computational metaphor processing
have been developed for the English language, a

situation that has brought an imbalance for the rest
of the languages spoken on the planet. As men-
tioned by Sánchez-Bayona (2021), there is a gap
in Spanish annotated data that can be used for au-
tomatic detection, interpretation and generation of
linguistic metaphors.

As far as Mexican Spanish is concerned, works
on metaphor annotation and metaphor computa-
tional processing are virtually nonexistent. Even
though Natural Language Processing (NLP) ap-
proaches to the study of metaphor date back at
least to the 1980s (Shutova et al., 2013), most of
the research related to computing and technology
is carried out in English-speaking contexts, which
means the greatest advances in metaphor automatic
processing have been developed for the English lan-
guage. Languages like Spanish face a gap in NLP
studies regarding the automatic detection, interpre-
tation, and generation of linguistic metaphors.

To address this gap, we have explored a multi-
class annotation approach to develop an anno-
tated corpus, aiming to study both binary and fu-
ture multi-class classification of metaphorical texts
within the domain of Public Communication of Sci-
ence (PCS) in Twitter/X. We devised this dataset
would provide sufficient training data for a compu-
tational NLP model to identify and understand lin-
guistic metaphors in Spanish texts of this particular
type of discourse, where the wide use of metaphor
—in contrast to specialized scientific discourse—
has been pointed out, emphasizing communicative
and didactic purposes, stemming from the target
audience: the general public. Metaphors play a
major role in PCS, as they are useful for explain-
ing complex concepts in a way that makes them
more accessible and easier to understand for the
non-specialized audience (Berber Sardinha, 2007;
Alexander et al., 2015; Merakchi, 2020).

During our annotation process, we noticed that
human metaphor identification is a challenging pro-
cess, far less intuitive than anticipated. Despite
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rigorously adhering to a meticulous annotation pro-
tocol, carefully adjusted to to the linguistic char-
acteristics of the corpus, we observed consistent
disagreements among annotators on what consti-
tutes metaphorical language in science communi-
cation. In parallel, we have held expert meetings
to address the nuanced linguistic and cognitive as-
pects of metaphors in PCS in relation to impor-
tant features of Twitter/X language use —such as
brevity, interactivity, and the use of multimodal-
ity—, aiming to develop coherent annotation guide-
lines and a consistently annotated corpus. Through
these examinations, we have pursued making the
process of metaphor identification as methodical
and systematic as possible. However, our annota-
tion data has revealed the difficulty of achieving
a reliable gold standard with hard labels through
conventional methods, which highlights the impor-
tance of analyzing annotator disagreements more
closely. Moreover, given the scarcity of research
on disagreement in figurative language annotation
(Weitzel et al., 2016; Sandri et al., 2023; Xiao
et al.), we consider this a critical area for further
exploration.

In this work, we discuss the development of
our annotated corpus, from designing annotation
guidelines to a focused analysis of annotator dis-
agreement. Beyond resolving the points of dis-
agreement to establish a gold standard, we are con-
cerned with understanding the causes and charac-
teristics of this divergence in the binary classifica-
tion of metaphorical texts and non-metaphorical
texts. For our corpus annotation, we have relied on
the MATTER cycle (Pustejovsky and Stubbs, 2013)
and an adaptation of the Metaphor Identification
Procedure Vrije Universiteit Amsterdam (MIPVU)
(Steen et al., 2010), to identify three categories of
metaphors: direct metaphor, indirect metaphor, and
personification metaphor. These categories were
considered to detect only the presence or absence
of metaphorical language in the text.

We annotated a corpus of 3733 PCS tweets pub-
lished in Mexican Spanish from January 2020 to
May 2023. Both our annotated dataset and the
annotation guidelines are publicly available on a
GitHub repository, to support future research in
metaphor analysis and automatic metaphor detec-
tion. This paper is structured as follows: Section
2 outlines the linguistic metaphor annotation, in-
cluding the MATTER cycle, the MIPVU method,
related work in metaphor annotation, and observa-
tions about learning from disagreement. Section 3

details the annotation guidelines, while section 4
reviews a pilot testing as a key phase in improving
the guidelines. Section 5 focuses on corpus annota-
tion, encompassing inter-annotator agreement eval-
uation, expert annotation for disagreement cases,
and subsequent guide refinements. Finally, section
6 presents conclusions and future directions for
potential applications of the corpus.

2 Framework for Linguistic Metaphor
Annotation

2.1 Metaphor Identification Procedure Vrije
Universiteit (MIPVU)

Natural Language Processing (NLP) systems often
rely on linguistic features, such as lexical patterns,
syntactic structures, or semantic associations, to
identify metaphorical language. To tackle this ob-
jective, NLP researchers have turned to a comple-
mentary theoretical approach, exemplified by Steen
et al. (2010) work on the Metaphor Identification
Procedure Vrije Universiteit (MIPVU). Originally
formulated as MIP by Pragglejaz (2007), the MIPVU

provides a systematic and structured methodology
for identifying metaphor related words (MRWs) in
text corpora, offering clear guidelines and criteria
for manual annotation. Unlike the cognitive guid-
ance of other metaphor theories —such as concep-
tual metaphor theory or CMT (Lakoff and Johnson,
1980)—, MIPVU operationalizes metaphor identi-
fication based on linguistic and contextual consid-
erations. Using this approach, researchers have
constructed the VUAM corpus, which stands as
the most extensive dataset with annotations aimed
at characterizing linguistic metaphor (Steen et al.,
2010).

The MIPVU procedure involves several steps for
identifying metaphorical language in text. Just like
MIP, it begins with reading the text to understand
its meaning, followed by identifying lexical units
and establishing their contextual meaning. If a
unit’s contextual meaning contrasts with its basic
meaning and can be understood metaphorically, it
is marked as metaphorical (Pragglejaz, 2007).

In the realm of NLP, MIPVU serves as a valuable
tool for automatically identifying and analyzing
metaphorical language in large text corpora. By in-
corporating refinements such as the consideration
of word class boundaries and various metaphor
types, NLP systems can more accurately detect
MRWs within text. Although the MIPVU method-
ology has been adapted to other languages (Nacey

https://github.com/alecmontero/automaticmetaphorprocessingspanish
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et al., 2019), Spanish has been notably omitted,
resulting in a scarcity of labeled data to train super-
vised models (Sanchez-Bayona and Agerri, 2022).

2.2 Related Work
Research and advances in metaphor annotation
in Spanish remain sparse. Notably, the work
by Sanchez-Bayona and Agerri (2022) on this
topic stands out. They developed the Corpus for
Metaphor Detection in Spanish (CoMeta), compris-
ing 3633 sentences from general domain texts with
annotations at the token level (words with seman-
tic content only) with binary labels. The CoMeta
corpus was annotated following an adaptation of
MIPVU into Spanish by the authors, representing a
vital contribution to advancing metaphor research
in the Spanish language.

Before CoMeta, “the only known attempt to an-
notate linguistic metaphor in general domain texts
in Spanish is that of [Martínez] Santiago et al.
(2014), who labeled a sample from SemEval 2013
dataset of the news genre employed for WSD task
in Spanish” (Sánchez-Bayona, 2021, 15). Using
the VUAM corpus as a benchmark and evaluating it
against 9 large language models, CoMeta demon-
strated lower performance results compared to En-
glish. This outcome is understandable, given the
smaller size of the training set in Spanish, although
this does not diminish its remarkable contribution
to NLP in Spanish. However, CoMeta’s binary
tagging represents a certain shortcoming since it
does not allow the study of the different types of
automatically detected metaphors.

Agreement levels in metaphor annotation,
though rarely central in literature related to com-
putational metaphor processing, are occasionally
reported but often without in-depth discussion.
Among the notable cases, the (VUAM) corpus, an-
notated over a two-year period, achieved a high
Fleiss’ kappa of 0.85 (Krennmayr and Steen, 2017).
Another study by Zayed (2021), focused on clas-
sifying metaphorical verbs in Twitter datasets, re-
ported Fleiss’ kappa values exceeding 0.6. Simi-
larly, Sanchez-Bayona and Agerri (2022) involved
six Spanish-speaking linguists in an evaluation of
a 10% random selection of CoMeta, achieving an
average Cohen’s kappa of 0.631. In contrast, our
study involves additional variables which may em-
phasize both the complexity and subjectivity of
the task: a relatively unexplored genre that mixes
specialized and non-specialized discourse, limited
annotation time, and reliance on non-expert anno-

tators.
In contrast to the limited studies on metaphor

detection in Spanish using NLP techniques (Richi
Pons-Sorolla, 2020; Uribe and Mejía, 2023), in En-
glish there have been important developments in
the use of deep learning techniques and transform-
ers for metaphor detection, as reported by Tong
et al. (2021). Furthermore, noteworthy models
have emerged such as MelBERT (Choi et al., 2021)
and MIss RoBERTa WiLDe (Babieno et al., 2022),
specifically trained for metaphor processing from
fine-tuning large language models. Alternative
methods have addressed metaphor detection from
a cross-lingual or multilingual setting (Aghazadeh
et al., 2022; Lai et al., 2023; Hülsing and Schulte
Im Walde, 2024) as well as using Large Language
Models (Wachowiak and Gromann, 2023).

2.3 Learning from Disagreement
In recent years, the approach known as ‘learning
from disagreement’ has emerged in NLP as a re-
action to traditional methods based on a gold stan-
dard annotation, which assumes a single objective
truth underlies the annotation task. This approach
challenges that epistemological assumption and, in-
stead, it adopts a perspectivist view in which “dis-
agreements provide useful information for learn-
ing” (Uma et al., 2021, 1389). This methodological
shift is relevant for linguistic tasks like metaphor
annotation, where multiple valid interpretations of-
ten coexist. By framing disagreements as a source
of information for training data, FLP research can
capture the diversity of perspectives, subjectivity
and interpretative variability to the linguistic phe-
nomena.

Uma et al. (2021) review the evidence for dis-
agreements on NLP and Computer Vision (CV)
tasks, pointing out that annotators might differ
even on supposedly objective linguistic tasks, such
as POS tagging; in some cases, even detailed an-
notation guidelines fail to eliminate errors or re-
solve “hard cases”. Disagreement is even more
pronounced in subjective tasks like sentiment anal-
ysis or hate speech, and it can similarly arise in
tasks involving figurative language. The sources
of disagreement include annotator errors, interface
issues, ambiguities in the annotation scheme, item
difficulty, and the inherent subjectivity of the task.
Several methods have emerged to address this chal-
lenge, from aggregating crowd annotations into a
single label (a form of ‘silver’ truth) to hybrid meth-
ods combining hard and soft labels. While hard
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labels assign a single definitive label to each item,
soft labels capture the distribution of annotators’
responses, which reflects uncertainty or variability
in the data.

Evaluation of these methods contrasts traditional
‘hard’ metrics —e.g. F1 or accuracy— with ‘soft’
evaluation metrics such as cross-entropy, Jensen-
Shannon divergence, and normalized entropy. The
findings of Uma et al. (2021) indicate that there
is no clear ‘winner’ among methods that do not
rely on gold labels, as the best approach depends
on the specific dataset. However, methods using
hard labels generally perform better when evalu-
ated with hard metrics, while those that do not
assume a recoverable gold label tend to excel with
soft evaluation metrics.

3 Annotation Guidelines

Development of accurate annotation guidelines was
essential for the task of identifying metaphorical
language in Mexican Spanish tweets, as no material
available for this language variety was found. We
established a group of linguists to meet and discuss
the development of the guide, starting from the idea
of adapting the MIPVU to this language and to the
characteristics of the project. An early suggestion
was to first perform a binary corpus annotation,
aimed at distinguishing between metaphorical lan-
guage tweets and literal language tweets. However,
it was determined that focusing on the identifica-
tion of specific metaphor types during annotation
implied the detection of metaphorical language in
the texts. This would enable annotators to classify
the presence of metaphor at a binary level while
subclassifying metaphorical tweets into metaphor
types. Starting with a multi-class annotation system
to support binary classification not only addressed
the immediate objectives of the project, but also
provided data for analyzing metaphor subclasses in
the future.

In our guidelines, we first defined metaphor as a
a conceptual relationship between a source domain
and a target domain, expressed through verbal lan-
guage, according to CMT’s fundamental concepts
(Lakoff and Johnson, 1980). Next, we examined
the MRWs described by Steen et al. (2010), and
decided to focus on three types of metaphors: di-
rect (DM), indirect (IM), and personification (PM),
due to the features of our corpus. Table 1 shows
labeled examples of the three types of metaphors,
extracted from tweets in the corpus and presented

to the annotators in the guide. A more detailed
explanation of our multi-class annotation schema
can be found in Sánchez-Montero et al. (2024), and
our guidelines can be consulted via our GitHub
repository.

Since our primary goal was to detect the pres-
ence of metaphors, we utilized the identification of
metaphor types as a means to this end. Therefore,
we assigned general labels of 0 (non-metaphorical)
and 1 (metaphorical) to the annotated tweets. In
addition, our annotation focused on identifying
scientific metaphors and everyday or colloquial
metaphors in the corpus, both present in PCS
tweets that bridge the specialized realm of science
and the colloquial domain of language.

In addition to providing examples extracted from
the corpus and offering guidance on how to use
the annotation platform, clarifications were pro-
vided regarding the scope of the annotations, i.e.
the whole set of words that should be considered
within each unit tagged with a different label. It
was emphasized that labels should be applied to
lexical words containing relevant semantic content
in all cases, like complete proper names, and for
verbs, annotators were reminded to consider the
type of verb for comprehensive annotation, given
the complexity of Spanish verb morphology. This
included simple verbs and multi-word expressions,
like compound verbs, verbal periphrases, and ver-
bal phrases.

Furthermore, it was explained that scientific ter-
minology of metaphorical origin, such as “plane-
tary rings”, “family trees”, or “neural networks”,
should also be marked. No further information was
added on the determination of linguistic units, as
annotators were presumed to have a background in
linguistics. It was also emphasized that: i) all in-
stances identified as metaphors should be marked,
ii) annotators could refer to a dictionary for assis-
tance, and iii) any problematic cases not present in
the guide should be reported immediately.

4 Pilot Testing

We gathered a group of 6 native Mexican Spanish-
speaking annotators to carry out a pilot test for
the validation of our guidelines1. These annota-
tors are undergraduate students of linguistics in
the age range of 18 to 25 years old, 2 of them fe-
male and 4 male. We chose the Argilla platform

1The principles of the Belmont Report were followed in
the data labeling process (Belmont, 1978).

https://github.com/alecmontero/automaticmetaphorprocessingspanish
https://github.com/alecmontero/automaticmetaphorprocessingspanish
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Category Annotation Example Translation

Direct
Metaphor

¿Acostumbras ver tu celular antes de dormir?
¡Tache! Te explicamos porqué este aparato es nue-
stro peor aliado a la hora de conciliar el sueño. ¡#Re-
descubreLaCiencia en el #DíaMundialDelSueño!

Do you usually watch your cell phone before going
to sleep? Strike! We explain you why this device
is our worst ally when it comes to falling asleep.
#DiscoverScience on #WorldSleepDay!

Indirect
Metaphor

¡Las mujeres a la conquista del espacio!
#SpaceConCiencia y @Ciencia_UNAM presentan
a @AnaC_Olvera y @TerricolaMex en una plática
con @RaulGranada más allá del firmamento
¡Descubre porqué la mujer ha sido fundamental en
la carrera espacial!

Women to the conquest of space!
#SpaceConCiencia and @Ciencia_UNAM present
@AnaC_Olvera and @TerricolaMex in a talk with
@RaulGranada beyond the firmament.
Find out why women have been instrumental in the
space race!

Personification
Metaphor

El telescopio James Webb fotografió varias galaxias
que gravitan en torno de un hoyo negro que está
capturando parte de su gas.

The James Webb telescope photographed several
galaxies gravitating around a black hole that is cap-
turing some of their gas.

Table 1: Examples of metaphor annotation in the guidelines including their English translation.

for corpus annotation due to its suitability for han-
dling Spanish idiosyncrasies, including accents and
the letter “ñ”, as well as other distinctive elements
found in tweets such as emojis. Additionally, the
platform’s ability to tokenize texts upon dataset
loading proved advantageous, enhancing efficiency
during the annotation task.

We evaluated a dataset of 73 tweets commonly
annotated by all six annotators, randomly sampled
from the corpus, using Fleiss’ Kappa coefficient
(Fleiss, 1971). Our evaluation focused on a binary
classification, i.e., distinguishing between tweets
with metaphors and tweets without metaphors, re-
gardless of the specific labels that annotators placed
on the texts. We extracted the binary labels of each
record per annotator, assigning ‘0’ to texts with no
metaphor and ‘1’ to the rest of the labels used.

Once this structured dataset was determined, the
Fleiss’ Kappa coefficient was calculated, result-
ing in a value of 0.22. According to the Landis
and Koch (1977) scale, a Kappa score like this
falls within the scope of a “fair” agreement, which
means that the level of inter-annotator agreement
(IAA) beyond what might be expected by chance
alone, but not sufficiently strong. Initially, we an-
ticipated a lower rate of IAA given the task’s com-
plexity for this initial phase.

During the annotation process, several common
errors were identified, including the misclassifi-
cation of verbs that do not personify but, being
adjacent to inanimate objects words, were labeled
as personificators. Additionally, concerning DMs,
annotators tended to focus on identifying metaphor
signals from the provided list of expressions, rather
than addressing conceptual mappings, resulting in
the misclassification of this type of metaphor.

Furthermore, the annotators failed to consider
multiple metaphors within a text, even though the
corpus presented examples of combined metaphors,
such as simultaneous PMs and DMs.

Regarding annotation scope, verbs were incon-
sistently labeled, despite linguistic training of anno-
tators. Oftentimes multi-word verbs were not con-
sidered, and annotations extended only to inflected
verb words. Similarly, nouns were sometimes la-
beled without adjacent adjectives, highlighting the
importance of context for accurate annotation in re-
lation to training data for computational metaphor
processing.

5 Corpus Annotation

Based on the annotation errors, some key improve-
ments to the guide were implemented for clarity
and guidance. A revised version of the annota-
tion guide was provided to the six annotators who
would be working on the full corpus. Although
only four of the original pilot participants contin-
ued, the demographic profile of the corpus annota-
tors remained consistent with that of the pilot study.
Two additional annotators joined the project and
also completed the same preparatory pilot test.

Based on observations from the pilot study, the
revised guide minimized the theoretical content to
essential information and reduced the number of
examples presented. A separate document, cre-
ated to outline common annotation errors from the
previous phase, was also provided to the annota-
tors.This new version of the guide also emphasized
the need to focus not only on linguistic structural
features but also primarily on underlying concep-
tual mappings within the specific context of each
item.
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Dataset Agreement (%) Fleiss’ Kappa
1st Half 49.57 0.11

2nd Half 55.06 0.24

Table 2: Agreement Percentage and Cohen’s Kappa Score
by section of the corpus.

We also accentuated the semantic characteris-
tics of personification markers, such as verbs or
nouns that implied attributes like [+ANIMATE]
and [+HUMAN]. For IMs, identified subcategories
were explicitly pointed out, including scientific ter-
minology, idioms, abstract science concepts ex-
plained through familiar terms, and implicit con-
ceptual mappings. Finally, we decided that non-
metaphorical tweets would be validated directly
with no labels on the text.

Our research corpus consisted of 3733 tweets
obtained via the Twitter API v2 from 19 science
communicators based in Mexico. We divided this
dataset into two parts: 1866 assigned to annotators
A1, A2, and A3, and 1867 to annotators A4, A5,
and A6. Each half of this corpus was labeled three
different times to evaluate points of agreement and
disagreement. We used Argilla once again for this
process.

5.1 Inter-Annotator Agreement
A binary evaluation was performed for the detec-
tion of the metaphor, using both agreement percent-
age and Fleiss’ Kappa as IAA metrics. As shown
in Table 2, in the first half of the corpus, the agree-
ment percentage was 49.57%, with a kappa value
of 0.11, while in the second half the agreement
increased to 55.06% and the kappa to 0.24. These
values, ranging from “slight” to “fair”, indicate
that annotator consistency was slightly higher that
would be expected by chance, although far from
perfect.

To analyze IAA at a more granular level, we
also evaluated each annotator pair using agreement
percentage and Cohen’s Kappa coefficient (Cohen,
1960). The results from this evaluation, presented
in Table 3, reflect slight to fair consistency accross
annotator pairs, with agreement percentages rang-
ing from 61.36% to 79.97%, and Kappa values bew-
teen 0.09 and 0.38. Overall, the levels of agreement
are only slightly higher than expected by chance,
which means our annotation faces a significant dis-
agreement issue and, consequently, a challenge for
using the annotated data as reliable training input
for a metaphor detection model.

Pair of annotators Agreement (%) Cohen’s Kappa

A1 – A2 74.28% 0.17

A1 – A3 61.36% 0.09

A2 – A3 63.50% 0.21

A4 – A5 63.63% 0.18

A4 – A6 66.52% 0.27

A5 – A6 79.97% 0.38

Table 3: Evaluation metrics for interannotator agreement per
pair of annotators in the binary classification of metaphorical

and non-metaphorical tweets.

Although the results exhibit relatively low IAA
in terms of Kappa coefficients, it is important to
mention that, to the best of our knowledge, these
are the first numerical indicators for the task of
annotating metaphors in Mexican Spanish PCS
tweets, so we have no point of comparison for our
study. Several factors may have contributed to
the considerable influence of annotator subjectivity
when interpreting metaphors, including the rela-
tively unexplored nature of this text genre, which
implies a thematic diversity from astronomy and
general physics to genetics and history of science,
among other areas. Additionally, the hybridiza-
tion of specialized and non-specialized discourse
within PCS adds complexity to the task, as it de-
mands a very nuanced understanding of context
and metaphor use. We hypothesize that a direct
binary classification approach from the start could
contribute to a better inter-annotator agreement,
by simplifying the task. Moreover, the reliance
on non-expert annotators, despite their linguistics
background, adds another layer of variability in
their interpretation and application of metaphor cat-
egories. It should also be noted that our low agree-
ment levels contrast with some studies reported in
2.2 that focused on specific words, such as verbs,
because we chose to annotate all Spanish lexical
categories. From this disagreement scenario, we
sought alternative strategies to maximize the recall
of possible metaphorical tweets, which could en-
sure a more complete representation of metaphor
use in the corpus.

Table 4 shows examples of the various levels of
agreement among annotators in the binary classi-
fication of tweets. The categories include: 100%
agreement classified as metaphorical, 100% agree-
ment classified as non-metaphorical, 2/3 voting
as metaphorical, and 1/3 voting as metaphorical.
As can be noted, the first two rows of examples
demonstrate cases of unanimous agreement. In the
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metaphorical example, scent-based ant communi-
cation is anthropomorphized, described in terms
of “vocabulary” and “words”, which posits a clear
metaphorical framing, straightforward for anno-
tators to unanimously classify it as metaphorical.
On the contrary, the non-metaphorical example
presents factual information about alternative ther-
apies, using direct language and lacking figurative
expressions, which is easier for annotators to iden-
tify.

The last two rows present more challenging ex-
amples, as indicated by lower agreement among
annotators. For the 2/3 category, neural activity
during learning is compared to the process of mas-
tering a new instrument. While this metaphori-
cal framing is present, it can be harder to identify,
likely because the description blends scientific ex-
planation with figurative language. As for the 1/3
category, the example provides statistical informa-
tion about Parkinson’s disease in a straightforward,
factual manner. However, the single annotator la-
beling it as metaphorical might have interpreted
Parkinson’s disease as a personified entity due to
the use of the verb “affects”," which could imply
an active, agent-like role, an interpretation more
open to discussion. These examples illustrate the
variation in annotator decisions and demonstrate
the intricacies of the annotation task.

5.2 Expert Annotation in Disagreement Items
After analyzing the annotation data, we found that
1953 tweets out of 3,733 (52.3% of the corpus) ex-
hibited perfect agreement, with 200 tweets classi-
fied as metaphorical and 1753 as non-metaphorical.
Given the very small number of class 1 (metaphori-
cal) instances, we considered additional strategies
for our research, considering that class 1 is the pri-
mary focus of the task, not class 0. The remaining
1780 tweets (47.6% of the corpus) showed mixed
agreement: in terms of class 1, 1229 received a
2/3 vote and 551 received a 1/3 vote. To counter-
act these ambiguities, we implemented an “expert
annotator” strategy, following the methodology pro-
posed by Aldama et al. (2022), where an external
evaluator makes a final decision on the status of
each “hard case”.

Accordingly, we randomly selected 84 tweets
with disagreement from the 1780 uncertain, or
“hard”, cases for this annotation experiment. Three
linguists, who developed the annotation guide,
were assigned with classifying these tweets into
a binary task (1 for metaphorical, 0 for non-

metaphorical). We opted for this experiment to
assess the consistency of the expert annotators’ de-
cisions and compare their classifications with those
of the non-expert annotators to identify any signifi-
cant differences. Table 5 provides a comparison of
the annotation process across the different datasets:
the first half of the corpus, the second half, and the
expert annotation.

As previously discussed, in the first and second
corpus halves, IAA measured by Fleiss’ Kappa was
relatively low, even though the percentage of per-
fect agreement was around 50%. In terms of the
voting system, 35.32% of the items in the first half
received a 2/3 vote for class 1, while 30.53% of
the second half did. A smaller proportion (15.11%
and 14.41%, respectively) received a 1/3 vote for
class 1. When looking at the expert annotation,
the Fleiss’ Kappa improved to 0.30, which indi-
cates a higher level of agreement among the expert
annotators, even on disagreement items, although,
according to Landis and Koch (1977) agreement
is still “fair”. The expert group achieved a higher
overall agreement rate (61.9%) and a greater av-
erage agreement per item (0.82), compared to the
non-expert annotators. In addition, the proportion
of tweets with a 2/3 vote dropped to 25%, while
the 1/3 vote category was also smaller (13.1%)
but very close to non-expert values. Although the
annotation conditions are not strictly comparable
—the task involves binary classification versus mul-
ticlass, with a considerably smaller sample size,
among other factors—, expert annotation could be
helpful in certain cases, as indicated by the aver-
age agreement per item. Nonetheless, despite the
involvement of expert annotators, some disagree-
ment persists in the classification, which stresses
the complexity of the task and the need to refine
annotation strategies in this context.

5.3 Guide Refinements
According to the sub-cycle of iterating modeling
and annotation in the MATTER cycle (Pustejovsky
and Stubbs, 2013), if we aim to create a reliable
binary classification gold standard for metaphor
identification, we consider refining the guide as
crucial step to reduce disagreement. In our re-
search, after evaluating IAA, we have clarified
which expressions do not qualify as DMs or PMs,
and have worked to define more precise subcat-
egories for IMs. In the case of DMs, we have
decided that metalinguistic clarifications (defini-
tions, translations, etymologies), exemplifications,
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Category Example Translation

3/3 voting as
metaphorical

Las hormigas tienen un vocabulario de 20 diferentes
“palabras” que dicen ¡con el aroma! ¡CuriosaMente!

Ants have a vocabulary of 20 different “words” that
they say with scent! CuriousMind!

3/3 voting
as non-
metaphorical

¿Podemos esperar que las terapias alternativas logran
algún día avances que cambien trascendentalmente
nuestro presente y futuro? Es muy probable que no.
Consulta nuestro tema de portada del mes de octubre.
¡Ya disponible en puestos de periódicos!

Can we expect that alternative therapies will one
day achieve breakthroughs that will transcenden-
tally change our present and future? Most likely
not. Check out our October cover story. Now avail-
able on newsstands!

2/3 voting as
metaphorical

Imagina que estás intentando aprender un nuevo in-
strumento: al principio las neuronas involucradas
comienzan a tener mucha actividad, y si esta activi-
dad se mantiene se empiezan a liberar más neuro-
transmisores o puede que haya un incremento de
receptores.

Imagine that you are trying to learn a new instrument:
at the beginning the neurons involved start to have a
lot of activity, and if this activity is maintained more
neurotransmitters start to be released or there may
be an increase of receptors.

1/3 voting as
metaphorical

-De acuerdo a la Organización Mundial de la Salud,
la enfermedad de #Parkinson afecta a 1 de cada 100
personas mayores de 60 años. -Se estima que para el
año 2030 habrán unas 12 millones de pacientes con
Parkinson.

-According to the World Health Organization,
#Parkinson’s disease affects 1 in 100 people over
the age of 60. -It is estimated that by 2030 there will
be 12 million Parkinson’s patients.

Table 4: Examples of annotator agreement levels in the binary classification of Mexican Spanish tweets including their English
translation.

First Corpus Half Second Corpus Half Expert Annotation

# of Annotators 3 3 3

# of Items 1866 1867 84

Fleiss’ Kappa 0.11 0.24 0.30

Agreement (%) 49.57% 55.06% 61.90%

Items with Perfect Agreement 925 1028 52

2/3 Voting (Class 1) 659 (35.32%) 570 (30.53%) 21 (25%)

1/3 Voting (Class 1) 282 (15.11%) 269 (14.41%) 11 (13.1%)

Average Agreement per Item 0.71 0.74 0.82

Table 5: Inter-annotator agreement statistics for metaphor classification across different datasets and expert annotation.

comparisons within the same conceptual domain,
and size comparisons should not be considered in-
stances of DMs, despite their linguistic structure
often resembling metaphorical expressions. For
IMs, our new guide is more specific in delineat-
ing subtypes, which for PCS tweets include sci-
entific terminology (e.g., “agujero negro” [black
hole], “radiación infrarroja” [infrared radiation],
“efecto invernadero” [greenhouse effect]), biolog-
ical species names (e.g. “tiburón anguila” [frilled
shark], “flor cadáver” [corpse flower]), Spanish
idioms (e.g. “sentar las bases” [lay the founda-
tions]), conceptual mappings by contrast of mean-
ings (e.g., “hilo” [thread] in digital communica-
tion). For personification metaphors (PMs), the
distinction between metonymy and personification
is crucial, as they are separate phenomena, albeit
closely related. We also find it important to spec-
ify that only non-human or non-animate entities
should be personified, with both verbs and nominal

personifiers clearly delineated and exemplified. Ex-
pert annotation can help resolve ambiguous cases.
However, a gold standard is not the only possibility,
as the disagreement itself can also be leveraged to
refine the metaphor classification process.

6 Conclusions and Future Work

In this work, we explored the metaphor annotation
process within the domain of public communica-
tion of science (PCS), with an emphasis on ex-
amining the challenges of reaching inter-annotator
agreement (IAA). The frequent and meaningful
disagreements observed in our corpus annotation
have underscored the complexities of metaphorical
language identification, where subjectivity plays a
significant role. While disagreement has tradition-
ally been regarded as a problem for Natural Lan-
guage Processing, we acknowledge its strengths as
a window into the diverse human interpretations
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of what constitutes a metaphor. Diversity in inter-
pretation may arise from several factors, includ-
ing understanding of terminology, domain-specific
knowledge (particularly in scientific or technical
contexts), and individual subjectivity. For instance,
what one annotator perceives as a metaphor might
be interpreted by another as a literal or descriptive
statement.At least for this corpus, factors such as
the dialect (Mexican Spanish) or the media (Twit-
ter) do not influence the level of agreement. Since
these types of tweets are written for PCS purposes,
the usual writing style of social networks is not
present; therefore, these publications avoid the use
of confusing dialectal language.

For future work, rather than striving for per-
fect IAA, we propose using a probabilistic ap-
proach, based on the learning from disagreement
paradigm, where soft-labeling techniques may al-
low us to capture different perspectives in com-
putational metaphor detection. This type of re-
search could benefit from approaches such as de-
liberate metaphor theory, as proposed by Steen
(2023), since it involves greater attention to the
communicative context of enunciation and cogni-
tive models of context, with the aim of distinguish-
ing between deliberate and non-deliberate use to
interpret metaphors in context. We believe this
could go beyond rigid computational categoriza-
tion and embrace the multifaceted human nature of
figurative language.

Another possibility is to re-annotate our dataset
based on our last refinements to produce a gold
standard, which, together with soft label annota-
tions, might improve the quality of metaphor clas-
sification. Moving forward, we aim to conduct
additional experiments and alternative annotation
approaches that further explore the role of disagree-
ment. Since the annotation method we followed
in this study might not be the most appropriate,
we propose to develop an alternative annotation
protocol focused on binary annotation with em-
phasis on class 0 (non-metaphorical) comparisons,
leveraging the fact that this is the class with the
highest rate of agreement. Such an approach could
provide a more nuanced perspective on annotator
behavior and improve consistency in metaphori-
cal language detection. We hypothesize that non-
traditional labeling methods, such as pairwise com-
parisons, for linguistic metaphor annotation could
address the limitations of existing metrics such as
Fleiss’ Kappa while generating high-quality reli-
able annotations.

Our findings provide an important precedent for
metaphor annotation in the PCS context, showing
that disagreement can be attributed to the influ-
ence of annotator subjectivity when interpreting
metaphors in texts, despite the use of detailed guide-
lines. This subjectivity, however, should not be
seen as a weakness but as an opportunity to add
depth to our annotated dataset. We hope this initial
work will guide future efforts on metaphor detec-
tion, classification, and figurative language analysis
in scientific communication.
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