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Abstract

We asked task participants to solve two sub-
tasks given a pair of word usages: Ordinal
Graded Word-in-Context Classification (OG-
WiC) and Disagreement in Word-in-Context
Ranking (DisWiC). The tasks take a different
view on modeling of word meaning by (i) treat-
ing WiC as an ordinal classification task, and
(ii) making disagreement the explicit detection
aim (instead of removing it). OGWiC is solved
with relatively high performance while DisWiC
proves to be a challenging task. In both tasks,
the dominating model architecture uses inde-
pendently optimized binary Word-in-Context
models.

1 Introduction

Recent developments in language modeling and
word embeddings have made it possible to achieve
near-human performance in several semantic NLP
tasks (Wang et al., 2019). One of these is the Word-
in-Context task (WiC, Pilehvar and Camacho-
Collados, 2019), asking if the same word in two
contexts has the same meaning. WiC treats the
problem of meaning distinctions as a binary classi-
fication task. The state-of-art model has obtained
near-human performance (77.9% vs. 80%, Wang
et al., 2021). On the one hand, WiC is an ele-
gant simplification of the classical Word Sense
Disambiguation task (Navigli, 2009) avoiding the
need for sense glosses and opening new avenues
for auxiliary tasks such as Word Sense Induction
(WSI Schütze, 1998) or Lexical Semantic Change
Detection (LSCD, Schlechtweg et al., 2020). On
the other hand, the binary nature of the task is a
strong and inadequate simplification of the problem
of word meaning distinction (Tuggy, 1993; Cruse,
1995; Kilgarriff, 1997; Erk et al., 2013; McCarthy
et al., 2016). A more theory-adequate formula-
tion is the Graded Word Similarity in Context task
(GWiC, Armendariz et al., 2020). It asks to pro-
vide graded WiC predictions. However, the GWiC

shared task did not require models to reproduce
human annotations as the evaluation metric (har-
monic mean of Pearson and Spearman correlations)
does not restrict the label set in the predictions, ef-
fectively treating the problem as a ranking task.
Such a task can be fulfilled by predictions on an ar-
bitrary scale (e.g. real numbers). However, exactly
reproducing human annotations can have certain
advantages such as providing linguistic interpreta-
tions. These can be exploited for modeling auxil-
iary tasks such as WSI or LSCD where linguistic
interpretations such as context variance or poly-
semy can be crucial to decide whether a new sense
was found. Hence, we introduce Ordinal Graded
Word-in-Context Classification (OGWiC), asking
participants to exactly reproduce instance labels
instead of just inferring their relative order.

WiC Datasets annotated on ordinal scales often
show considerable disagreement. Consequently,
we lose information when discarding instances dur-
ing aggregation or summarizing them by majority
judgment. Recent research has started to incorpo-
rate this information by using alternative label ag-
gregation methods (Uma et al., 2022; Leonardelli
et al., 2023). Modeling this disagreement is im-
portant because in a real world scenario we most
often do not have clean data. We need to predict on
samples where high disagreement is expected and
which are inherently difficult to categorize. Pre-
dicting disagreement can help to detect or filter
highly complicated samples. Therefore, we intro-
duce the task of Disagreement in Word-in-Context
Ranking (DisWiC). It differs from previous tasks
(Leonardelli et al., 2023) by aggregating “gold” la-
bels purely over judgment differences, thus making
disagreement the explicit ranking aim.

Both tasks, OGWiC and DisWiC, were intro-
duced in a shared task organized as part of the
2025 CoMeDi workshop.1 This paper describes

1https://comedinlp.github.io/

https://comedinlp.github.io/
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x
4: Identical
3: Closely Related
2: Distantly Related
1: Unrelated

x
Identity
Context Variance
Polysemy
Homonymy

Table 1: The DURel relatedness scale (Schlechtweg
et al., 2018) on the left and its interpretation from
Schlechtweg (2023, p. 33) on the right.

the setup, participating systems and results of the
shared task.

2 Related work

2.1 Word-in-Context task
The Word-in-Context task (WiC, Pilehvar and
Camacho-Collados, 2019; Raganato et al., 2020;
Martelli et al., 2021) is a relatively new task re-
framing Word Sense Desambiguation in a context-
only setting. It asks if the same word in two con-
texts/usages has the same meaning. WiC treats
the problem of meaning distinctions as a binary
classification task. The state-of-the-art model has
obtained near-to-human performance on English
data (78% vs. 80% accuracy, Wang et al., 2021).
A more theory-adequate formulation is the Graded
Word Similarity in Context task (GWiC, Armen-
dariz et al., 2020). It asks to provide graded WiC
predictions on an arbitrary scale, treating the prob-
lem of meaning distinctions as a ranking task. The
state-of-the-art model reaches near-to-human per-
formance on English data (73% vs. 77% harmonic
mean of the Spearman and Pearson, Al-khdour
et al., 2020).

Recently, a number of WiC-like datasets have
been annotated with semantic proximity labels
on an ordinal scale from 1 (the two uses of the
word have completely unrelated meanings) to 4
(the two uses of the word have identical mean-
ings) following the four-point scale in Table 1 (e.g.
Schlechtweg et al., 2021; Kurtyigit et al., 2021; Ku-
tuzov and Pivovarova, 2021b; Chen et al., 2023).2

This scale was developed within the DURel annota-
tion framework (Schlechtweg et al., 2018), which
is based on Blank’s concept of semantic proximity
(Blank, 1997, pp. 413–418)). This ordinal scale is
similar to the one used for the original annotations
in GWiC (before data transformation).

Each level of the DURel scale has an exact lin-
guistic interpretation as depicted in Table 1, where

2There are further ordinal datasets annotated on different
scales (e.g. Trott and Bergen, 2021).

polysemy is located between identity, context
variance, and homonymy (Schlechtweg, 2023, pp.
22–23). The pair (1,2) is classified as identical
as the referents of two uses of the word arm are
both prototypical representatives of the same ex-
tensional category corresponding to the concept ‘a
human body part’:

(1) [. . . ] and taking a knife from her pocket, she
opened a vein in her little arm, [. . . ]

(2) [. . . ] and though he saw her within reach of
his arm, [. . . ]

The usage pair (1,3) is classified as context vari-
ance as both referents still belong to the same ex-
tensional category, but one is a non-prototypical
representative. Hence, there is some variation in
meaning, e.g. the arm of a statue loses the function
of the physical arm to be lifted:

(3) [. . . ] when the disembodied arm of the
Statue of Liberty jets spectacularly out of the
sandy beach.

The usage pair (1,4) would be classified as poly-
semy as the two referents of arm belong to different
extensional categories, but the corresponding con-
cepts still hold a semantic relation (in this case a
similarity relation regarding physical form).

(4) It stood behind a high brick wall, its back
windows overlooking an arm of the sea [. . . ]

In contrast, the referents of arm in the homonymic
pair (1,5) belong to different extensional categories
and the corresponding concepts do not hold a se-
mantic relation:

(5) And those who remained at home had been
heavily taxed to pay for the arms,
ammunition; fortifications, [. . . ]

2.2 Disagreement detection
Most data for NLP tasks is created by discarding
disagreement. However, some approaches try to
incorporate disagreement into the task through al-
ternative label aggregation methods. One of the
oldest approaches, as suggested by Dawid and
Skene (1979), is the probabilistic label aggrega-
tion method. This method calculates the poste-
rior probability of a label for a particular instance
conditioned on predicted label, true label and re-
liability of the annotator, i.e., the annotator’s past
annotations. The final label is chosen based on the
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posterior probability. While this method incorpo-
rates disagreement for choosing gold labels, it still
reduces the data down to a single dominant view.
Sheng et al. (2008) modify this approach propos-
ing an uncertainty-preserving labeling scheme that
retains information about annotator disagreement
instead of resolving it. They represent labels as a
probability distribution over classes based on anno-
tator ratings (“soft labels”). This preserves ambigu-
ity and uncertainty when multiple plausible labels
exist. Aligning with these approaches, Uma et al.
(2021) develop machine learning models that can
effectively learn from and capture the disagreement
of annotations, rather than just relying solely on
a single aggregated label. To learn from the full
distribution of annotations, the annotator distribu-
tions are converted into soft labels and the model
is optimized to predict these soft label distributions
(Uma et al., 2021). They employ techniques like
standard normalization of annotator distributions,
softmax function over annotator distributions and
use of probabilistic label aggregation models like
MACE to generate soft labels.

Although these approaches capture the distribu-
tion of disagreeing annotations, there is no signifi-
cant research on directly predicting the amount of
disagreement in a supervised way.

3 Tasks

Participants are asked to solve two subtasks. Both
rely on data from human WiC judgments on the
ordinal DURel scale, as described in Section 2.1.
Each instance has a target word w, for which two
word usages, u1 and u2, are provided (usage pair).
Each of these usages expresses a specific meaning
of w. As an example, consider the two annotation
instances below. Pair (1,2) would likely receive
label 4 (identical) while pair (1,3) would rather
receive a lower label such as 2 (distantly related).

(1) ...and taking a knife from her pocket, she
opened a vein in her little arm.

(2) ...and though he saw her within reach of his
arm, yet the light of her eyes seemed as far
off.

– Sample judgments: [4,4]; median: 4;
mean pairwise difference: 0.0

(1) ...and taking a knife from her pocket, she
opened a vein in her little arm.

(3) It stood behind a high brick wall, its back
windows overlooking an arm of the sea which,
at low tide, was a black and stinking mud-flat.

– Sample judgments: [2,3,2]; median: 2;
mean pairwise difference: 0.667

3.1 Subtask 1: Median Judgment
Classification with Ordinal
Word-in-Context Judgments (OGWiC)

For each usage pair (u1, u2), participants are asked
to predict the median of annotator judgments.3 This
task is similar to the previous WiC and GWiC tasks.
However, we limit the label set in predictions and
penalize stronger deviations from the true label (see
Section 6). This makes OGWiC an ordinal clas-
sification task (Sakai, 2021), in contrast to binary
classification (WiC) or ranking (GWiC). Predic-
tions are evaluated against the median labels with
the ordinal version of Krippendorff’s α (Krippen-
dorff, 2018).

Treating graded WiC as an ordinal classification
task instead of a ranking task constrains model
predictions to exactly reproduce instance labels in-
stead of just inferring their relative order. This is
advantageous if ordinal labels have an interpreta-
tion because predictions then inherit this interpreta-
tion. Such an interpretation can be assigned to the
DURel scale as explained in Section 2.1: Judgment
1-4 can be interpreted as "homonymy" (1), "poly-
semy" (2), "context variance" (3) and "identity" (4),
respectively.

3.2 Subtask 2: Mean Disagreement Ranking
with Ordinal Word-in-Context Judgments
(DisWiC)

For each usage pair (u1, u2), participants are asked
to predict the mean of pairwise absolute judgment
differences between annotators:

D(J) =
1

|J |
∑

(j1,j2)∈J

(|j1 − j2|)

where J is the set of unique pairwise combinations
of judgments. For pair (1,2) from above,

D(J) =
1

2
(|(4− 4)|+ |(4− 4)|) = 0.0

while for (1,3) it amounts to
1

3
(|(2− 3)|+ |(2− 2)|+ |(3− 2)|) = 0.667.

3We choose the median instead of other summary statistics
because it is robust to outliers and frequently used in studies
using ordinal WiC data (e.g. Schlechtweg et al., 2020; Zamora-
Reina et al., 2022).
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Dataset LG Reference JUD VER KRI SPR

ChiWUG ZH Chen et al. (2023) 61k 1.0.0 .60 .69

DWUG EN Schlechtweg et al. (2021) 69K 3.0.0 .63 .55
DWUG Res. EN Schlechtweg et al. (2024) 7K 1.0.0 .56 .59

DWUG DE Schlechtweg et al. (2021) 63K 3.0.0 .67 .61
DWUG Res. DE Schlechtweg et al. (2024) 10K 1.0.0 .59 .7
DiscoWUG DE Kurtyigit et al. (2021) 28K 2.0.0 .59 .57
RefWUG DE Schlechtweg (2023) 4k 1.1.0 .67 .7
DURel DE Schlechtweg et al. (2018) 6k 3.0.0 .54 .59
SURel DE Hätty et al. (2019) 5k 3.0.0 .83 .84

NorDiaChange NO Kutuzov et al. (2022) 19k 1.0.0 .71 .74

RuSemShift RU Rodina and Kutuzov (2020) 8k 1.0.0 .52 .53
RuShiftEval RU Kutuzov and Pivovarova (2021a) 30k 1.0.0 .56 .55
RuDSI RU Aksenova et al. (2022) 6k 1.0.0 .41 .56

DWUG ES Zamora-Reina et al. (2022) 62k 4.0.1 .53 .57

DWUG SV Schlechtweg et al. (2021) 55K 3.0.0 .67 .62
DWUG Res. SV Schlechtweg et al. (2024) 16K 1.0.0 .56 .65

Table 2: Datasets used for our task. All are annotated
on the DURel scale. Spearman and Krippendorff values
for RuShiftEval are calculated as average across all time
bins. ‘LG’ = Language; ‘JUD’ = Number of judgments;
‘VER’ = Dataset version; ‘KRI’ = Krippendorff’s α;
‘SPR’ = Weighted mean of pairwise Spearman correla-
tions; ‘Res.’ = Resampled.

DisWiC can be seen as a ranking task. Partici-
pants are asked to rank instances according to the
magnitude of disagreement observed between an-
notators. It differs from previous tasks (Leonardelli
et al., 2023) by aggregating “gold” labels purely
over judgment differences, thus making disagree-
ment the explicit ranking aim. Predictions will
be evaluated against the mean disagreement labels
with Spearman’s ρ (Spearman, 1904).

4 Data

For both subtasks, we make use of publicly avail-
able ordinal WiC datasets from multiple languages,
as summarized in Table 2.4 These provide a large
number of judgments for usage pairs on the DURel
scale and have so far not been used primarily for
WiC-like tasks, but only for semantic change de-
tection purposes. We additionally augment DWUG
DE/EN/SV and DiscoWUG with roughly 33k un-
published instances which we have recently an-
notated guaranteeing evaluation on hidden data
(DWUG Resampled). For all datasets, overall
agreement as well as cleaning procedures ensure
data quality.

4https://www.ims.uni-stuttgart.de/data/wugs

Language Mean Std

Chinese 2.00 0.00
English 2.32 0.62
German 2.82 1.06
Norwegian 2.31 0.46
Russian 3.78 1.03
Spanish 2.23 0.48
Swedish 2.36 0.63

Table 3: Mean and standard deviation for number of
annotators per instance after cleaning and aggregation
per language.

4.1 Dataset pre-cleaning
The data setswe rely on show various problems
such as erroneous target word indices or duplicate
contexts and judgments. This holds in particular
for the Norwegian, Russian and Spanish datasets.
Hence, we apply multiple cleaning measures. We
describe them in the order they were applied: First,
we load all uses from all datasets into one Pan-
das DataFrame, similarly for judgments, resulting
in 82,286 uses and 492,796 judgments to process.
Usage pairs with the same use identifiers are con-
sidered to be the same pair irrespective of the iden-
tifier order in the pair. We start by removing all
judgments by annotator ‘gecsa’ from the Spanish
judgments as the annotators was also excluded by
the creators of the dataset. Then we drop miss-
ing judgments (empty fields). Spanish usages have
non-consistent CSV quoting characters. Hence,
we drop enclosing quotes and double quotes from
contexts while updating target word indices accord-
ingly. Next, we drop duplicate uses if they have the
same identifier, context and target word indices.

Then, we reconstruct erroneous target word in-
dices. We start out by excluding punctuation at
the beginning or end of the target word; we then
check a number of properties on the target word
indices and the selected substring to find erroneous
indices:

• the start and end index should be in the range
of the context length,

• the target word should have at least one char-
acter,

• the preceding and following character should
not be alphabetic (except in Chinese) and

https://www.ims.uni-stuttgart.de/data/wugs
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• the string similarity between target lemma and
selected target word string should be above or
equal to 0.5.5

All usages not meeting any of these conditions are
further considered for index reconstruction. Us-
ages with modified punctuation (see above) also
enter the reconstruction. The index reconstruction
proceeds as follows: We tokenize the context by
splitting at white spaces. We then compare the
lowercased version of each token with punctuation
removed to the lower-cased version of the lemma.
For each candidate token with the maximum string
similarity, we first remove punctuation from be-
ginning and end and then search for the candidate
string with start index nearest to the original in-
dex. This candidate is chosen as the new target
substring. For cases with multiple candidates with
the same distance between new and original start
index, we choose the first candidate. For Russian,
we additionally split tokens at hyphens as the data
contains many compounds connected by hyphens.6

The finally chosen candidate is regarded as the new
target word substring and we extract its start and
end index. In order to make sure that the new tar-
get substring choice is reasonable, we check its
string similarity with the target lemma as described
above. Substrings with a string similarity below or
equal 0.5 are filtered out and later removed.7 We
manually inspect filtered-out usages below differ-
ent thresholds of string similarity to make sure not
to filter out valid usages not meeting our conditions.
This frequently happens where target lemma and
substring were very different because of strong in-
flection, or plural forms with different lemma than
the singular forms, such as люд́и as plural of че-
ловек. This leads to a number of additional special
conditions making sure to keep certain particular
usages or usages meeting certain conditions.

Next, we find usages having the same context,
lemma and target word indices (but not identifier,
as checked above). For each such equivalence set,
one identifier is chosen to represent all of them
and used to replace the other identifiers in the judg-
ments. The rest is dropped from the uses. We
further aggregate duplicate judgments (same pair
judged multiple times by the same annotator) with

5We use the ratio measure from the difflib library, ranging
between 0.0 and 1.0.

6Compounds are only split for index reconstruction. The
original context is left untouched.

7For compounds, we choose the maximum string similarity
of any subtoken after splitting at hyphens.

the median of judgments or as 0 (special judgment
for “Cannot decide”) if the number of 0-judgments
was larger than judgments between 1–4. Finally,
judgments are removed if they contain an identifier
that is not present in the uses. After applying this
preprocessing, we are left with 80,514 uses and
490,696 judgments.

4.2 Data aggregation and cleaning
For cleaning and aggregation, we initially exclude
annotation instances with less than two annotations.
For OGWiC, then instances with any 0-judgments
(“Cannot decide”) and instances with any pair of
annotators disagreeing more than one point on the
annotation scale are discarded. We then calculate
the median of all judgments, for each instance. In-
stances with a non-integer median (e.g. 3.5) are
discarded. For all remaining instances, gold labels
are given by the median of judgments as explained
in Section 3.1. For DisWiC, we derive instance
labels by aggregating over judgments with the av-
erage of pairwise absolute annotator deviations as
explained in Section 3.2. 0-judgments are ignored
in this process.

For each subtask, we then randomly split the
target words per language into train/test/dev with
sizes of 70/20/10%. Instances are then assigned
to each split according to their lemma. Note that
there is no overlap in uses between splits and no
overlap in target lemmas. In contrast to previous
tasks, we intentionally do not balance out the label
distribution in order to keep more realistic data
conditions. Find an overview of the final splits per
language in Table 4.8 Find plots of the aggregated
label distributions for both subtasks in Appendix
A. Table 3 gives additional statistics regarding the
number of annotators per language after cleaning
and aggregation.

5 Models

Five teams participated in at least one of the shared
task’s official evaluation phases. Additionally,
there were three unofficial submissions (Choppa
et al., 2025; Loke et al., 2025; Sarumi et al., 2025).9

In the description below, for each team we mark
those modeling approaches with the label “top”
which produce the team’s top result in the eval-
uation phase, as reported in Table 5.

8Data is available through our website: https://
comedinlp.github.io/.

9User “sunfz1” did not submit a system description paper.

https://comedinlp.github.io/
https://comedinlp.github.io/
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Task # Instances # Uses # Lemmas Split

OGWiC
48K 55K 520 Train
8K 8K 77 Dev

15K 16K 152 Test

DisWiC
82K 55K 521 Train
13K 8K 77 Dev
26K 16K 152 Test

Table 4: Data statistics after cleaning and aggregation
per split and and over all languages combined.

5.1 Participating teams
Deep-change (Kuklin and Arefyev, 2025) The
employed model is based on a previous Word-in-
Context model for binary prediction (same sense
vs. different sense), which has already shown
high performance in lexical semantic change detec-
tion (DeepMistake, Arefyev et al., 2021; Homskiy
and Arefyev, 2022). The model uses XLM-R, a
multilingual BERT variation (Devlin et al., 2019;
Conneau et al., 2019), as base embeddings, which
were fine-tuned on binary multilingual WiC data
(Martelli et al., 2021) and/or binary or binarized
Spanish data (Pasini et al., 2021; Zamora-Reina
et al., 2022). For OGWiC, the model is further
fine-tuned on the shared task data or a binarized
version of it thresholding the binary predictions to
map them to four classes (top). The team also ex-
periments with different models per language (top).
For DisWiC, multiple disagreement measures are
tested including linear regression directly predict-
ing the disagreement labels, binary classification
of perfect agreement and the class probability stan-
dard deviation of a four-class model trained on
individual annotations (top).

GRASP (Alfter and Appelgren, 2025) For OG-
WiC, multiple models are tested including a proba-
bilistic sequential model predicting annotation se-
quences from annotation co-occurrence frequen-
cies, a simple XLM-R-based Word-in-Context
model fine-tuned on the task data and an XLM-R-
based Word-in-Context model (XL-Lexeme, Cas-
sotti et al., 2023) previously fine-tuned on binary
multilingual WiC data (Martelli et al., 2021) with
thresholds on cosine similarity (top). For DisWiC,
the team tests regression models using cosine simi-
larities from XL-Lexeme and XLM-R, as well as

linguistic features. Further, Word-in-Context mod-
els are optimized on different dataset splits repre-
senting individual annotators and models are opti-
mized specifically for subsets of languages (top).

MMLabUIT (Le and Van, 2025) Predictions
were only submitted for OGWiC. One set of models
uses variations of BERT including XLM-R as base
embeddings, applies stacking and averaging modifi-
cations and measures the final labels by thresholds
on cosine similarity. Another set relies on BERT
variations (top) and BART (Lewis et al., 2019) as
base embeddings, fine-tuning these on Natural Lan-
guage Inference data, based on a postulated sim-
ilarity of the shared task objective with Natural
Language Inference.

JuniperLiu (Liu et al., 2025) The OGWiC mod-
els build on BERT variations including XLM-R
(top) and Llama (Touvron et al., 2023) to extract
embeddings, apply matrix transformations to re-
move vector anisotropy, then calculate cosine simi-
larity, and map these to discrete labels using thresh-
olds on the similarity values. For DisWiC, a multi-
layer perceptron regressor (Hinton, 1990) is learned
on embedding features predicting the disagreement
label (top).

FuocChu_VIP123 (Chu, 2025) Only DisWiC
predictions are submitted. The model uses Sen-
tence Transformers (Reimers and Gurevych, 2019)
based on XLM-R to generate embeddings and a
multi-layer perceptron regressor to predict disagree-
ment labels (top).

5.2 Baselines
We employ a number of baseline models to put
participants’ results into context. Code for Base-
line 1 and 3 was published at the beginning of the
respective development phases of the shared task.

XLM-R + CosTH (Baseline 1) For each usage
pair, we use XLM-R to generate contextualized
embeddings for the two target words in context and
calculate the cosine similarity (Salton and McGill,
1983) between the two embeddings. Similarity
is mapped to discrete OGWiC labels using three
thresholds θ. These are optimized on the training
set by minimizing the following loss function (cf.
Choppa, 2024):

L(y, ŷ|θ) = 1− α(y, ŷθ)

where y and ŷ are gold labels and predicted co-
sine similarities respectively, α is Krippendorff’s
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α and ŷθ is a mapping of cosine similarities to dis-
crete labels according to thresholds θ. We optimize
thresholds per language.

XL-Lexeme + CosTH (Baseline 2) This is the
same model as XLM-R + CosTH with the excep-
tion of using XL-Lexeme (Cassotti et al., 2023) as
contextual embedder. XL-Lexeme is a bi-encoder
model utilizing a Siamese Network that extends the
Sentence Transformers (Reimers and Gurevych,
2019) architecture to focus on the target word
within input sentences. The model is trained using
a contrastive loss function, which minimizes the
cosine distance between the encoded representa-
tions when the target word has the same meaning
and maximizes the distance when the meanings
differ. It is pre-trained on a large multilingual bi-
nary WiC dataset (Martelli et al., 2021). We learn
one mapping from similarities to thresholds per
language.

XLM-R + LR (Baseline 3) For each usage pair,
we use XLM-R to generate contextualized embed-
dings for the two target words in context and con-
catenate these to create a single representation. We
then use linear regression to learn a mapping from
embedding representations to continuous disagree-
ment labels for DisWiC. This mapping is optimized
on the training set. We learn one mapping per lan-
guage, and one on the full dataset. Then, we choose
the condition which yields highest performance on
the development set to apply to the test set. The
optimized condition is given by the full dataset
model.

XL-Lexeme + MLP (Baseline 4) For each us-
age pair, we use XL-Lexeme to generate contex-
tualized embeddings for the two target words in
context and concatenate these to create a single rep-
resentation. We then use a multi-layer preceptron
regressor (Hinton, 1990) to learn a mapping from
embedding representations to continuous disagree-
ment labels for DisWiC. This mapping is optimized
on the training set. We learn one mapping per lan-
guage, and one on the full dataset. We further vary
the batch size, activation function, hidden layer size
and alpha parameters, and apply feature scaling.
Refer to Table 6 in Appendix B for an overview of
the hyperparameter grid used. Then, we choose the
combination which yields highest performance on
the development set to apply to the test set. The
optimized condition is given by the per language
model with hyperparameters as shown in Table 7

in Appendix B.

Upper bound (OGWiC) For each language, we
iterate over annotators and calculate Krippendorff’s
α between the current annotator’s judgments and
the remaining ones aggregating them by their me-
dian per instance. This number reflects how well
each annotator can predict the median of the other
annotators’ judgments. We then take the average α
over annotators weighted by their number of judg-
ments as the final upper bound.10

6 Evaluation

WiC is a binary classification task suggesting accu-
racy as evaluation measure. In contrast, the GWiC
shared task used the harmonic mean of Pearson and
Spearman correlations (Spearman, 1904). For our
OGWiC task, we want to produce ordinal classifica-
tions corresponding to the nature of our gold labels.
This requirement makes the evaluation measure
employed in GWiC unsuitable because it does not
limit the label set. Using accuracy is also not ideal
in that it does not capture the ordinal nature of the
classes. For example, suppose that an instance has
a gold label of 4. A model prediction of 1 should
be penalized more heavily than a prediction of 3.

With the above considerations in mind, we will
use Krippendorff’s α (Krippendorff, 2018), which,
in its ordinal formulation, penalizes stronger devia-
tions from the gold label more heavily. It has the
additional advantage of controlling for expected
disagreement and has been demonstrated to be su-
perior to other measures such as Mean Absolute
Error for ordinal classification (Sakai, 2021).

For DisWiC, we do not ask participants to re-
produce the exact disagreement label as it has no
direct interpretation. We are more interested in the
relative amount of disagreement observed between
usages. Hence, it is formulated as a ranking task
and accordingly evaluated with Spearman’s rank
order correlation coefficient (Spearman, 1904).

Participants were provided with a starting kit
implementing our XLM-R-based baseline models

10Surprisingly, this upper bound is 1.0 for Chinese. This
is a consequence of our cleaning process combined with the
specific properties of this dataset: All instances in the dataset
have exactly two annotations. As described in Section 4, we
remove those with a disagreement of more than one point on
the scale. This means that remaining instances with disagree-
ment all have exactly one point disagreement, such as [3, 4].
These instances all have a non-integer median, which is also
removed by our cleaning process. Hence, all instances in the
cleaned Chinese dataset have perfect agreement.
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Task Team AV -ES ZH EN DE NO RU ES SV
O

G
W

iC
Upper bound .95 .95 1. .97 .88 .94 .96 .96 .95
deep-change .66 .64 .42 .73 .72 .67 .62 .75 .68
Baseline 2 .58 .57 .38 .65 .73 .52 .55 .66 .60
GRASP .56 .54 .32 .56 .66 .59 .49 .64 .65
MMLabUIT .52 .51 .36 .57 .67 .44 .42 .60 .61
JuniperLiu .27 .26 .14 .51 .49 .08 .13 .33 .22
Baseline 1 .12 .12 .06 .10 .27 .12 .11 .18 .02

D
is

W
iC

deep-change .23 .23 .30 .08 .20 .29 .18 .19 .35
GRASP .22 .23 .54 .04 .11 .27 .17 .12 .30
Baseline 4 .16 .17 .49 .06 .09 .24 .12 .08 .08
FuocChu. .12 .14 .36 .02 .10 .16 .05 .01 .17
Baseline 3 .12 .12 .39 .06 .09 .08 .05 .08 .08
JuniperLiu .08 .09 .36 .04 .02 -.04 .07 .04 .09
sunfz1 .07 .07 .30 .05 -.00 -.07 .07 .04 .09

Table 5: Top results of evaluation phases. ‘AV’ = Av-
erage over languages; ‘-ES’ = Average over languages
excluding Spanish; ‘FuocChu.’ = FuocChu_VIP123.

(see Section 5) as well as training and develop-
ment data (see Section 4) during the development
phases for both subtasks lasting from August 23 to
September 14 and September 15 to October 13, re-
spectively.11 During the evaluation phases, which
lasted October 14–21 and October 21–27 respec-
tively, participants were allowed to make three sub-
missions, which were evaluated on the hidden test
data, where the leaderboard on Codalab was kept
hidden at all times.12 Public test instances were
only published at the start of the evaluation phases.
Task results were released on October 28. The hid-
den gold labels of test instances were published
during the respective post-evaluation phases.

7 Results

Find an overview of participants’ top results in
both evaluation phases in Table 5 and results for
all submitted predictions in Table 8 in Appendix C.
OGWiC is solved with rather high performances
across the board. The winning team deep-change
has an average performance of .66 with minimum
of .42 on Chinese and a maximum of .75 on Span-
ish. The team has top performance on all languages
except for German where our Baseline 2 excels.
Second and third winners are GRASP and MM-
LabUIT with average performances of .56 and .52.
The overall maximum performance reached in any

11Starting kits are available through our website: https:
//comedinlp.github.io/.

12Evaluation phase 1 was extended by one day because of
technical problems.

language is .75 on the Spanish dataset while the
lowest maximum performance for any language is
Chinese where no team reached a higher perfor-
mance than .42. Baseline 1 is outperformed by all
participants while Baseline 2 is only outperformed
by the winner. The nearest any performance gets to
the upper bound is for German with a .15 difference
for Baseline 2.

In contrast, DisWiC is solved with rather low per-
formance, turning out to be a very challenging task.
The winning team deep-change has an average per-
formance of .23 with a minimum of .08 on English
and a maximum of .30 on Chinese. The team has
top performance on all languages except for Chi-
nese, where GRASP excels with .54. Second and
third winners are GRASP and FuocChu_VIP123
with average performances of .22 and .12. The over-
all maximum performance reached in any language
is .54 on the Chinese dataset, which is generally
solved with rather high performances, while the
lowest maximum performance for any language
is English where no team reached a higher perfor-
mance than .08. We hypothesize that maximum
performance differences between languages may
be related to different numbers of annotators on
annotation instances per language, and the effect
this has on our disagreement measure defined in
Section 3.2, see the discussion in Section 9. Base-
line 3 is outperformed by the top three participants
while Baseline 4 is only outperformed by the top
two participants.

In the post-evaluation phase we noticed that
the winning team deep-change had (unknowingly)
used some of the previously publicly available
Spanish test data for training some of their mod-
els. This data leakage may have contributed to the
exceptionally high result of the team on Spanish.
Hence, we also report the average performance
across languages excluding Spanish in Table 5 (col-
umn ‘-ES’). As we see, this does not change the av-
erage performances significantly, whereas GRASP
now performs slightly better than deep-change in
DisWiC (.235 vs. .231). However, this is mainly
due to the exceptional performance on Chinese.

In both tasks, those teams excel that use indepen-
dently optimized binary Word-in-Context models,
i.e., deep-change and GRASP. This fits well with
the strong performance of our Baselines 2 and 4
building on the same type of model. This could be
explained by the similarity of the binary WiC task
to OGWiC and the derivation of DisWiC labels
from absolute differences between ordinal WiC an-

https://comedinlp.github.io/
https://comedinlp.github.io/
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notations. Further, across top-scoring submissions,
OGWiC is solved by thresholding graded similarity
predictions, as in our Baseline 2.

8 Conclusion

We introduced two new tasks based on ordinal
Word-in-Context annotations between word usages,
and described the results of a shared task based on
these: OGWiC asks to predict the median seman-
tic proximity judgment label for each annotated
instance. This is a more traditional task defini-
tion where data is cleaned and summarized before-
hand. DisWiC instead asks to predict the mean
of pairwise absolute deviations between annota-
tors. This takes a new and more perspectivist view
on data, yet differing from previous tasks in mak-
ing disagreement the explicit prediction aim. The
traditional task was solved with rather high perfor-
mances while the new approach proves to be chal-
lenging. However, on some languages performance
is exceptionally high suggesting future modeling
possibilities. Both tasks were dominated by the
same teams employing a Word-in-Context model
optimized on independent binary Word-in-Context
data. The dominant approach to solve OGWiC was
thresholding of graded similarity predictions.

In the future, it would be interesting to solve
the two tasks we introduced with different data
splitting conditions, such as sharing target words
across splits. Models presumably better generalize
from training data with the same target words as
in the test data. It would also be interesting to
tie the published task data to individual annotators
enabling participants to build models for individual
annotators accounting for individual judgments and
corresponding disagreements.

9 Limitations

As a result of different numbers of annotators per
instance, mean absolute disagreement values may
not be completely comparable across instances.
Consider this example: If an instance has two an-
notations, the maximum possible mean pairwise
disagreement is 3.0, e.g. for

D({1, 4}) = 1

1
(|(4− 1)|) = 3.0.

If one adds one more annotation, the maximum
possible disagreement reduces to 2.0, e.g. for

D({1, 1, 4}) = 1

3
(|(1− 1)|+ |(1− 4)|+ |(1− 4)|) = 2.0.

This means that our measure is influenced by the
number of annotators, which was not available to
participants at test time. There is considerable vari-
ation across languages in the annotator number per
instance: Table 3 gives the mean and standard de-
viation for the number of annotators per instance
for each language. Chinese is exceptional with a
mean of 2.0 and a standard deviation of 0.0, which
means that each instance is annotated by exactly
two annotators. As the number of annotators is
constant across instances in Chinese, the mean dis-
agreement values are not influenced by annotator
number, facilitating prediction for participants, as
opposed to the other languages. This may have
supported exceptionally high DisWiC results for
Chinese, see Table 5. In the future, the number
of annotations per instance should be controlled
or provided a test time, or the measure should be
normalized. Also, other disagreement measures
should be explored.

One of the major shortcomings of our setup is the
narrowness of training, development and test data
in terms of target words. While the task used data
for seven languages with tens of thousands of usage
pair instances per language, these instances were
only sampled from a few hundred target words.
The data was additionally split at target words (lex-
ical split), asking participants to generalize from
a huge number of instances of few target words
to instances of unseen target words. It is ques-
tionable whether the training data provides enough
information to generalize to unseen target words,
and overfitting on the narrow training data is likely.
Some task results indicate that models not using the
training data at all perform competitively (Kuklin
and Arefyev, 2025). In the future, one could run
the tasks with alternative data splits where train-
ing, development and test data would not be split
at target words, but at usages, asking models to
generalize to usages from the same target words
in the test data as seen in the training data. This
would be a relevant task setup as in many annota-
tion studies the budget allows to annotate a limited
number of instances per word. If a model can be
learned from these instances to reasonably predict
the labels for unseen instances, this would be of
enormous practical usefulness to analyze greater
samples.

Another limitation is related to our choice of
Krippendorff’s α as evaluation measure for OG-
WiC. Despite its advantages and being recom-
mended by Sakai (2021) for ordinal classification,
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the measure estimates the expected label distribu-
tion from both model and gold labels, which seems
a reasonable assumption when measuring annota-
tor agreement where none of the annotators should
be given prevalence, but seems less reasonable in
a model evaluation setup where the expected la-
bel distribution is given by the gold labels. In the
future, one could explore modifications of Krippen-
dorff’s α estimating the expected label distribution
solely from the gold data.

The performance upper bound we calculated for
OGWiC may be influenced positively by our data
cleaning process: While all left-over instances af-
ter the cleaning have high agreement, it may have
occurred randomly for some of them, i.e., even two
random annotators would agree on some instances,
but this would not make their annotations for those
instances reliable. Such instances will push the
upper bound, but will be impossible to model.

Almost all of the datasets we used have a di-
achronic component, i.e., usages sampled from
historical time periods often containing historical
spelling variants and outdated meanings. While
we completely ignored this component in this task,
it puts additional difficulties on models and may
be responsible for some of the performance differ-
ences observed between languages. In the future,
one could include this information into the task
setup by reporting results for historical and modern
language instances separately.
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Figure 1: Label distribution for OGWiC task for all languages combined.

Figure 2: Label distribution for DisWiC task for all languages combined.

Hyperparameter Values

activation relu, tanh
solver Adam

hidden layer sizes 10, 50, 100
alpha .0001, .001, .01, .1

batch size 32, auto, 50, 100
scaler StandardScaler(), None

Table 6: Hyperparameter grid used for tuning Baseline 4.

Hyperparameter ZH EN DE NO RU ES SV

Activation tanh tanh relu relu tanh tanh tanh
Alpha .001 .1 .0001 .001 .1 .1 .0001
Batch Size auto auto auto 100 100 auto 100
Hidden Layer Sizes (50,) (50,) (50,) (50,) (100,) (100,) (100,)
Scaler None yes yes yes yes yes yes

Table 7: Final set of hyperparameters for Baseline 4 per language.
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Task Team AV -ES ZH EN DE NO RU ES SV

O
G

W
iC

deep-change .66 .64 .42 .73 .72 .67 .62 .75 .68
deep-change .65 .64 .42 .73 .72 .63 .63 .75 .68
Baseline 2 .58 .57 .38 .65 .73 .52 .55 .66 .60
GRASP .56 .54 .32 .56 .66 .59 .49 .64 .65
MMLabUIT .52 .51 .36 .57 .67 .44 .42 .60 .61
MMLabUIT .52 .51 .32 .52 .65 .46 .42 .57 .66
MMLabUIT .52 .51 .35 .53 .66 .45 .43 .58 .63
GRASP .51 .50 .33 .57 .62 .47 .46 .59 .56
GRASP .43 .41 .18 .61 .51 .29 .34 .58 .48
JuniperLiu .27 .26 .14 .51 .49 .08 .13 .33 .22
Baseline 1 .12 .12 .06 .10 .27 .12 .11 .18 .02

D
is

W
iC

deep-change .23 .23 .30 .08 .20 .29 .18 .19 .35
GRASP .22 .23 .54 .04 .11 .27 .17 .12 .30
GRASP .22 .23 .50 .10 .12 .32 .16 .10 .23
GRASP .16 .17 .26 .06 .13 .27 .11 .10 .20
Baseline 4 .16 .17 .49 .06 .09 .24 .12 .08 .08
Baseline 3 .12 .12 .39 .06 .09 .08 .05 .08 .08
FuocChu_VIP123 .12 .14 .36 .02 .10 .16 .05 .01 .17
FuocChu_VIP123 .11 .13 .35 .01 .10 .13 .04 .01 .15
JuniperLiu .08 .09 .36 .04 .02 -.04 .07 .04 .09
JuniperLiu .08 .09 .36 .04 .02 -.04 .07 .04 .08
sunfz1 .07 .07 .30 .05 -.00 -.07 .07 .04 .09

Table 8: All results for both evaluation phases. ‘AV’ = Average over languages; ‘-ES’ = Average over languages
excluding Spanish.


	Introduction
	Related work
	Word-in-Context task
	Disagreement detection

	Tasks
	Subtask 1: Median Judgment Classification with Ordinal Word-in-Context Judgments (OGWiC)
	Subtask 2: Mean Disagreement Ranking with Ordinal Word-in-Context Judgments (DisWiC)

	Data
	Dataset pre-cleaning
	Data aggregation and cleaning

	Models
	Participating teams
	Baselines

	Evaluation
	Results
	Conclusion
	Limitations
	Label distributions
	Hyperparameter grid and optimized parameters
	Submission overview

