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Abstract

In recent years, research on sign languages has
attracted increasing attention in the NLP com-
munity and requires more effort from a linguis-
tic perspective. In this paper, we explore coref-
erence resolution in German Sign Language
(GSL) primarily through gloss-based analysis.
Specifically, in GSL glosses, we conduct a lin-
guistic analysis of coreference, add coreference
annotations based on three videos, and evalu-
ate the ability of two large language models to
resolve coreference. We gain valuable insights
into coreference resolution in GSL, which pave
the way for future research.!

1 Introduction

Natural language develops naturally for daily com-
munication among humans. As a first language
for deaf and hearing impaired individuals, sign lan-
guages (e.g., American Sign Language and German
Sign Language) are visual-spatial natural languages
with their own sophisticated linguistic systems—
including lexicon, morphology, phonology, syntax,
and pragmatics—not only gestures (Stokoe, 1980).
The complexity of signs lies in the fact that they can
be articulated through multiple phonological units,
including handshape, palm orientation, position,
and facial expressions (e.g., eyebrow movement
and head motion) within a three-dimensional sign-
ing space (Herrmann and Steinbach, 2011; Michael
etal., 2011). Compared to spoken language, sign
language remains underexplored and demands lin-
guistic insights from the Natural Language Process-
ing community (Yin et al., 2021b).

To record and analyse signs in written form,
glosses annotated by experts are used as linear la-
bels that approximate the semantic meaning of each
sign, typically using the base form of a correspond-
ing word in spoken language. Table 1 presents

'Our annotated data are publicly available at https://
github.com/orcastimulatee/Coref_GLS_GSL.git
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GEBARDEN1A LEHRER5 ICH1 BIS-HEUTE2 $GEST-OFF*x
(To this day, I am still a sign language teacher.)

Table 1: An example text shows the glosses and their
English translation. Glosses are written in capital letters
and may include affixes or markers indicating additional
information.

an example of glosses used in German Sign Lan-
guage. While glosses are widely used as an inter-
mediate step in the study of sign language transla-
tion, from signs to spoken text (Miiller et al., 2023;
Fayyazsanavi et al., 2024), and sign language pro-
duction, from spoken text to signs (Varanasi et al.,
2024; Fang et al., 2024), they can also support doc-
umentation, education, and linguistic research.

In this paper, we explore coreference—a lin-
guistic phenomenon crucial for natural language
understanding—in German Sign Language, pri-
marily through gloss-based analysis. Although
glosses—one-dimensional sequences of words—
cannot fully capture spatial constructions or rep-
resent the meaning of signs through various cues,
such as non-manual features (Yin and Read, 2020;
Miiller et al., 2023), we focus on coreference in
glosses as an initial step towards the Signed Coref-
erence Resolution task (Yin et al., 2021a). To
our knowledge, Yin et al. (2021a) is the only re-
cent work that addresses coreference resolution in
sign language, specifically for pronominal indexing
signs. Following the work, we study entity coref-
erence resolution in German Sign Language using
the Public DGS Corpus (Hanke et al., 2020). Our
contributions are threefold:

* A linguistic analysis of signed coreference
in glosses, including noun phrase, pronoun,
ellipsis, and others.

* Entity coreference annotations on the glosses
of three videos from the DGS corpus.
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* Evaluating the ability of GPT-40 (OpenAl,
2024) and DeepSeek-v3 (DeepSeek-Al, 2025)
to perform coreference resolution on glosses
with coreference gold annotations using
prompt engineering.

2 Related Work

2.1 Coreference Resolution in Sign Language

The coreference phenomenon in sign languages
has previously been studied (Steinbach and Onea,
2015), e.g., in American Sign Language (Kegl,
1987) and in German Sign Language (Wienholz
et al., 2018). More recently, Yin et al. (2021a) in-
troduced the Signed Coreference Resolution task
for Sign Language Processing, thereby presenting a
new challenge for the coreference research commu-
nity. The work proposes DGS-Coref, a gloss-based
dataset derived from the DGS corpus (Hanke et al.,
2020) with coreference annotations. Similarly, to
reduce the overhead of visual processing, we con-
duct annotations on glosses as well. The main dif-
ference is that Yin et al. (2021a) focuses solely on
pronominal coreference relations, whereas our an-
notations cover all types of entity coreference. The
authors (Yin et al., 2021a) also propose a linguisti-
cally informed unsupervised coreference resolution
model for the task, using both glosses and spatial
features extracted from pose estimations.

2.2 Large Language Models

Many studies focus on transformer-based large lan-
guage models (LLMs) for sign language translation
and production tasks (Camgoz et al., 2020; Yin and
Read, 2020; Fang et al., 2024), aiming to make
them accessible to deaf and signing communities.
However, the extent to which an LLM truly un-
derstands the underlying structure and meaning
of signed discourse remains unclear. Gan et al.
(2024) examines the coreference resolution abili-
ties of several LLMs (e.g., the GPT series and the
LLaMAZ2 family) in English by using prompts and
conducting both manual and automatic analyses. In
contrast, our work evaluates LLMs in the context
of sign language. Coreference in sign language in-
volves manual features, non-manual features, and
spatial referencing, which differ significantly from
the devices used in spoken languages.

3 Coreference in Sign Language

In sign language, a signer can introduce a new en-
tity into the discourse not only through explicit
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signs that visually depict its shape, orientation, or
movement, but also by assigning it a spatial lo-
cus within the signing space in front of the signer,
which can later be used to refer back to the entity.
To understand how to track an entity, we conduct a
basic analysis of the Public DGS Corpus.

Noun Phrase. Iconicity is one of the promi-
nent properties of sign language (Perniss et al.,
2010). For example, $PROD SCHWIMMEN (swim-
ming) is a gloss for a productive sign used to repre-
sent an inanimate entity—swimming. It illustrates
the backstroke, a swimming style, with alternat-
ing backward circular motions of both hands. It
is worth noting that backstroke is not annotated
in glosses, but only in the mouthing unit (i.e., it
is coarticulated with mouthed German words for
lip reading). This means that mentions referring
to the same entity can appear in different units,
making coreference resolution a task in a multidi-
mensional space. Beyond standard glosses, com-
pound glosses, €.g., TAUB-GEHORLOS (deaf), con-
sist of two or more glosses connected by hyphens
to express meaning more efficiently. A sequence of
glosses is not annotated as a full German sentence
but rather as a chunk of a sentence that conveys
a core meaning. Therefore, noun phrases may be
omitted from either the subject or object position,
regardless of word order.

Pronoun. $INDEX gloss represents an indexical
sign (a pointing gesture) that refers to a spatial lo-
cus associated with a lexical sign, thus defining a
referent. Subsequent pronouns refer back to the
referent by pointing to the same locus. It is clear
when only two referents are assigned to the left-
hand and right-hand areas, respectively. However,
if many referents need to be assigned within a lim-
ited signing space, the loci can become very close
together, making them difficult to differentiate and
potentially causing ambiguity in entity resolution.
Adding to the complexity, a signer may relocate a
referent to a new locus (Yin et al., 2021a). In the
DGS corpus, following the gloss annotation con-
vention (Konrad et al., 2018), a number is added
as a suffix to the end of a gloss. For example,
ICH1 (I1) and ICH2 (I2) are two contextual variants
of ICH (/), though the basic meaning remains the
same. In our annotation presented in §4, we treat
these two glosses as referring to the same entity.
Unlike in English, pronouns in sign language are
not morphologically marked for gender (i.e., there
are no separate signs for he or she). This means
that gender must be inferred from the discourse



context. We observe that, sometimes, pronouns can
be replaced with an iconic sign. For example, a
signer may use both hands with palms facing each
other, circling slightly from the sides towards the
center to express the concept of fogether, visually
representing a group of people, rather than signing
us directly. As a result, the use of pronouns is, to
some extent, reduced.

Ellipsis. Ellipsis is a common phenomenon in
sign languages, including but not limited to Ger-
man Sign Language. It arises from features such
as spatial referencing and role shift—a linguis-
tic device that marks different characters through
body shift, eye gaze, and head orientation (Proske
et al., 2020)—allowing signers to omit overt pro-
nouns or explicit entity names. Moreover, many
sign languages are topic-prominent, e.g., WASSER1
$INDEXT FRISCH1 IMMER4A* (Yes, you always feel
refreshed when you are in the water.), meaning
that a topic or entity (i.e., water) is typically in-
troduced first in discourse. This entity may later
be omitted from subject or object positions, if it
is predictable and inferable from context. In Ta-
ble 2, we present another example of ellipsis, in
which even more expressions are not explicitly
signed. Signer A was talking about playing ninepin
bowling in the earlier context. Signer B inferred
that the reason for the knee pain was kneeling
down too much, so only the corresponding sign,
HINKNIEN-SICH1 (kneel-down), was used, omit-
ting other non-essential signs. Resolving and re-
covering such elliptical constituents can undoubt-
edly benefit sign language understanding and gloss-
based studies of sign language translation. In spo-
ken language, many linguistic theories have been
studied in relation to zero pronouns and focus,
including topic chain theory (Tsao, 1977; Zhang
et al., 2022) and centering theory (Joshi and Wein-
stein, 1981; Grosz et al., 1983, 1995; Walker et al.,
1998; Chai and Strube, 2022). We raise a question
of whether these theories could aid in resolving
implicit expressions in sign language, which we
leave for future work.

A: JETZT1x ICH2 KNIETA* SCHMERZ3
$GEST-OFF** RUCKEN-UNTEN1E SCHMERZ3
(Now I have knee and back pain.)

B: HINKNIEN-SICH1

(Well, because you had to kneel down a lot.)

Table 2: An example illustrating ellipsis in a dialogue
between two signers.
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Others. In the signing space, verb inflection—
through modified movements that match the loci of
the subject and object to indicate agreement—can
help track entities. However, glosses are written in
their base form, and verbs are not morphologically
inflected in the gloss itself. To this end, cues from
visual processing become especially important for
discourse understanding and entity resolution.

4 Human Annotation

To examine the current ability of LLMs to resolve
coreference in sign language glosses (see §5), we
conducted coreference annotation on the glosses of
three videos totaling 990 seconds from the DGS
corpus?**. Some gloss names are followed by nu-
merical or alphabetical suffixes to distinguish lexi-
cal and phonological variants (Konrad et al., 2018).
These glosses were annotated carefully by consid-
ering the context, the English translation, and by
watching the video. Entities are annotated through-
out the entire duration of each video, and single-
tons are excluded from the annotation. We have
two annotators with backgrounds in computer sci-
ence and computational linguistics, both of whom
have knowledge of German Sign Language. Inter-
annotator agreement was measured using Krippen-
dorft’s o (Krippendorff, 1980), resulting in a high
score of 0.93. For the annotations with disagree-
ments, the annotators discussed and reached final
decisions for the gold annotations. Ambiguous
cases were excluded. We release the annotated data
as a JSON file.> Table 3 shows the statistics of our
annotations.

Videol Video2 Video3
#mentions 166 80 90
#noun phrases 78 51 42
#pronouns 63 9 29
#SINDEX 25 20 19
#entities 36 26 27
#mentions/entities 4.6 3.0 33
Table 3: Statistics of the annotated data. Videol,

Video2, and Video3 refer respectively to the links in
the footage®3*.

2https://www.sign—lang.uni—hamburg.de/
meinedgs/html/1429737_en.html

Shttps://www.sign-lang.uni-hamburg.de/
meinedgs/html/1183720-17021701-17054739_en.html

4https: //www.sign-lang.uni-hamburg.de/
meinedgs/html/1182135_en.html

Our annotated data are publicly available at https://
github.com/orcastimulatee/Coref_GLS_GSL.git
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MUC B3 CEAF, CoNLL
R P F1 R P F1 R P Fl R P Fl
DS-v3_zs 67.60 6482 66.10 64.65 59.58 6196 6723 53.83 59.80 6649 5941  62.62
DS-v3_fs 76.20 5458 63.60 7279 50.65 59.70 7139 5350 61.18 7346 5291  61.49
GPT-40_zs 6430 70.85 67.38 58.81 6620 6226 6539 5209 5798 62.83 63.05 6254
GPT-4o_fs 7450 7095 7270 71.68 67.10 6930 7342 5754 6450 7320 6520 68.83

Table 4: Performance on the annotated data in §4. zs and fs denote the zero-shot and few-shot settings for the two
LLMs: DeepSeek-v3 (DS) and GPT-40. Bold numbers indicate the highest score in each column.

5 Prompt Engineering

We employ prompt engineering in zero-shot and
few-shot settings (Brown et al., 2020; Liu et al.,
2023) to evaluate two LLMs: GPT-40 (OpenAl,
2024) and DeepSeek-v3 (DeepSeek-Al, 2025). Fig-
ure 1 shows the prompt template, which includes an
instruction, input glosses, and one example in the
few-shot setting. For few-shot prompting, we select
examples that are similar to the cases in the input
glosses under examination to provide the LLMs
with additional cues for coreference resolution. Ad-
ditionally, LLMs are required to provide explana-
tions of their resolved results to enable further man-
ual analysis of their performance. One example
prompt is presented in Appendix A.

Structure of a Prompt

/—

Instruction

° Roles
Background of Input
Task Explanation

Input Glosses

For few-shot prompt |

Example I
. Input |

e Answer for the Input :

|

° Reason

Figure 1: A prompt template shows each components of
the prompt. The dashed box applies only to the few-shot
setup.

6 Experiment

6.1 Setup

We conduct experiments on the annotated data
(see §4). To obtain stable and reliable responses
from LLMs, we divided the data into 20 prompts,
grouped by topic for potential further analysis.
GPT-40 and DeepSeek-v3 are prompted with a
temperature of 0 and a maximum token limit of
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5,025 via an AI model API platform®. We report
macro-averaged results for the 20 prompts in both
zero-shot and few-shot settings for the two LLMs.
The evaluation uses the CoNLL F1 score, which
averages MUC (Vilain et al., 1995), B3 (Bagga and
Baldwin, 1998), and CEAFe (Luo, 2005).

6.2 Results and Analyses

Table 4 shows that GPT-4o_fs achieves the best
F1 score of 68.83, which is more than 7 points
higher than DS-v3_fs and 6 points higher than GPT-
4o_zs. This indicates that providing an example
containing gold coreference annotations improves
GPT-40’s overall performance. We also observe
that DS-v3_fs has high recall (73.46) but low preci-
sion (52.91), resulting in a lower CoNLL F1 score.
This suggests that DS-v3_fs resolves many enti-
ties, but few of them are correct. Overall, the two
LLMs demonstrate moderate performance on our
annotated data. It is important to note that the ex-
periments are conducted on glosses composed of
words from spoken language, which are used for
training the LLMs. How well they can perform
directly on signs remains a worthwhile question for
future research.

80 @D DeepSeek-v3 @D GPT-40
o
3]
o
» 70
o
2 60
p4
3 -
50
Monologue Dialogue

Figure 2: CoNLL F1 scores of the two LLMs in the
few-shot setting across different genres.

Figure 2 presents the performance of the two
LLMs on the first video, comprising 8 monologue
prompts and 5 dialogue prompts. It shows that GPT-
4o_fs performs better in dialogue than in mono-
logue. Based on our manual analysis of the model

6https://aimlapi.com/
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responses, we found that GPT-4o can understand
the conversation well and can resolve ICH (I) from
Signer A and DU (you) from Signer B as referring
to the same entity. However, DS-v3_fs struggles
to resolve some entities in dialogue, even when
provided with an example and its explanation in
the few-shot setting.

We also perform an analysis of some entities that
are not resolved successfully. Specifically, for the
entity in Table 5, we observe that DS-v3_fs can
capture the hint from the selected example that is
similar to the queried input and correctly resolve
the entity. However, GPT-4o_fs ignores the exam-
ple despite our various attempts and fails to resolve
it. This suggests that, in this specific case, GPT-
4o_fs relies more on its internal knowledge and
reasoning, making it less influenced by the pro-
vided examples, whereas DS-v3_fs appears more
receptive to such guidance.

A: $LIST1:10f1d KEGELNT1 $LIST1:20f2d
SCHERE1* $LIST1:30f3d $NUM-EINER1A: 3d
BAHN-WEGTA* $GEST-OFF** $LIST1:40f4d
ASPHALT 1%

(For example Bohle, Schere, three lane alleys
and classic.)

B: $ORALAKANNT ALLESTA

(Can you play all four disciplines?)

Table 5: A snippet of glosses between two signers with
coreference annotations shown in red.

7 Discussions and Conclusions

While analysing the properties of coreference in
sign language, our study is primarily based on lin-
ear glosses. Further research is needed in corefer-
ence resolution modeling—especially for under-
standing spatial relations—or in developing en-
hanced glosses that recover omitted elements to
support downstream tasks. In this paper, as an
initial step, we gain linguistic insights into coref-
erence, annotate glosses accordingly, and evaluate
the coreference resolution abilities of two LLMs,
to foster future advancements.

Limitations

Our study is conducted on written glosses, which
may omit some information (e.g., from mouthings
or productive signs), and therefore the experiments
on coreference resolution may not fully reflect a
natural signing scenario. Due to limited resources,
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no deaf people or sign language users were in-
volved in the annotation process.
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A Prompts
A.1 An Example Prompt

Figure 3 shows a prompt we used in the exper-
iment for GPT-40_zs, along with the LLM’s re-
sponse. Note that the answer is summarized from
the LLM’s raw responses, which we manually
checked.
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Instruction:

Role: You are a sign language coreference resolution assistant.

Input: a list of glosses, speaker A & B are having a conversation, sentences(words separated by comma or full stop) are
separated by ", each gloss with a unique gloss ID.

1. Identify which glosses refer to entities.

2. Cluster glosses that refer to the same entity.

Input Glosses:

"# Speaker A"
"SGEST-NM-KOPFSCHUTTELN14#265 || KAMPF1A#266 || WILLE6#267 || ICH1*#268 || HIN-UND-HER1*#269™"

"# Speaker B"
"KAMPF1A#270 || SORAL*#271 || TRAINING1#272 || HIN-UND-HER1#273 || SPASS1*#274™

"# Speaker A"
"SGEST-NM-KOPFNICKEN12#275 || ICH1*#276 || SPASS1#277 || WASSER1#278 || SINDEX1#279 || FRISCH1#280 ||
IMMER4A*#281™"

"# Speaker B"
"™|CH1#282 || ICH1#283 || LAND1A*#284 || BENUTZEN1#285 || FLACH12#286 || ICH1#287 || SPROD*#288 ||
BESSER1*#289 || ALS4#290 || WASSER11#291 || SINDEX1#292 || SPROD*#293™

"# Speaker A"
"™SPORT4B#294 || SPROD*#295 || GUT1#296 || SINDEX1#297 || SCHWIMMEN1#298 || GUT1#299™

"# Speaker B"
"™FLEISSIG1#300 || SINDEX1#301 || FLEISSIG1#302 || ICH2#303 || FAUL1#304 || ICH2#305 || SORAL #306™

"# Speaker A"

"ICH1*#307 || GERN1#308 || ICH2#309 || HEUTET#310 || NOCH4A*#311 || GERN1#312"

"S$GEST-OFF**#313 || NUR4*#314 || PRIVAT1A#315 || FREI1#316 || FREIZEIT1B*#317 || SCHWIMMEN1#318 ||
GERN1#319 || DORTHIN-GEHEN1#320 || SORAL*#321 || KAMPF1A#322 || SCHLUSS1#323""

"SGEST-OFF #324™

GPT-40's Answer:
Assistant: 1. Identify glosses that refer to entities:
- ICH1*#268, ICH1*#276, ICH1#282, ICH1#283, ICH1#287, ICH1*#307, ICH2#303, ICH2#305, ICH2#309 - KAMPF1A#266,
KAMPF1A#270, KAMPF1A#322
- HIN-UND-HER1*#269, HIN-UND-HER1#273
- SPASS1*#274, SPASS1#277
- WASSER1#278, WASSER11#291
- SINDEX1#279, SINDEX1#292, SINDEX1#297, SINDEX1#301
- SPROD*#288, SPROD*#293, SPROD*#295
- FREIZEIT1B*#317
- SCHWIMMENT1#298, SCHWIMMEN1#318

2. Cluster glosses that refer to the same entity:
- [ICH1*#268, ICH1*#276, ICH1#282, ICH1#283, ICH1#287, ICH1*#307]
- [ICH2#303, ICH2#305, ICH2#309]
- [KAMPF1A#266, KAMPF1A#270, KAMPF1A#322]
- [HIN-UND-HER1*#269, HIN-UND-HER1#273]
- [SPASS1*#274, SPASS1#277]
- [WASSER1#278, WASSER11#291]
- [SINDEX1#279, SINDEX1#292, SINDEX1#297, SINDEX1#301]
- [SPROD*#288, SPROD*#293, SPROD*#295]
- [SCHWIMMEN1#298, SCHWIMMEN1#318]

Figure 3: An example prompt shows the instruction, input glosses, and the answer from GPT-40_zs.
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