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Introduction

We are excited to welcome you to DSTC-12, the Twelfth Dialog System Technology Challenge. This
year the workshop is being held on August 28th, 2025 at SIGDial 2025.
The DSTC shared tasks have provided common testbeds for the dialog research community since 2013.
This year, the program includes two invited talks from Verena Rieser and Milica Gašić, two track pre-
sentations, four paper presentations and a panel with Ryuichiro Higashinaka, Laurent Prévot, Tetsuro
Takahashi, Milica Gašić.
We had two tracks this year: Track 1: Dialog System Evaluation: Dimensionality, Language, Culture and
Safety, organized by John Mendonca, Lining Zhang, Rahul Mallidi, Alon Lavie, Isabel Trancoso, Luis
Fernando D’Haro, João Sedoc Track 2: Controllable Conversational Theme Detection Track, organized
by Igor Shalyminov, Hang Su, Jake Vincent, Siffi Singh, Jason Cai, James Gung, Raphael Shu, Saab
Mansour
The track timelines are: Jan – April 2025 training phase April 2025 testing phase May 2025 results
announcement
We are very proud of this years DSTC and would like to thank some key players. We would like to thank
our session chairs (Emre Can, Alexandru Coca), our panelist moderator Luis Fernando D’Haro, all our
track organizers and a big thank you to all the track participants for their fine work. Finally we would
like to thank the wider DSTC community for helping making DSTC a success and helping it to grow for
over 10 years.
Behnam Hedayatnia, General Chair
Michel Galley, Publicity Chair
Raghav Gupta, Publication Chair
Zhang Chen and Yun-Nung (Vivian) Chen, Workshop Co-Chairs
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Invited Talk
Intentional, Plural, Deep: The Foundations of Beneficial AI

Alignment
Verena Rieser

Google Deepmind

August 28, 2025 – Time: 09:45 – 10:25 –

Abstract: We talk constantly about making AI aligned,but we rarely ask the most important questions:
aligned to what, and to whom? This keynote deconstructs our current assumptions and proposes that
truly beneficial AI requires moving through three distinct depths of alignment. The first is Intentionality:
we must stop assuming alignment will emerge on its own and start making deliberate choices about the
goals we set. The second is Plurality: we must abandon the search for a single gold standardof human
values and engineer systems that thrive on diversity. The third and most profound is Depth: we must push
beyond optimizing for clicks and convenience and instead align AI with the complex, often contradictory,
nature of long-term human well-being. This is a framework for the next frontier of AI — one that builds
technology to support our human nature, not exploit it.

Bio: Verena Rieser is a Senior Staff Research Scientist at Google DeepMind, where she founded and
lead the VOICES (Voices-of-all in alignment) team. Their mission is to ensure that powerful AI models
like Gemini are developed responsibly, making them safe and genuinely useful for diverse communities
worldwide. Verena’s career has been driven by a fascination with conversational AI. Verena has pionee-
red research in dialogue systems and natural language generation, always with a focus on applications
that create societal benefit. Before joining Google, Verena was a full professor directing the NLP lab at
Heriot-Watt University and held a Royal Society Leverhulme Senior Research Fellowship

v



Invited Talk
Dimensions of intelligence

Milica Gašić
Heinrich-Heine-University Düsseldorf

August 28, 2025 – Time: 15:00 – 15:40 –

Abstract: Large language models (LLMs) have transformed the area of artificial intelligence, achieving
or surpassing human performance in a number of natural language processing tasks. Despite this tre-
mendous success, they lack the ability to model multi-turn goal-directed conversation, they are largely
uncalibrated and there is little insight into the way they operate. In this talk, I will present (1) multi-turn
optimisation which integrates emotion, (2) confidence-based learning based on insights from human psy-
chology and (3), in the direction of explainability, observations from topological data analysis applied to
LLMs. To conclude, I will hypothesise how combining ideas from LLMs and task-oriented systems can
lead to conversational agents encompassing a large spectrum of desired properties.

Bio: Milica Gašić is a Professor in Dialog Systems and Machine Learning at Heinrich Heine University.
Her research focuses on fundamental questions of human-computer dialogue modelling and lie in the
intersection of Natural Language Processing and Machine Learning. She is a recipient of the European
Research Council Starting Grant and the Alexander von Humboldt Sofja Kovalevskaja Award. Prof.
Gašić is a member of the International Scientific Advisory Board of DFKI, a member of ACL, a member
of ELLIS and a senior member of IEEE. She served as the vice-president of SIGDIAL 2021-2025.
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Evaluation of Open-Ended Conversations

Michelle Elizabeth*,1,2, Alicja Kasicka*, 1, Natalia Krawczyk*, 1,
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Abstract

The growing number of generative AI-based di-
alogue systems has made their evaluation a cru-
cial challenge. This paper presents our contri-
bution to this important problem through the Di-
alogue System Technology Challenge (DSTC-
12, Track 1), where we developed models
to predict dialogue-level, dimension-specific
scores. Given the constraint of using relatively
small models (i.e. fewer than 13 billion parame-
ters) our work follows two main strategies: em-
ploying Language Models (LMs) as evaluators
through prompting, and training encoder-based
classification and regression models. Our re-
sults show that while LM prompting achieves
only modest correlations with human judg-
ments, it still ranks second on the test set, out-
performed only by the baseline. The regression
and classification models, with significantly
fewer parameters, demonstrate high correlation
for some dimensions on the validation set. Al-
though their performance decreases on the test
set, it is important to note that the test set con-
tains annotations with significantly different
score ranges for some of the dimensions with
respect to the train and validation sets.

1 Introduction

Real-life dialogues are unpredictable and dynamic,
making them difficult to reproduce in static corpora.
Consequently, dialogue systems are typically eval-
uated with either simulated users or real users (Zhu
et al., 2022). However, a significant gap exists be-
tween these approaches, leading to unrealistic sim-
ulations or subjective human evaluations (Cordier
et al., 2023; Elizabeth et al., 2025). Despite its sub-
jectivity, human evaluation is preferred. In the sem-
inal framework PARADISE (Walker et al., 1997),
subjective metrics, such as user satisfaction, were
estimated based on objective metrics through linear
regression. Reinforcement Learning from Human
Feedback (RLHF) (Christiano et al., 2017; Ibarz
et al., 2018) utilizes regression models as reward

models to evaluate the output of Language Models
(LMs) (Ouyang et al., 2022) for better alignment to
human preferences. This may provide a rationale
for high correlation between LM and human judg-
ments (Kazi et al., 2024; Gunasekara et al., 2021).
These results suggest that regression models can be
a promising approach to conversation evaluation.

Track 1 of DSTC-12 “Dialog System Eval-
uation: Dimensionality, Language, Culture and
Safety” (Mendonça et al., 2025) focuses on auto-
matic evaluation of open-domain dialogues for ten
dimensions, at the dialogue level. The challenge
incorporates widely-used dimensions such as over-
all quality, Relevance, and Proactivity, alongside
less conventional ones including Empathy, Trust,
and Skill. This provides a valuable opportunity to
assess the correlations between human judgments
and automatic evaluation techniques across each di-
mension. For this purpose, we present four distinct
approaches for dialogue-level evaluation that were
submitted to the challenge by our team ORALIS.

This work covers three possible representations
of the scores and one combination of these ap-
proaches:

i the most straightforward approach, treating
scores as real numbers and predicting them
through a regression task;

ii treating scores as classes, since they are in-
tegers that correspond to categories of eval-
uation (such as good, average, poor), which
leads to training classifiers;

iii treating scores as tokens among others as han-
dled in autoregressive LMs, and thus using
LM prompting to generate scores.

iv a final strategy, referred to as the hybrid ap-
proach, consists of mixing predictions from
diverse approaches for various dimensions.
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According to the results, none of our systems
outperforms the baseline (a prompted Llama-3.1-
8B-Instruct1 LM) in terms of average absolute cor-
relation on the test set. However, our approaches
outperform the baseline on most individual dimen-
sions. The LM prompting system shows better
generalization to the test set than other approaches,
performing better on some dimensions than on the
validation set. The regression and classification
models demonstrate strong positive correlations
with human scores on the validation set but achieve
lower absolute correlation scores when applied to
unseen examples, suggesting overfitting. The clas-
sification approach, while ranking lowest overall
alongside the hybrid method, excels on six dimen-
sions including Empathy, outperforming all other
approaches in terms of number of winning dimen-
sions. The hybrid method, which selects the best-
performing approaches on the validation set (com-
bining LM prompting and regression while exclud-
ing classification), does not generalize well to the
test data. These results can also be explained by
the fact that there are inconsistencies between the
training-validation sets and the test set, especially
regarding the score distribution and score ranges as
depicted in Figure 2 and Figure 3.

The paper is organized as follows: Section 2
provides a literature review on dialogue evaluation;
Section 3 introduces the datasets and dimensions
used in our work, while Section 4 details the four
implemented evaluators. Finally, Section 5 reports
the results of the validation set (as used to develop
the evaluators) as well as on the test set (as used to
rank the submitted evaluators in the challenge).

2 Related Work

This section discusses evaluation paradigms, re-
cent advances in automatic and LM-based metrics,
current multi-dimensional frameworks and open
challenges.

Open-ended conversational AI systems require
multi-dimensional assessment due to the complex
nature of dialogue, where multiple valid responses
exist for any given context. Key dimensions include
coherence (the contextual appropriateness and logi-
cal consistency of responses (Bao et al., 2021)), en-
gagement (sustaining user interest (Venkatesh et al.,
2018)), informativeness (providing relevant con-
tent (Bao et al., 2021)), specificity (context-tailored

1https://huggingface.co/meta-llama/Llama-3.
1-8B-Instruct

responses (Harrison et al., 2023)), consistency
(avoiding contradictions (Bao et al., 2021)), and
factual correctness (minimizing hallucinations and
ensuring accurate information (Bao et al., 2021)).
Additional dimensions include fluency, personal-
ity, and context management (maintaining memory
across multiple turns (Wang et al., 2024)).

Traditional reference-based metrics, e.g. BLEU
or ROUGE, show weak correlation with human
judgments in open-domain dialogue (Liu et al.,
2016; Saleh et al., 2020). While human evaluation
remains most reliable (Li et al., 2019; Venkatesh
et al., 2018), it is costly, time-consuming, and can
suffer from inconsistency (Ji et al., 2022; Smith
et al., 2022).

Researchers have developed various auto-
matic metrics to overcome evaluation challenges.
Embedding-based metrics capture semantic similar-
ity beyond surface-level lexical overlap but strug-
gle with catching conversational nuances. Regres-
sion models, inspired by PARADISE (Walker et al.,
1997) and RLHF (Christiano et al., 2017), and clas-
sification models are constrained by availability
and quality of training data. Reference-free met-
rics like FED (Mehri and Eskénazi, 2020) evaluate
responses in context with better human alignment.
LM-based evaluation uses LMs as judges, showing
stronger correlation with human ratings (Lin and
Chen, 2023; Yu et al., 2024), despite challenges in-
cluding self-preference bias (Chen et al., 2025) and
sensitivity to response characteristics and context
complexity (Xu et al., 2025).

The adoption of LMs as judges (Gunasekara
et al., 2021; Kazi et al., 2024) enables scalable eval-
uation, although concerns about annotation quality
persist. Small LMs offer cost-effective alternatives
and have recently shown strong potential as capa-
ble judges. Although they may seem less accurate
due to their size, recent work (Deshpande et al.,
2024) shows that well-aligned LMs with around 3B
parameters can achieve the performance of much
larger systems.

Evaluation campaigns like DSTC-9 (Gunasekara
et al., 2021) and DSTC-11 (Soltau et al., 2023)
have advanced the field through interactive and
multilingual evaluation tracks. However, the most
successful systems still rely heavily on fine-tuned
generative models or LMs for data augmentation,
and achieving high correlation with human judg-
ments remains a challenge, especially for multi-
dimensional conversation aspects.

Modern evaluation frameworks assess conversa-

2
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tion quality across several interdependent dimen-
sions like coherence, engagement, and context man-
agement (Bao et al., 2021; Harrison et al., 2023;
Wang et al., 2024). Multi-dimensional LM-based
approaches (e.g. LLM-Eval (Lin and Chen, 2023),
MT-Bench (Bai et al., 2024), KIEval (Yu et al.,
2024)) offer thorough assessments yet face chal-
lenges with bias, generalizability, and scalability.

Despite significant progress in automatic evalu-
ation of conversational systems, current methods
still face limitations in robustness, interpretability,
and scalability, highlighting the need for improved
multi-dimensional approaches that reliably reflect
human perceptions of conversational quality across
diverse scenarios.

3 Datasets and Dimensions

We use three datasets in this work: DSTC-12
(Mendonça et al., 2025), the official competition
dataset; CONTURE (Gunasekara et al., 2021),
which was used in the DSTC-9 evaluation cam-
paign and FED (Mehri and Eskenazi, 2020), an-
other dataset published for dialogue evaluation re-
search.

As detailed later in this section, these
datasets predominantly contain open-ended human-
machine dialogues annotated by humans on
dialogue-level for various evaluation metrics, al-
though the FED dataset also includes human-
human dialogues.

3.1 DSTC-12 Dataset and Metrics

DSTC-12 (Mendonça et al., 2025) is an offi-
cial dataset released as part of the competition.
It contains 185 open-domain human-machine di-
alogues in English. Each dialogue covers a wide
variety of everyday topics such as personal stories,
preferences and recommendations, and fact-based
planning queries. Detailed dataset statistics are
displayed in Table 1. What is worth noting is the
significant difference between the length of utter-
ances in DSTC-12, compared to other datasets.
Still, in all datasets, the average number of words
in machine turns is significantly greater than in
human utterances.

The dialogues were evaluated by human anno-
tators across ten dimensions. According to the
organizers, human annotators were either MTurk
workers or lab members, thus different dialogues
might have been annotated by different annotators.
This combination of research staff and online work-

ers might raise concerns about potential inconsis-
tencies in how dimensions were scored across con-
versations.

Unfortunately, the annotated data is highly im-
balanced, as not all dialogues have scores assigned
for each evaluation dimension. While each dia-
logue received scores for at least four dimensions,
the coverage varies considerably. Only 54 out of
185 dialogues (29%) are annotated with all ten di-
mensions, while the majority include annotations
for only four or five. At the dimension level, anno-
tation counts are also unevenly distributed: most
dimensions are well represented with over 120 an-
notations, whereas Overall appears in less than
one-third of the dialogues. These patterns are il-
lustrated in Figure 1. The test set consists of 120
dialogues, with varying coverage of annotations as
in the training set.
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Figure 1: Distribution of the dialogues in the DSTC-12
dataset (train/validation) based on the scores (top), and
the dimension (bottom).

In addition, dimensions have different score
ranges. Their names, along with their ranges, are:
Empathy (1-12), Trust (0-5), Curiosity (0-100),
Proactivity (0-100), NonRepetition (0-100), Rel-
evance (0-100), Overall (0-100), Skill (0-5), Talent
(0-5), and Capability (0-5). For dimensions such as
Relevance, NonRepetition, Proactivity, and Curios-
ity, the majority of the human scores are between 6
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DSTC-12 FED ConTurE
train test

#Dialogues 185 120 125 119
#Ann. per Dialogue 1 1 5 3
Avg. #turns 15 21 6 9
Avg. #words per turn (H) 25 51 6 7
Avg. #words per turn (M) 130 193 12 19

Table 1: Statistics for all the datasets (Ann. stands
for annotations, H stands for human and M stands for
machine).

and 10, despite the score range being 0-100. The
distributions of the scores are uneven, particularly
for dimensions with the 0-100 range, see Appendix
A, Figure 2. In the test set, the score ranges are
between 1-5 for Skill, Talent, Capability, Trust, and
Overall while the range is 1-10 for Empathy, Rel-
evance, NonRepetition, Proactivity and Curiosity,
which differs from the score ranges observed in the
training set. See Appendix A, Figure 3.

Metrics: The challenge assesses the evaluators
based on the mean absolute Spearman correlation
with human judgments. In our experiments, we
also consider the mean positive correlation with
human judgments.

3.2 FED and ConTurE
The official dataset released for the challenge, i.e.
DSTC-12, is rather small, containing only 185 di-
alogues. Each dialogue was annotated by only one
evaluator. To increase data diversity and avoid over-
fitting when training our regression and classifica-
tion models, we utilized two other open-domain hu-
man–machine dialogue datasets: CONTURE (Gu-
nasekara et al., 2021), with 119 dialogues, which
was proposed in DSTC-9 Track 3, and FED (Mehri
and Eskenazi, 2020), with 125 dialogues, intro-
duced at SigDial 2020. In all these three datasets,
the dialogues predominantly involve interactions
between a human and a machine, although the FED
dataset also includes human-human interactions
with one participant simulating a machine. The
conversations cover a variety of everyday topics
such as personal preferences, opinions, popular cul-
ture, and general knowledge, resembling natural
and informal interactions.

In contrast to DSTC-12 dataset, the CONTURE
dataset has each dialogue annotated by three differ-
ent raters, while in FED dataset each dialogue was
annotated by five different evaluators. To ensure
that every dialogue contributes exactly one score
per dimension to our models, just as in the DSTC-

FED & CONTURE DSTC-12
Inquisitive —> Curiosity

Avg(Informative, Coherence) —> Relevance
Topic depth —> Talent

Flexible —> Proactivity
Diverse —> Non-repetition
Likeable —> Empathy

Consistent —> Trust
Understanding —> Capability
Error recovery —> Skill

Table 2: FED & CONTURE to DSTC-12 mapping.

12 dataset, and to prevent over-representation of
multi-rated dialogues, we first averaged the dimen-
sion scores in both CONTURE and FED. Then, we
mapped the dimension names from the additional
datasets to match those in the DSTC-12 dataset.
This mapping was based on the heuristics shown in
Table 2, where we paired each metric from CON-
TURE and FED with the DSTC-12 dimension that
best reflected its core intent.

In both external datasets, the dimensions are an-
notated on different scales: for most dimensions,
annotations are on a 3-point scale, except for Con-
sistent, which is binary, and Overall quality, which
is on a 5-point scale.

After averaging the raw scores per dialogue, we
applied a linear rescaling function to fit each di-
mension into the corresponding dimension range
in the DSTC-12 dataset:

q = (p−A)
D − C

B −A
+ C (1)

where p is the original value in [A,B] and q is
the mapped value in [C,D]. Finally, we rounded
q to the nearest integer to obtain the final score on
the target dimension scale in the DSTC-12 dataset.
We split the official DSTC-12 dataset equally into
train and validation sets for each dimension. The
training set was further enhanced by adding the
dialogues from the two additional datasets.

4 Evaluators

In this section, we first describe the baseline sys-
tem (provided by the challenge organizers) and
then present the evaluation systems submitted to
the challenge. Our first approach is based on the
LM-as-a-judge paradigm, namely LM Prompting.
The next two systems are classic neural models: re-
gression and classification. Finally, the last system
is a hybrid evaluator that combines the regression
model with the LM Prompting system.
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4.1 Baseline

This system was proposed by the organizers and it
is a fine-tuned Llama-3.1-8B-Instruct2 pretrained
model for content safety classification, prompted
for dialogue-level evaluation. For all of the dimen-
sions the same prompt template was used, which
included all evaluation dimensions in one prompt.

4.2 LM Prompting

We tested various prompting methods: (i) basic
prompt with just the name of the dimension, see
example in Appendix C.1; (ii) zero-shot learning
with the definition of the dimension, see example in
Appendix C.2; (iii) one-shot learning, see example
in Appendix C.3; (iv) few-shot learning (with 3
samples), see example in Appendix C.4 and (v) self-
consistency prompting, see example in Appendix
C.5.

We assigned various roles to the LM (such as
"crowd-worker", "expert", or "human evaluator")
and provided task descriptions with score ranges at
varying levels of detail.

For one-shot and few-shot learning methods, we
provided examples with their assigned scores in
two formats: either as conversation excerpts or as
summarized dialogue. For the few-shot learning,
we randomly sampled three dialogues: one with
the lowest possible score, one from the median,
and one with the highest possible score. For one-
shot learning, we randomly sampled a dialogue
with a score around the median. In self-consistency
prompting, the LM was provided with a short de-
scription of the meaning of the scores within the
score range, as well as was asked to check the va-
lidity of its response and fix it, if needed, before
responding.

In every prompting method, the LM was asked
to return the score along with a short explana-
tion for the given score. Various versions of the
prompts were evaluated on each dimension sepa-
rately, and different prompts were selected for later
study based on these preliminary results (listed in
the Appendix B).

We explored several dialogue context strategies
to feed the LM: the last 40% of the conversation,
the first 40% of the conversation, the first 20%
and last 20% of the conversation, a summarized
version of the dialogue, or the full dialogue. The
summarised version was obtained by summaris-

2https://huggingface.co/meta-llama/Llama-3.
1-8B-Instruct

ing each utterance using Llama 3.1 8B Instruct
model, as it performs well across variety of tasks
(Grattafiori et al., 2024). We tested two different
summarisation prompts for sentences whose length
exceeded 200 words, in conversations with more
than 3000 words in total. These prompts mainly
differed by the maximum number of tokens in their
summarised versions: either 50 (summarisation 1)
or 150 (summarisation 2). The exemplary prompt
can be found in the Appendix, section B.11.

We considered three state-of-the-art LMs:
Deepseek Llama 8B3, Deepseek Qwen 7B4, and
Qwen 2.5 7B Instruct 1M5. These models were se-
lected based on their demonstrated effectiveness on
multiple natural language processing tasks (Guo
et al., 2025; Yang et al., 2025).

We tested various combinations of prompting on
the validation set. We modified the prompt, the
dialogue context, and utilized distinct LMs. Then,
we selected the best performing combination for
each dimension, i.e., achieving the highest positive
correlation values with human annotations. The
chosen configuration for each dimension is shown
in Table 3.

Analysis of the standard deviation values for
correlation results for different models (average
std=0.09) and for different dialogue contexts (av-
erage std=0.12) implies that the latter, on average,
impacts the final correlation result slightly more
than the choice of the model.

Systems’ performances on the validation set and
test set are presented in Table 4 and Table 5, respec-
tively.

4.3 Regression

We trained a regression model for each dimen-
sion. The model’s architecture consists of a re-
gression layer on top of a ModernBERT Large en-
coder (Warner et al., 2024). It is worth noting that
ModernBERT has a context limit of 8K tokens
allowing for encoding a larger dialogue context,
in contrast to BERT-family models (Devlin et al.,
2019), which are limited to only 512 tokens. Mod-
ernBERT is also notably smaller than LMs, with
fewer than 1 billion parameters (395 million). We
utilized the score ranges provided in the challenge

3https://huggingface.co/deepseek-ai/
DeepSeek-R1-Distill-Llama-8B

4https://huggingface.co/deepseek-ai/
DeepSeek-R1-Distill-Qwen-7B

5https://huggingface.co/Qwen/Qwen2.
5-7B-Instruct-1M
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Dimension Prompting Dialogue part Language Model

Empathy zero-shot last 40% Qwen 2.5 7B Instruct
Trust zero-shot full conversation Qwen 2.5 7B Instruct
Skill zero-shot first 20% + last 20% Qwen 2.5 7B Instruct
Talent zero-shot summarisation 1 Qwen 2.5 7B Instruct
Capability zero-shot summarisation 1 Qwen 2.5 7B Instruct
*Capability zero-shot summarisation 2 Deepseek Qwen 7B
Relevance few-shot summarisation 1 Deepseek Llama 8B
*Relevance few-shot first 20% + last 20% Qwen 2.5 7B Instruct
NonRepetition few-shot first 40% Deepseek Qwen 7B
*NonRepetition few-shot first 20% + last 20% Qwen 2.5 7B Instruct
Proactivity zero-shot first 40% Deepseek Llama 8B
*Proactivity zero-shot first 20% + last 20% Qwen 2.5 7B Instruct
Curiosity zero-shot summarisation 2 Deepseek Qwen 7B
*Curiosity zero-shot first 40% Deepseek Llama 8B
Overall zero-shot full conversation Qwen 2.5 7B Instruct

Table 3: LM prompting approach: Chosen methods and models for each evaluation dimension, * refers to the
combination that obtained the highest absolute correlation on the validation dataset.

dataset and the mean-square error as the loss func-
tion. To generalize better and avoid overfitting, we
utilized CONTURE and FED datasets in addition
to the DSTC-12 dataset, using the mapping in-
troduced in Section 3.2. Regression performance
on the validation and test sets is presented in Ta-
ble 4 and Table 5, respectively. A later experiment
with varying values of weight decay for training,
did not show any considerable improvement in the
correlations on the test set.

4.4 Classification

Similar to the regression system, we trained individ-
ual classifiers for each dimension on our combined
training set. All dialogues were encoded using
Sentence-BERT (SBERT)6. Since we require dis-
crete categories, each integer score was rescaled to
an integer range using Equation 1 and rounded to
the nearest integer.

Model development followed a two-stage grid
search. In the first stage, we explored different
class ranges and selected [0, 8] based on valida-
tion performance. In the second stage, we tuned
Multi-Layer Perceptron (MLP) hyperparameters
separately for each dimension to maximize posi-
tive validation Spearman correlation. To reduce
overfitting, we specifically optimized regulariza-
tion and training duration balancing convergence

6https://huggingface.co/sentence-transformers/all-
MiniLM-L6-v2

with generalization. The best hyperparameters for
each dimension were used to train the final classi-
fiers and predict dimension scores on the test set.
Predicted scores were rescaled back into the orig-
inal ranges, using the inverse of Equation 1. The
validation and test performance of our classifiers
trained with SBERT encodings are presented in
Table 4 and Table 5, respectively.

To further address potential overfitting, we ap-
plied ModernBERT encodings as in the regression
models, combined with label smoothing. However,
these changes resulted in slightly lower test set cor-
relations, suggesting that increased model capacity
was not sufficient to improve performance.

4.5 Hybrid

The hybrid system combines methods that per-
formed well on the validation set for each dimen-
sion, as shown in Table 4. When selecting these
methods, we limited our choice to only regression
and LM prompting approaches, excluding the clas-
sification method from consideration. This deci-
sion was based on the prioritisation of approaches
with stronger contextual understanding and gen-
eralization capabilities. In the regression system
we utilized ModernBERT that has a larger con-
text window, in comparison to the SBERT model
used in the classifier. This allows us to process
more dialogue context. We strategically chose LM
prompting for several dimensions due to its demon-

6
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Dimension LM prompting Regression Classification Hybrid

Empathy 0.3 0.23 0.35 0.3
Trust 0.38 -0.02 -0.07 0.38
Skill 0.33 -0.09 -0.06 0.33
Talent 0.26 0.41 0.15 0.41
Capability 0.17 -0.21 0.00 0.17
Relevance 0.19 0.79 0.71 0.79
NonRepetition 0.16 0.75 0.68 0.75
Proactivity 0.01 0.79 0.66 0.79
Curiosity -0.02 0.68 0.65 0.68
Overall 0.4 0.27 0.49 0.4
Abs. Average 0.22 0.42 0.38 0.5

Table 4: Correlation between the gold labels and system’s outputs on the validation set for each system.
Bold values indicate the highest absolute correlation across all systems.

strated ability to generalize well to unseen data
(Wang et al., 2023). Additionally, our classification
approach returns discrete integer values, e.g., on
the scale 0-8, requiring mapping to, e.g., the 0-100
scale, and potentially introducing approximation er-
rors, while both regression and prompting methods
produce continuous values within the desired range
without the need for additional mapping. This com-
bination of enhanced contextual processing and a
potential for better generalization influenced the
choice of methods for our hybrid system.

It is worth noting that all three approaches, i.e.
LM prompting, regression, and classification, were
submitted to the challenge separately.

The regression system was chosen for the follow-
ing dimensions: Talent, Relevance, NonRepetition,
Proactivity, and Curiosity. For the remaining di-
mensions, i.e. Empathy, Trust, Skill, Overall, and
Capability, the LM-prompting was chosen as it ob-
tained the most promising results on the validation
set, see Table 4. The results of our hybrid system
on the test set are shown in Table 5. This system
underperformed on this dataset in comparison to
its scores on the validation set.

5 Results

The results of our systems on the test set are pre-
sented in Table 5, along with the baseline approach
published by the DSTC-12 challenge organizers.

The baseline is based on the LM-as-a-judge ap-
proach, similar to one of our systems; however, it
uses a different LM and different prompt.

The absolute average correlation on the test set
for all systems is relatively low, between 0.14 and

0.15, while the baseline achieves 0.17. This repre-
sents a significant decrease from the validation set,
where the regression and hybrid systems achieved
values between 0.4 and 0.5 (see Table 4).

None of our systems achieved a higher average
absolute score than the baseline; however, our ap-
proaches outperform the baseline on most of the
individual dimensions. The baseline has higher
scores only for the NonRepetition and Overall di-
mensions. Nevertheless, the difference on the Non-
Repetition dimension is significant enough to in-
fluence the absolute average score for the whole
system.

Each of our approaches outperforms the baseline
on multiple dimensions in terms of the absolute
score. The classification approach performs best,
in terms of number of winning dimensions, exceed-
ing the baseline on six dimensions, while the LM
prompting, regression, and hybrid approaches each
outperform on five dimensions. All four of our
systems outperform the baseline on Empathy, Ca-
pability and Proactivity, and three of them excel on
Talent as well.

Performance patterns vary across dimensions.
The classification approach maintains its strength
for Empathy from validation to test set in terms of
absolute correlation, though with reduced values.
For Talent and Capability, the regression system
outclasses other approaches across both sets. How-
ever, some dimensions show inconsistent results,
for example, LM prompting excels on Trust on
the validation set but its performance drops signifi-
cantly on the test set. On the test set, the regression
system shows the opposite trend for this dimension,
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Dimension LM prompting Regression Classification Hybrid Baseline

Empathy -0.08 0.17 -0.17 -0.08 0.06
Trust 0.01 0.2 0.13 0.01 -0.11
Skill -0.22 0.07 -0.02 -0.22 -0.1
Talent 0.05 0.24 0.22 0.24 0.1
Capability 0.13 0.24 0.12 0.13 0.07
Relevance 0.08 -0.1 -0.28 -0.1 0.23
NonRepetition 0.11 0.14 -0.0 0.14 0.39
Proactivity -0.15 0.08 0.2 0.08 -0.02
Curiosity 0.37 0.09 0.08 0.09 0.23
Overall 0.31 0.13 -0.17 0.31 0.38
Abs. Average 0.15 0.15 0.14 0.14 0.17

Table 5: Correlation between the gold labels and systems’ outputs on the test set.
Bold values indicate the highest absolute correlation across all systems.

performing better than on the validation set.

We observe significant performance decrease be-
tween validation and test sets for several dimen-
sions for regression and classification systems, sug-
gesting potential overfitting. The regression system
shows drastic decreases for Relevance, NonRepeti-
tion, Proactivity, and Curiosity, despite achieving
correlations of 0.68-0.79 on the validation set. The
classification system demonstrates similar patterns
on the same dimensions, with correlations of 0.65-
0.71 on the validation set. Nevertheless, it main-
tains superior performance for Relevance on the
test set.

Interestingly, LM prompting demonstrates the
opposite pattern for some dimensions, performing
better on the test set than on the validation set.
It achieved the highest absolute correlations on
test set for Proactivity, Curiosity, and the Overall
dimension, despite weaker results on the validation
set.

Inspecting both Table 4 and Table 5 raises con-
cerns about why some dimensions show negative
correlation values. One possible explanation lies
in the conceptual mismatch between how LMs and
humans interpret evaluation metrics. The incon-
sistent score ranges between the training and test
set also leads us to question the quality of the an-
notations. Dimensions may have been understood
differently by annotators and models, leading to
inconsistent judgments that weakened or even in-
verted expected correlations. Evaluation systems
often reflect individual user experiences shaped by
emotion and subjectivity, making consistent human
assessment especially difficult (Fan and Luo, 2020).

Furthermore, scoring chatbot responses remains a
fundamentally subjective and challenging task even
for human evaluators, which increases the likeli-
hood of annotation noise in human labels (Yuwono
et al., 2019).

6 Conclusions and Future Work

In this paper, we present four distinct dialogue-
level evaluators for different dimensions that were
submitted to the DSTC-12 challenge. We explored
distinct prompting strategies, including varying
the dialogue context across different LMs. We
also trained very small regression and classifica-
tion models on the challenge dataset enriched with
other evaluation datasets (CONTURE and FED).
We also considered a hybrid system that combines
the LM prompting and regression approaches. Fur-
thermore, we analyzed the data and found that there
are inconsistencies between the training-validation
sets and the test set, in terms of the score distribu-
tion and score ranges. Although our systems did
not outperform the baseline, classical approaches,
such as regression and classification, show inter-
esting results, competitive with larger models of
7 and 8 billion parameters used in LM prompting
approach.

In terms of future work, we first suggest enhanc-
ing the quality of the dataset in a dedicated annota-
tion campaign. Second, we would like to explore
domain adaptation techniques for training models
on similar but larger datasets from distinct sources
(such as the DSTC-11 dataset) to overcome data
scarcity.
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7 Limitations

The scaling laws have shown that the impressive
capabilities of LLMs are highly influenced by three
factors: the size of the model, the size of the dataset,
and the amount of computing power used for train-
ing (Kaplan et al., 2020). All LMs used in our
experiments have fewer than 13B parameters. The
regression and classification models have fewer
than 1B parameters.

We tuned our systems to maximize the posi-
tive correlation, however the systems were ranked
based on the absolute correlation.

Moreover, the dataset provided in the challenge
is quite small, making it difficult to use for training
regression and classification models. The map-
ping we made between the annotation of the addi-
tional datasets and the DSTC-12 dataset is entirely
subjective, which may require in depth investiga-
tion to study the impact of various mappings. It
would have been beneficial to have the instructions
provided to human annotators for a more accurate
mapping as well as to define the dimensions more
accurately for the LM prompting method.

Finally, there are concerns regarding the con-
sistency of the annotations for certain dimensions,
since their score ranges vary significantly between
the train-validation and the test sets.
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A Additional figures

We provide the distribution of human annotations
by dimension for both datasets provided by the
organizers: the training set in Figure 2, and test set
in Figure 3.

B Selected Prompts

In this section we present the selected prompts.

B.1 Relevance
You are an expert evaluator tasked with assessing

the relevance of chatbot’s answers.

Relevance refers to the system’s ability to

provide answers that are related or useful to

what is happening or being talked about.

Please, evaluate queries of the chatbot in the

following conversation by assigning it a score

from the scale 0-100, where 0 means that the

chatbot’s answers are often irrelevant, and 100

suggests that the chatbot’s answers are always

relevant.

The final output should include the score (0-100)

and your explanation for the given score.

Here are the examples of the excerpts of the

conversations and the score these conversations

received. Chatbot’s and user’s utterances are

separated using ”’;”’.

Excerpt from the example conversation:

”’{excerpt1}”’

Score for the example conversation: ”’{score1}”’

(...)

The conversation for evaluation:

{conversation}

B.2 Proactivity
Act like a human evaluator tasked with assessing

the proactivity of chatbot queries.

Proactivity refers to the system’s ability to

anticipate user’s future problems, needs, and

changes. A proactive chatbot often takes

initiative and guides the conversation.

Please, evaluate queries of the chatbot in the

following conversation by assigning it a score from

the scale 0-100, where 0 means that the chatbot is

not proactive at all, and 100 suggests that the

chatbot often takes initiative and anticipates the

needs of the user.

The final output should include the score (0-100)

and your explanation for the given score.

The conversation for evaluation:

{conversation}

B.3 NonRepetition

Act like a human evaluator tasked with assessing

the chatbot’s ability to avoid repeating responses

within a conversation.

Non-repetition refers to the system’s ability

to avoid repeating information or questions the

user has already provided. A chatbot with strong

non-repetition capabilities ensures a smoother

conversation by recognising and adapting to

previously shared inputs.

Please, evaluate queries of the chatbot in the

following conversation by assigning it a score

from the scale 0-100, where 0 means that the

chatbot often repeats itself, and 100 suggests

that the chatbot has strong non-repetition

capabilities.

The final output should include the score (0-100)

and your explanation for the given score.

Here are the examples of the summaries of the

conversations (you will be evaluating a full

conversation, not the summary) and the score

these conversations received.

Summary of the example conversation:

”’{summary1}”’

Score for the example conversation: ”’{score1}”’

(...)

The conversation for evaluation:

{conversation}

B.4 Trust

You are an expert evaluator tasked with assessing

how trustworthy the chatbot seems to the user.

Trustworthy chatbot is a chatbot that seems

sincere, reliable, and honest, whose responses

seem true and not harmful or intended to trick the

user.

The final output should include the score (from

the range 0-5) and your explanation for the given

score.

The conversation for evaluation:
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Figure 2: Distribution of human annotations by evaluation dimension in the training set.

{conversation}

B.5 Skill

You are a human evaluator tasked with assessing

the *skill* of the chatbot in this dialogue.

Skill means how well the chatbot executes the task

or responds to the user’s input. Consider how

accurate, clear, and appropriate the responses

are.

Give a score between 0 and 5, and provide a short

explanation for your score.

Dialogue:

{conversation}
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Figure 3: Distribution of human annotations by evaluation dimension in the test set.
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B.6 Capability

You are a human evaluator tasked with assessing

the capability of responses.

Evaluate only capability (how effectively the

chatbot fulfils user needs and achieves the purpose

of the conversation). Do not assess any other

dimension. Focus only on whether the chatbot meets

or exceeds the user’s expectations.

Give a score between 0-5 and a brief explanation

for your score.

Dialogue to evaluate:

{conversation}

B.7 Empathy

You are an expert evaluator tasked with assessing

the level of empathy of the chatbot in the

conversation. Chatbot that displays high levels

of empathy is the one that shows understanding,

awareness, sensitivity to the feelings, thoughts,

and experience of the user.

The final output should include the score (from

the range 1-12) and your explanation for the given

score.

The conversation for evaluation:

{conversation}

B.8 Curiosity

You are an expert evaluator tasked with assessing

the curiosity of the chatbot in the conversation.

Curiosity refers to how well the chatbot engages

the user and shows interest in the responses by

asking questions encouraging further interactions.

The final output should include the score (from the

range 0-100) and your explanation for the given

score.

The conversation for evaluation:

{conversation}

B.9 Talent

You are a crowdworker asked to rate the chatbot’s

*talent* in this conversation.

Talent means how naturally or intelligently the

chatbot handles the conversation.

Was it thoughtful, clever, or showed any spark of

conversational ability? Use your instinct- if it

felt smart or interesting, that’s talent.

Give a score from 0 to 5 and a short reason for

your choice.

Dialogue:

{conversation}

B.10 Overall

Evaluate the following conversation between a user

and a chatbot. The evaluation should be for the

responses generated by the chatbot.

Give an integer score the scale of 0-100 to

evaluate the overall impression, where 0 indicates

the worst score possible and 100 indicates the best

score possible.

The final answer must contain an integer in the

range 0-100 and the reason for giving the score.

Here is the conversation to evaluate:

{conversation}

B.11 Summarisation prompt

Prompt:

You are an expert copywriter tasked with shortening

a chatbot’s utterances from a conversation between

a chatbot and a user.

Objective:

Shorten the chatbot’s response while preserving

its original communication style and all relevant

details necessary for later evaluation. Ensure

that the short version remains faithful to the

chatbot’s intent, tone, and structure.

Guidelines:

- Retain all details that could be useful for

evaluating the chatbot’s performance.

- Encode proper names that are irrelevant to the

evaluation (e.g., specific phone models) using

placeholders like [model-name1].

- Return the shortened dialogue as a string.

- The summary must not exceed 50 words.

Chatbot’s utterance to shorten:

{conversation}

Output: A concise yet comprehensive concise

version of the chatbot’s response (max 50 words).

C LM Prompts examples

In this section we present some outputs of the dis-
tinct prompt strategies.

C.1 Basic prompt example

Act like a human evaluator tasked with assessing

the relevance of chatbot’s answers. Assess only

the chatbot, not the user. The final output should

include the score (from the range 0-100) and your

explanation for the given score.

The conversation for evaluation:

{conversation}
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C.2 0-shot learning example

Act like a human evaluator tasked with assessing

the relevance of chatbot’s answers.

Relevance refers to the system’s ability to provide

answers that are related or useful to what is

happening or being talked about.

Please, evaluate queries of the chatbot in the

following conversation by assigning it a score from

the scale 0-100, where 0 means that the chatbot’s

answers are often irrelevant, and 100 suggests

that the chatbot’s answers are always relevant.

The final output should include the score (0-100)

and your explanation for the given score.

The conversation for evaluation:

{conversation}

C.3 1-shot learning example

You are an expert evaluator tasked with assessing

the relevance of chatbot’s answers.

Relevance refers to the system’s ability to

provide answers that are related or useful to

what is happening or being talked about.

Please, evaluate queries of the chatbot in the

following conversation by assigning it a score

from the scale 0-100, where 0 means that the

chatbot’s answers are often irrelevant, and 100

suggests that the chatbot’s answers are always

relevant.

The final output should include the score (0-100)

and your explanation for the given score.

Here is an example excerpt of the conversation and

the score this conversation received. Chatbot’s

and user’s utterances are separated using ”’;”’.

Excerpt from the example conversation:

”’{excerpt}”’

Score for the example conversation: ”’{score}”’

The conversation for evaluation:

{conversation}

C.4 Few-shots learning example

Act like a human evaluator tasked with assessing

the relevance of chatbot’s answers.

Relevance refers to the system’s ability to

provide answers that are related or useful to

what is happening or being talked about.

Please, evaluate queries of the chatbot in the

following conversation by assigning it a score

from the scale 0-100, where 0 means that the

chatbot’s answers are often irrelevant, and 100

suggests that the chatbot’s answers are always

relevant.

The final output should include the score (0-100)

and your explanation for the given score.

Here are the examples of the excerpts of the

conversations and the score these conversations

received. Chatbot’s and user’s utterances are

separated using ”’;”’.

Excerpt from the example conversation:

”’{excerpt1}”’

Score for the example conversation: ”’{score1}”’

Excerpt from the second example conversation:

”’{excerpt2}”’

Score for the second example conversation:

”’{score2}”’

Excerpt from the third example conversation:

”’{excerpt3}”’

Score for the third example conversation:

”’{score3}”’

The conversation for evaluation:

{conversation}

C.5 Self-consistency prompting example

Act like a human evaluator tasked with assessing

the relevance of chatbot’s answers. Assess only

the chatbot, not the user.

Relevance refers to the system’s ability to provide

answers that are related or useful to what is

happening or being talked about.

Rate the chatbot’s relevance on a scale from 0 to

100, where:

- 0-20: Very low relevance - The chatbot’s

responses are mostly irrelevant or off-topic.

Users may find the answers confusing or unhelpful.

- 21-40: Low relevance - The chatbot provides

some relevant information, but many responses are

not aligned with the user’s queries. Users may

struggle to find useful insights.

- 41-60: Moderate relevance - The chatbot’s answers

are somewhat relevant, with a mix of useful and

irrelevant information. Users may find some value

but will likely encounter inconsistencies.

- 61-80: High relevance - The chatbot generally

provides relevant and useful answers. Most

responses align well with user queries, though

occasional irrelevant information may still

appear.

- 81-100: Very high relevance - The chatbot

consistently delivers highly relevant and useful

responses. Users can rely on the answers to be

directly related to their queries, enhancing their

experience significantly.

Return the score (0-100) along with a concise

explanation of why the chatbot received that score.
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Think like a domain expert and check the validity

of your score. Fix the score if needed.

Dialogue for Evaluation:

{conversation}
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Abstract
Theme detection is a fundamental task in user-
centric dialogue systems, aiming to identify the
latent topic of each utterance without relying
on predefined schemas. Unlike intent induc-
tion, which operates within fixed label spaces,
theme detection requires cross-dialogue con-
sistency and alignment with personalized user
preferences, posing significant challenges. Ex-
isting methods often struggle with sparse, short
utterances and fail to capture user-level the-
matic preferences across dialogues. To address
these challenges, we propose CATCH (Con-
trollable Theme Detection with Contextualized
Clustering and Hierarchical Generation), a uni-
fied framework that integrates three core com-
ponents: (1) context-aware topic representation,
which enriches utterance-level semantics us-
ing surrounding topic segments; (2) preference-
guided topic clustering, which jointly models
semantic proximity and personalized feedback
to align themes across conversations; and (3) a
hierarchical theme generation mechanism de-
signed to suppress noise and produce robust,
coherent topic labels. Experiments on a multi-
domain customer dialogue benchmark demon-
strate that CATCH achieves state-of-the-art per-
formance in both theme classification and topic
distribution quality. Notably, it ranked second
in the official blind evaluation of the DSTC-
12 Controllable Theme Detection Track, show-
casing its effectiveness and generalizability in
real-world dialogue systems.

1 Introduction

In real-world customer service scenarios such as
banking, finance, travel, and insurance, accurately
identifying the underlying theme of each utter-
ance plays a pivotal role in enhancing service ef-
ficiency, understanding user intent, and retrieving
relevant knowledge. Compared to intent classifi-
cation, which typically maps utterances to a pre-
defined label space (Pu et al., 2022; Costa et al.,

*Feng Jiang is the corresponding author.
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Figure 1: Illustration of the controllable theme detection
task. Given a set of dialogues with unlabeled utterances,
a theme is generated for each utterance. The theme
granularity is influenced by auxiliary inputs such as
user preferences, indicating whether a pair of utterances
should be grouped under the same theme.

2023), theme detection aims to uncover potentially
novel and latent topics. Controllable theme detec-
tion requires not only accurate topic assignment
within dialogues (Nguyen et al., 2022; Du et al.,
2013a), but also consistency across dialogues and
alignment with user preferences (Mendonça et al.,
2025), as illustrated in Figure 1.

However, existing approaches such as topic mod-
eling (Blei et al., 2003; Pham et al., 2024) fall
short of these requirements. While such methods
infer high-level themes using neural or probabilis-
tic models, they often struggle to maintain con-
sistency across dialogues due to the sparsity and
fragmentation of utterances (Bach et al., 2021; Lin
et al., 2024). Other works, like topic clustering,
typically rely on semantic similarity between utter-
ances but ignore how thematic consistency should
reflect user-specific preferences (Gung et al., 2023;
Chatterjee and Sengupta, 2020). Moreover, most
previous methods lack an explicit theme generation,
limiting their applicability in downstream tasks.

To address these challenges, we propose
CATCH (Controllable And Thematic Clustering
with Hierarchy), a controllable theme detection
framework that integrates intra-dialogue context
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modeling with inter-dialogue user preference align-
ment. Specifically, CATCH consists of three key
components: (1) a context-aware topic represen-
tation module that leverages dialogue-level topic
segmentation to enrich semantic understanding; (2)
a preference-guided topic clustering that jointly
considers semantic similarity and user preferences
for cross-dialogue thematic consistency; and (3) a
hierarchical theme generation inspired by Chain-of-
Thought prompting and refined through majority
voting to produce robust, domain-adaptive outputs.

We evaluate CATCH on the DSTC-12 Control-
lable Conversational Theme Detection benchmark.
Experimental results demonstrate that our frame-
work outperforms competitive baselines in both
in-domain and cross-domain settings, even under
limited preference supervision. Our system ranks
second in the official blind evaluation, achieving
strong performance in both automatic and human
assessments with a lightweight design. Extensive
ablation and case studies further validate the ro-
bustness and generalizability of our approach. The
main contributions of this work are as follows:

• We propose CATCH, a novel controllable
theme detection framework that jointly mod-
els intra-dialogue contextual signals and inter-
dialogue user preferences, effectively address-
ing the limitations of prior topic modeling and
clustering methods.

• We design a hierarchical theme generation
strategy that first generates topic candidates in
small clusters and then refines them via major-
ity voting, ensuring robustness and coherence.

• CATCH achieves 2nd place in the DSTC-
12 Controllable Theme Detection task across
both automatic and human evaluation settings.

• Detailed ablation studies and qualitative analy-
sis demonstrate the effectiveness of each mod-
ule and highlight the framework’s generaliz-
ability in low-resource scenarios.

2 Related Works

The related task of theme detection in conversation
can be broadly categorized into two levels based
on granularity: intra-dialogue and inter-dialogue
theme detection.

2.1 Intra-dialogue theme detection
Intra-dialogue theme detection focuses on identify-
ing the topic affiliation of each utterance within a

single dialogue, which typically includes two sub-
tasks: topic segmentation and topic generation.

Topic segmentation. Dialogue Topic Segmenta-
tion (DTS) aims to divide a dialogue into coherent
topical units by detecting boundaries between ad-
jacent utterances. Hindered by scarce annotated
dialogue data and dialogue fragmentation, which
limits effective transfer from documents, most DTS
approaches focus on unsupervised scenarios. Early
methods use unsupervised signals such as word co-
occurrence statistics (Hearst, 1997; Eisenstein and
Barzilay, 2008) or topical distributions (Riedl and
Biemann, 2012; Du et al., 2013b). Recent studies
construct contrastive data sets through utterance-
pair distances and fine-tuning models like BERT
(Devlin et al., 2019; Xing and Carenini, 2021; Gao
et al., 2023). However, these methods apply the
same segmentation decoding algorithm uniformly
across datasets with varying topic granularities, fail-
ing to account for dataset-specific differences and
resulting in uneven performance.

Topic generation. The most direct way to gener-
ate a topic is through topic modeling, which trains
a neural network or probabilistic model to infer ab-
stract high-level themes of the input text (Blei et al.,
2003; Pham et al., 2024). One main challenge to
applying the topic model to theme detection is the
sparsity of data, which is rendered by the brevity
of short texts (Bach et al., 2021; Lin et al., 2024).
Many topic models try to augment the short data
into a long training signal to address the data spar-
sity problem (Lin et al., 2024; Nguyen et al., 2022;
Tuan et al., 2020; Jiang et al., 2024). Although the
topic model performs well in theme generation, ex-
isting work cannot maintain the consistency of the
theme label within the same conversation scenario.

2.2 Inter-dialogue theme detection
Inter-dialogue theme detection, on the other hand,
concerns the clustering and alignment of topics
across multiple dialogues.

Topic clustering and alignment. The main ap-
proach to yield coherent topics between dialogues
is topic clustering. Existing work generates topic
groups by directly clustering the semantic repre-
sentation of input text (Nguyen et al., 2024; Groo-
tendorst, 2022; Zhang et al., 2022; Sia et al., 2020).
These works are efficient in providing a coherent
theme distribution. However, they assume that the
theme is a fixed set and exclude theme discovery
from the design (Perkins and Yang, 2019). Some
methods are also proposed to explore the realistic
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Figure 2: The overall architecture of CATCH.

complexity of the theme space (Perkins and Yang,
2019; Chatterjee and Sengupta, 2020; Gung et al.,
2023). These methods use topic alignment to ex-
plain the topic space. Some works design the multi-
view clustering method (Nguyen et al., 2024, 2025;
Perkins and Yang, 2019), such as learning clus-
tering representations by predicting cluster assign-
ments of an alternative view of each input (Perkins
and Yang, 2019) and iteratively breaking down the
“noise” cluster from DBSCAN to address varying
densities (Chatterjee and Sengupta, 2020). Others
used intermediate structured prediction tasks, such
as dependency parsing or abstract meaning repre-
sentations, to aid intent induction (Liu et al., 2021;
Zeng et al., 2021; Vedula et al., 2020). However,
these works align the topic based on the semantic
information without considering user preference.

3 Methodology

We define the controllable theme detection (TD)
task as a structured theme generation problem over
dialogue utterances. Given a set of utterances
U = {u1, . . . , um} extracted from dialogues of a
specific domain, the goal is to assign each utterance
ui ∈ U a theme label Li that is both preference-
aligned and contextually consistent across dia-
logues To achieve this goal, as illustrated in Fig-
ure 2, we propose CATCH, a controllable theme
detection framework that incorporates both intra-
and inter-dialogue modeling.

3.1 Context-Aware Intra-Dialogue Theme
Representation

To address the semantic sparsity and ambiguity
commonly observed in short utterances, we design
a context-aware intra-dialogue theme representa-
tion module. It leverages a dual-branch topic seg-
mentation framework to infer latent segment bound-
aries and construct thematically coherent spans

by scoring relevance between adjacent utterance
pairs with a two-stage adaption consisting of unsu-
pervised pre-training and preference-supervised
fine-tuning.

Inspired by DialSTART (Gao et al., 2023) the
dual encoder evaluates topic similarity through a
combination of semantic similarity and dialogue co-
herence in a dual-encoder framework: A SimCSE-
based topic encoder, which produces an embed-
ding for each individual utterance, capturing its
semantic content; An NSP-BERT-based coherence
encoder, which evaluates discourse continuity be-
tween intervals of utterance spans.

3.1.1 Unsupervised Pre-training
Concretely, given a dialogue D = {u1, ..., un},
we define n − 1 intervals vi between ui and ui+1

and assign each interval a topic relevance score
ri which is a calculated by topic representations
hi and hi+1, and coherence score ci. Higher ri
indicates higher topic continuity. To ensure both
encoders learn topic-aware utterance representa-
tions from unlabeled dialogue data, we employ two
auxiliary tasks:

Neighboring Utterance Matching, which fo-
cuses on utterance-level semantic similarity by en-
couraging closer alignment between adjacent utter-
ance embeddings. Given an utterance ui, its similar
neighboring utterance index set Ui and dissimilar
non-neighboring utterance index set Ūi as:

Ui = {j ∈ [1, n]
∣∣ w ≥ |i− j| ∧ j ̸= i}, (1)

Ūi = {j ∈ [1, n]
∣∣ w < |i− j|}, (2)

where w specifies the number of neighboring ut-
terances on each side of ui. We encode each ut-
terance using the topic encoder to obtain its vector
representation. During training, the topic encoder
maximizes a marginal ranking loss that pushes rep-
resentations of {ui, uj} pairs with j ∈ Ui pairs
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closer together than those with j ∈ Ūi.
Relevance Modeling, which leverages both se-

mantic similarity and discourse coherence at the
utterance-interval level to distinguish real contigu-
ous fragments from synthetic ones. Given an utter-
ance interval vi, its real fragment Fi and synthetic
fragment F̄i are defined as:

Fi = {[ui−1, ui], [ui+1, ui+2]}, (3)

F̄i =
{
[ui−1, ui], [urand, urand+1]}

}
. (4)

where urand is an utterance randomly selected
from other dialogues. We then feed both interval
pairs in Fi and F̄i into two separate encoders: a
topic encoder to compute the topic similarity and a
coherence encoder to compute a coherence score.
Summing these two values produces the relevance
scores r+i (for the real fragment) and r−i (for the
synthetic fragment). During training, a margin-
based ranking loss is applied to maximize the gap
between r+i and r−i , encouraging the model to as-
sign higher relevance to genuine sequences.

3.1.2 Preference-supervised Fine-tuning
To encourage the model to better identify topi-
cal shifts and coherence patterns that align with
human preferences, we refine the topic and co-
herence encoders by leveraging human-annotated
preference utterance indices—each corresponding
to a likely topic boundary—as supervision sig-
nals. Given a preference-labeled index set L =
{l1, l2, ..., lm} corresponds to m annotated utter-
ances in all dialogue set, we filter the original train-
ing data [Ui, Ūi, Fi, F̄i] to construct new training
sets [Up, Ūp, Fp, F̄p], where p belongs to L. Fi-
nally, we fine-tune both the topic and coherence
encoders by continually optimizing the marginal
ranking losses for the NUM and RM tasks over this
filtered training set.

After the two-stage training process, we apply
the TextTiling algorithm (Hearst, 1997) to the pre-
dicted relevance scores R = {r1, r2, ..., rn−1}. A
fixed threshold of 0.5 is used to identify topic
boundaries. Based on the detected boundaries, we
segment the entire dialogue into coherent topical
blocks, each representing a contiguous span of ut-
terances that share a common theme.

3.2 Preference-Guided Inter-Dialogue Theme
Alignment

To align topic blocks across dialogues with user
preference, we propose a preference-enhanced

topic clustering that jointly considers semantic sim-
ilarity and preference feedback. Then, we intro-
duce a hierarchical LLM-based theme label genera-
tion method that effectively filters out noisy signals
and ensures more robust and coherent theme gener-
ation for the preference-enhanced cluster.

3.2.1 Preference-Enhanced Topic Clustering
To dynamically fuse semantic similarity and user
preference signals within the clustering process,
we design a Preference-Enhanced Topic Cluster-
ing strategy with a new semantic-preference (SP)
distance kernel to substitute the original distance
metric. It measures the distance between a pair of
utterances (x, y) in the semantic-preference union
space:

dSP (x, y) = wx,y · dsem(x, y) (5)

where dsem is the Euclidean distance between topic
embeddings, and wx,y is a preference scalar learned
via a reward model trained on user preference data:
should-link / cannot-link topic block pairs (the de-
tail form of preference data is shown in Section
4.1). Notably, the generated preference scalar in-
dicates the tendency of whether a pair of topics
should belong to the same theme.

Because the true joint space combining semantic
and preference information is latent and not explic-
itly constructed, the over-defined problem arises
as shown in Figure 3. Therefore, we propose a
two-stage algorithm grounded in semantic space
but progressively incorporating preference signals,
by first obtaining anchor semantic clusters as ref-
erence node, and then re-cluster the points with
intense preference tendency using SP distance.

• Semantic Clustering. To acquire anchor clus-
ters aligning the semantic similar topics, topic
blocks are clustered solely based on semantic
similarity to form initial anchor clusters.

• SP Distance Clustering. This stage first uses
preference reward model to provide prefer-
ence scalar (tendency). Two opposite kinds
of preference-relevant topic pairs are obtained
according to the linking and splitting tendency
thresholds. Preference-relevant topic pairs
are split from the anchor cluster, and then
re-clustered to the nearest anchor node with
minimum aggregated SP distance.
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Figure 3: The illustration of positional conflict evoked
by SP distance metric. Assume topic tn’s position is
defined by its semantic distance (di,n, dj,n) to the topic
ti and tj . If the original distance is replaced by the
SP distance (ri,n, rj,n), tn has two possible positions
(t1n, t2n) in the SP union space without observation of
coordinates.

3.2.2 Hierarchical Theme Label Generation
We design a three-step prompting pipeline to gen-
erate a structurally coherent theme label for each
preference-enhanced cluster. The hierarchical de-
sign endows the pipeline with the ability to ef-
fectively conclude key information by introduc-
ing a cleaning mechanism amid two theme genera-
tion processes, though the semantic inconsistency
within a preference-enhanced cluster introduces
noise that prohibits direct generation (Yang et al.,
2025; Liu et al., 2024).

Sub-cluster Labeling. This step centers at a
divide and conquer strategy which randomly di-
vides a cluster into several smaller groups (e.g., 10
topic blocks) and prompts an LLM to separately
generate fine-grained theme labels. Specifically,
the prompt requires the theme label be a concise
and actionable verb phrase.

Label Cleaning. In this step, we design a clean-
ing rule to reduce noise among the set of fine-
grained labels, because these primary labels are
highly inconsistent due to their fine granularity.
Specifically we prompt the LLM to summarize and
filter these labels into a consistent set by removing
rare or irrelevant entries.

Theme Consolidation. The final theme label for
each cluster is generated by prompting the LLM
to unify the cleaned labels. This step ensures pref-
erence alignment and semantic coherence by sum-
marizing on the key theme information rather than
extracting the superficial semantic meaning.

This hierarchical label generation strategy not
only enables global label consistency, but also miti-
gates the impact of clustering errors. If a preference
cluster is mistakenly separated, the hierarchical de-

sign ensures that the same theme label will be gen-
erated for all these clusters, thereby merging them
into the same cluster.

4 Experiments

4.1 Datasets
Datasets. We conduct experiments on the multi-
domain customer support dialogue datasets (Bank-
ing, Finance, Insurance, and Travel) provided by
DSTC-12 (Mendonça et al., 2025), as summarized
in Table 1. Each dataset contains two key types of
annotations of the themed utterances: (1) Theme
Annotation: Each target utterance is annotated
with its corresponding theme label. (2) Prefer-
ence Annotation: A binary relation (should-link
and cannot-link) of a pair of target utterances indi-
cating whether they should be grouped under the
same theme (should-link) or not (cannot-link).

In the offline evaluation, we use the banking
dataset for training and the finance and insurance
domains as the valid dataset. For online evalua-
tion, we deploy our model (CATCH) to predict
theme labels on the Travel dataset, which lacks
golden annotations. The predicted results are sub-
mitted to the organizers of DSTC-12 for blind eval-
uation. Throughout training, CATCH is trained
solely based on preference annotations without ac-
cessing the ground-truth theme labels.

Type Domain # Dialogues # Utterance # Preference
Offline Banking 1634 58418 (980) 164/164
Offline Finance 1725 196764 (3000) 173/173
Offline Insurance 836 60352 (1333) 155/126
Online Travel 765 72010 (999) — / —

Table 1: Data Statistics of the DSTC-12 Dataset. The
numbers in parentheses indicate the number of sampled
utterances with annotated themes. In the Preference
column, the values denote the number of should-link /
cannot-link utterance pairs, respectively.

4.2 Metrics
Metrics. To comprehensively evaluate the effec-
tiveness of CATCH, we follow the DSTC-12 (Men-
donça et al., 2025) evaluation protocol, which as-
sesses two core aspects: (1) the quality of theme
segmentation (i.e., utterance clustering), and (2)
the quality of generated theme labels.

Offline Evaluation. For theme segmentation
quality, we use two standard clustering metrics:
Normalized Mutual Information (NMI) (Vinh
et al., 2010), which quantifies the mutual depen-
dence between predicted and reference clusters nor-
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malized by their entropies, and Clustering Accu-
racy (Acc), computed via the Hungarian algorithm
to align clusters optimally. For theme label qual-
ity, we evaluate the semantic and textual correspon-
dence between predicted and reference labels using:
Cosine Similarity (CosSim) based on Sentence-
BERT embeddings, ROUGE (Lin, 2004) for n-
gram overlap, and an LLM-based score that as-
sesses label format and informativeness via vicuna-
13B evaluation guided by human-crafted criteria.

Online Evaluation. For the held-out test set with-
out golden labels, the DSTC-12 organizers perform
additional evaluations including both automatic
metrics and manual human judgments.

4.3 Baselines
We compare our framework with the following
baselines:

GURP (generation on utterance by random pref-
erence assignment): The official baseline provided
by DSTC-12, which directly generates a theme la-
bel for the utterance cluster after randomly linking
or splitting the utterance pairs according to the pref-
erence data. GTR (generation on topic guided by
reward model): An upgraded version of GURP,
which directly generates themes for topic clus-
ters, and uses a preference reward model to guide
the random linking and splitting. SPC (semantic-
preference clustering): A variation of GTR, which
directly uses SP distance metric to cluster topics.

4.4 Implementation Details
In the intra-dialogue stage, we follow the previous
work (Gao et al., 2023), using bert-base-uncased
and sup-simcse-bert-base-uncased as our coher-
ence encoder and topic encoder, respectively. Dur-
ing the pre-training and fine-tuning process, we
both set the learning rate to 5e-6 and the epoch to
be 3.

In the inter-dialogue stage, we employ all-mpnet-
base-v2 to obtain the sentence transformer embed-
dings and uses UMAP to reduce embedding dimen-
sion. For semantic clustering, we employ Spec-
trum clustering method with the default clusters
number K being 30 following the common design.
For the preference refinement, we use bert-base-
uncased as default reward model with learning rate
to be 2e-5 and epoch to be 3. During preference
inference, we set the confidence threshold of link-
ing θl to be 0.85 and the confidence threshold of
splitting θs to be 0.15. For the theme label gen-
eration, we employ LLaMA3-8B-Instruct as the

default LLM for label generation.

4.5 Offline Experimental Results

We train CATCH on the banking dataset and con-
duct the experiment in two data scenarios: in-
domain data, out-of-domain data. In the in-domain
task, we evaluate different methods by evaluating
them on the same banking dataset. For the out-
of-domain task, we evaluate on the finance and
insurance datasets, respectively. Moreover, we pro-
vide the results of the blind evaluation of DSTC-12,
which is tested on the travel dataset with extra met-
rics.

4.5.1 The Performance of the Models in the
In-domain Dataset

Table 3 highlights the effectiveness of CATCH
which outperforms all the baselines under both
theme distribution and theme label quality. The
proposed preference-enhanced topic clustering sig-
nificantly improves the quality of topic distribution,
as reflected in the superior ACC (55.8%) and NMI
(67.1%) metrics comparing to GTR which achieves
second best ACC (46.9%) and NMI (51.6%). Be-
sides, CATCH significantly significantly enhances
the theme label quality. The hierarchical genera-
tion paradigm is able to conclude a representative
high-level theme from the diverse topics cluster as
demonstrated by the superior ROUGE-1 (35.3%)
and Cosine Similarity (58.5%) comparing to GTR’s
ROUGE-1 (22.0%) and Cosine Similarity (37.3%).

4.5.2 The Performance of the Models in the
Out-of-domain Dataset

Since CATCH performs well on the in-domain task,
we further validate its domain generalization abil-
ity on the out-of-domain task. The results are pre-
sented in Table 2. CATCH demonstrates its robust-
ness and consistency, since it maintains the supe-
rior performance in both datasets across all metrics.
Consequently, CATCH performs even better in the
out-of-domain task (e.g. with 67.1% NMI for fi-
nance dataset) than in the in-domain task (e.g. with
65.4% NMI). For the theme label quality, CATCH
achieves 42.4 % ROUGE-L in finance dataset and
41.8% ROUGE-L in insurance dataset, which both
outperform the 35.3% ROUGE-L for in-domain
task on banking dataset. This indicates the signifi-
cant effectiveness and generalization ability of the
hierarchical generation paradigm.

Notably, CATCH achieves better results on fi-
nance dataset (e.g. with 55.8% ACC and 24.5%
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Method Finance Insurance
Clustering Metrics Theme Label Quality Clustering Metrics Theme Label Quality
Acc NMI Rouge-1/2/L CosSim LLM-Score Acc NMI Rouge-1/2/L CosSim LLM-Score

GURP 24.6 28.2 5.0 / 3.5 / 5.0 13.8 87.0 41.5 42.2 12.3 / 0.0 / 12.3 47.8 86.6
GTR 39.1 51.5 21.6 / 6.4 / 21.1 42.8 82.9 39.6 51.7 27.1 / 8.4 / 26.2 57.5 96.5
SPC 23.3 28.0 19.1 / 4.1 / 19.0 48.5 85.8 23.5 30.1 20.8 / 8.3 / 20.7 44.6 87.2
CATCH 55.8 67.1 42.4 / 24.5 / 42.4 59.3 97.3 54.5 62.6 41.8 / 16.1 / 41.8 57.0 100.0

Table 2: Out-of-domain Performance of the Model on Finance and Insurance Dataset.

Method Acc NMI Rouge-1/2/L Cos LLM
GURP 36.8 33.4 11.1 / 2.9 / 11.1 30.8 82.0
GTR 46.9 51.6 22.0 / 3.8 / 20.4 37.3 86.8
SPC 15.4 4.4 6.9 / 0.6 / 6.7 52.8 90.7
CATCH 56.7 65.4 35.3 / 10.0 / 35.3 58.5 95.9

Table 3: In-domain Performance of the Model at Bank-
ing Dataset.

ROUGE-2) than on Insurance dataset (e.g. with
0.545 ACC and 0.161 ROUGE-2), being contrary
to all the baselines. Since the input utterance
in finance dataset is vague in theme (two utter-
ances are shown in Section 4.7) comparing to other
two datasets, the topic attribution representation
is shown to be effective in improving the theme
detection ability by augmenting the input utterance
to a context block.

4.6 Online Official Blind Evaluation Results
Table 4 and Table 5 show the official blind evalua-
tion results, covering both automatic and manual
assessments. Our team (Team E) achieved sec-
ond place in the overall ranking across all metrics.
Notably, we achieved this result using a relatively
lightweight model of only 8 billion parameters,
without leveraging any powerful proprietary mod-
els such as GPT-4 or GPT-4o at any stage of the
pipeline. This demonstrates the effectiveness and
efficiency of our approach under constrained com-
putational budgets.

In the automatic evaluation (Table 4), Team
E ranked second overall with a score of 67.48%,
closely behind Team C (75.50%). Our system
shows strong performance in both the clustering
metrics and theme label generation metrics. For
instance, our model achieved 42.28% in ROUGE-1
and over 93% in all BERTScore variants. More-
over, our results on the style alignment metrics
(LLMAAJ) indicate consistent and well-formatted
outputs.

In the human evaluation (Table 5), our model
again achieved the second-highest overall average
(71.83%). Particularly, we obtained 86.27% in se-
mantic relevance and 91.11% in domain relevance,

suggesting that our model excels at generating in-
formative and contextually appropriate topic labels.
These results validate that our model delivers high-
quality and human-preferred outputs in real-world
scenarios, reinforcing its applicability in practical
theme detection systems.

4.7 Module Effectiveness via Ablation Study
We conduct ablation experiments on the finance
dataset to assess the effectiveness of each core
component in CATCH. As shown in Table 6, we
evaluate the following variants: w/o-PeC: removes
preference-enhanced clustering; falls back to base-
line clustering. w/o-TopSeg: removes topic seg-
mentation; uses only utterance-level representation.
w/o-HieGen: removes hierarchical label genera-
tion; uses flat label generation.

All three modules contribute substantially to
overall performance. Discarding PeC causes dis-
alignment with user preferences, shown by -7.8%
decrease in CosSim. Removing TopSeg signifi-
cantly decreases clustering quality, with -14.2%
Acc and -13.8% NMI, demonstrating its impor-
tance in capturing topical coherence across utter-
ances. Simplifying HieGen in flat generation leads
to the greatest loss in label generation quality, par-
ticularly in ROUGE-L (-2.8%), confirming the ef-
fectiveness of hierarchical modeling. Notably, w/o-
HieGen also causes great backward in theme dis-
tribution quality with -19% Acc and -18.9% NMI,
because HieGen is capable to assign correct label
for majority topics with in a cluster, where flat la-
bel generation usually encounters malfunction thus
provides meaningless label

4.8 Case Study
To demonstrate the effectiveness of topic attribution
representation, Figure 4 shows two representative
samples from finance dataset , each sample is a
pair of input utterance (left) and the corresponding
topic block (right) obtained by applying the topic
segmentation (Section 3.1). The utt label is gener-
ated on the input utterance, while the topic label is
generated on the topic block.
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Team ID LLM Acc NMI Rouge-1/2/L CosSim BERTScore (P/R/F1) Sec-1 Sec-2 Avg Overall
Team C API 68.0 70.4 45.2 / 23.8 / 45.1 69.9 95.0 / 94.7 / 94.7 100.0 99.5 99.7 75.5
Team E (ours) <30B 35.8 47.7 42.3 / 16.5 / 41.2 62.5 93.9 / 92.8 / 93.3 93.5 95.7 94.6 67.5
Team D <30B 51.8 47.7 34.6 / 21.3 / 34.3 55.9 92.5 / 91.5 / 91.9 80.4 76.6 78.5 63.1
Team A API 48.4 42.0 32.7 / 4.6 / 29.8 59.5 89.8 / 91.2 / 90.4 46.0 56.5 51.2 53.5
Team F <30B 26.7 9.1 23.1 / 0.8 / 21.1 46.0 85.7 / 89.3 / 87.2 4.1 3.5 3.8 33.4
Team B API 17.9 2.0 5.0 / 0.0 / 5.0 37.1 85.2 / 88.0 / 86.5 12.0 0.1 6.1 28.8

Table 4: Automatic evaluation results on the blind test set (Travel). All values are percentages. LLM: API indicates
usage of proprietary models via API; <30B denotes open models smaller than 30B.

Team ID Per-Utterance Functional Metrics Per-Cluster Structural Metrics Per-Cluster Functional (TD) Overall Avg.
SR AU GR ACT DR CWC GS

Team C 89.67 82.75 47.84 74.77 98.82 100.00 100.00 91.11 85.62
Team E (ours) 86.27 54.64 22.48 54.51 91.11 93.65 93.65 78.34 71.83
Team D 68.76 63.66 26.41 60.26 94.25 91.67 66.67 90.91 70.32
Team A 77.25 63.66 22.75 56.21 79.74 83.33 100.00 75.76 69.84
Team F 45.23 41.57 7.71 41.57 67.45 95.00 100.00 72.63 58.90
Team B 64.97 12.94 0.00 4.05 97.78 100.00 33.33 0.00 39.13

Table 5: Human evaluation results on the blind test set (Travel). All values are percentages. Metrics: Semantic Rele-
vance (SR), Analytical Utility (AU), Granularity (GR), Actionability (ACT), Domain Relevance (DR), Conciseness
& Word Choice (CWC), Grammatical Structure (GS), and Thematic Distinctiveness (TD).

Model Acc NMI Rouge-1/2/L Cos LLM
CATCH 55.8 67.1 42.4 / 24.5 / 42.4 59.3 97.3
w/o-PeC 48.8 59.6 40.7 / 26.7 / 40.7 51.5 98.4
w/o-TopSeg 41.6 53.3 23.6 / 10.1 / 23.6 45.3 87.8
w/o-HieGen 36.8 48.2 19.6 / 9.1 / 19.6 30.3 82.3

Table 6: Ablation results on the finance dataset.
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Figure 4: Two samples from finance dataset with utter-
ance id: "Finance_1e18a3a5_100410_SS01_A6-115"
and "Finance_35138e33_100917_2464642A2-39" re-
spectively..

Using context topic block as theme representa-
tion provides more thematically precise label. In
both examples, the thematic information of utter-
ance is either miss-leading (i.e. "interest rate" for

the first example) or vague (i.e. "business related
purchases" for the second example) because of the
data sparsity problem. The context topic block pro-
vides more hints of the theme which mitigates the
miss-leading information, and clarifies the vague
information by putting view on the complete topic
context.

5 Conclusion

In this paper, we propose CATCH, a novel
theme detection framework that significantly en-
hances the automatic discovery and consistency of
themes within a latent topic space aligned with
user preferences. By treating the entire archi-
tecture as a theme generation pipeline, CATCH
jointly models intra-dialogue theme representation
and inter-dialogue preference-aware alignment via
preference-enhanced clustering, leading to coher-
ent and user-aligned theme labels after hierarchical
generation. Extensive experiments demonstrate the
robustness and generalizability of CATCH across
diverse tasks, while ablation studies further reveal
the complementary roles and coordination of its
three key modules. In future work, we plan to con-
tinuously improve the framework with cutting-edge
techniques and make it more adaptive and dynamic,
enabling its application to a broader range of down-
stream scenarios, such as proactive dialogue sys-
tems, dialogue control, and fine-grained dialogue
analysis.
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Limitation

Although our approach demonstrates promising
for theme detection, there are a few limitations to
acknowledge. Firstly, the number of clusters for
semantic clustering requires manually predefined,
which sets limitation on discovering new latent top-
ics. Secondly, the preference-enhanced topic clus-
tering of CATCH relies on the preference feedback
typically being vacant in other dialogue dataset,
which limits its direct application to other dataset.
Thirdly, in the offline experiment, we only compare
CATCH with three other baselines. More works
should be included to provide more comprehensive
comparing.
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Abstract
The rapid advancement of Large Language
Models (LLMs) has intensified the need for
robust dialogue system evaluation, yet compre-
hensive assessment remains challenging. Tra-
ditional metrics often prove insufficient, and
safety considerations are frequently narrowly
defined or culturally biased. The DSTC12
Track 1, "Dialog System Evaluation: Dimen-
sionality, Language, Culture and Safety," is part
of the ongoing effort to address these critical
gaps. The track comprised two subtasks: (1)
Dialogue-level, Multi-dimensional Automatic
Evaluation Metrics, and (2) Multilingual and
Multicultural Safety Detection. For Task 1,
focused on 10 dialogue dimensions, a Llama-3-
8B baseline achieved the highest average Spear-
man’s correlation (0.1681), indicating substan-
tial room for improvement. In Task 2, while
participating teams significantly outperformed
a Llama-Guard-3-1B baseline on the multilin-
gual safety subset (top ROC-AUC 0.9648), the
baseline proved superior on the cultural subset
(0.5126 ROC-AUC), highlighting critical needs
in culturally-aware safety. This paper describes
the datasets and baselines provided to partici-
pants, as well as submission evaluation results
for each of the two proposed subtasks.

1 Introduction

The rapid advancements in Large Language Mod-
els (LLMs) have led to increasingly sophisticated
conversational agents capable of engaging in com-
plex and nuanced dialogues. As these models be-
come more integrated into various applications,
from customer service to personal assistants, ensur-
ing their quality, reliability, and safety is paramount.
However, evaluating dialogue systems comprehen-
sively remains a significant challenge (Rodríguez-
Cantelar et al., 2023; Mendonça et al., 2024a). Tra-

ditional metrics often fall short of capturing the
multifaceted nature of human-like conversation,
and safety considerations are frequently narrowly
defined or culturally biased, failing to address the
full spectrum of potential issues.

Addressing the first aspect of this challenge – the
limitations of current evaluation metrics – previous
challenges and works focus largely on turn-level
dialogue evaluation (Zhang et al., 2021; Rodríguez-
Cantelar et al., 2023; Mehri et al., 2022) and often
lack further investigation of dialogue-level evalua-
tion through automatic metrics. As LLMs advance,
aspects of conversations beyond coherence, fluency,
etc. should also be studied. Additionally, these as-
pects should provide a more fine-grained analysis
of the levels of quality for the whole conversation,
moving beyond simplistic turn-based scores.

Complementing the need for improved qual-
ity assessment, the safety dimension, highlighted
as a critical concern from the outset, presents its
own distinct set of urgent problems. Users are
increasingly challenging current chatbots to gener-
ate harmful and/or unsafe answers. In addition,
even without adversarial probing, generated re-
sponses may contain unhelpful and/or harmful con-
tent. Therefore, the automatic detection of this
content is important in the deployment of these
systems. Unfortunately, existing safety evaluation
frameworks frequently narrow the notion of safety
to strict definitions of bias and toxicity, discarding
other safety aspects (Shuster et al., 2022; Ouyang
et al., 2022). Furthermore, a significant limitation
in current safety paradigms is their predominant
focus on the English language. We attempt to mit-
igate this bias by expanding safety datasets to a
diverse set of languages and cultures. Beyond fa-
cilitating the study of safety across cultures, this
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Attribute Description
Empathy Do you think your conversational partner had genuine empathy?
Trust Based on the conversation, your conversational partner seems trustworthy
Skill Based on the conversation, your conversational partner seems skilled
Talent Based on the conversation, your conversational partner seems talented
Capability Based on the conversation, your conversational partner seems capable
Relevance Responses address the given context or query well, ensuring that the information

provided is pertinent and directly applicable.
Non-Repetition How repetitive was this chatbot?
Proactivity Responses actively and appropriately move the conversation along different topics
Curiosity How much did the chatbot try to get to know you?
Overall How was the conversation?

Table 1: Evaluation dimensions and definitions for Task 1.

also allows for the evaluation of the robustness of
safety classifiers in terms of culture and language.

1.1 Track Details

To address these gaps, this paper presents Track
1 of DSTC12, entitled “Dialog System Evalu-
ation: Dimensionality, Language, Culture and
Safety.” The shared task was divided into two tasks:
Dialogue-level and Multi-dimensional Automatic
Evaluation Metrics (§2), and Multilingual and Mul-
ticultural Safety Detection (§3). This year’s itera-
tion introduced two key novelties aimed at enhanc-
ing participation and streamlining the evaluation
process: (1) a focus on model efficiency and (2) the
adoption of an online competition platform.

Firstly, recognizing that current dialogue evalua-
tion research (and the broader "LLM-as-a-judge"
paradigm) often relies on extremely large, propri-
etary models such as GPT-4 or Claude accessed
via APIs, we imposed a significant constraint on
model size. Participants were restricted to utiliz-
ing open-source LLMs with fewer than 13 billion
parameters. This decision was motivated to encour-
age innovative, efficient solutions that do not solely
depend on prompting state-of-the-art models.

Secondly, we utilized the Codabench platform1

for managing submissions and leaderboards. This
facilitated a more dynamic and interactive partici-
pation experience. We also released the datasets via
Huggingface Datasets to facilitate easy access2. On
the one hand, it allowed participants to easily gauge
their model’s performance on the development set
in real-time and compare their results against estab-

1We have opened the competitions as benchmarks for the
broader community: Task 1; Task 2

2huggingface.co/dstc12

lished baselines. On the other hand, for the test set,
participants could receive immediate feedback on
their system’s performance upon submission. To
maintain fairness and prevent over-fitting to the test
set, submissions were limited to five attempts, and
the test set leaderboard remained hidden until the
conclusion of the competition.

2 Task 1: Dialogue-level and
Multi-dimensional Automatic
Evaluation Metrics

In this task, the goal was for participants to develop
automatic evaluation metrics for open-domain dia-
logue. In particular, the submitted systems were ex-
pected to evaluate up to 10 different dimensions in-
cluding previous common ones (Zhang et al., 2021;
Rodríguez-Cantelar et al., 2023, i.e.), together with
new ones like (Zhang et al., 2024). An overview
of these dimensions are presented in Table 1. Simi-
lar to previous challenges and prior literature, we
evaluated the systems using Spearman’s rank cor-
relation between human annotations and automatic
metrics as our criterion.

2.1 Dataset

Our main dataset was separated into three collec-
tions: three bots (ChatGPT [2023], GPT-3, and
BlenderBot-3) during Q1 2023 (TBD-Q1-2023),
four bots (ChatGPT, Gemini, Claude, and Mix-
tral) during Q1 2024 (FBD-Q1-2024), and six bots
(ChatGPT, Gemini, Claude, and through Hugging
Chat (Mistral, Llama-3 instruct 70B, and Cohere)3

3The exact versions are
mistralai/Mistral-Nemo-Instruct-2407,
meta-llama/Meta-Llama-3-70B-Instruct, and
CohereForAI/c4ai-command-r-plus.
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during Q4 2024 (SBD-Q4-2024). The users in the
conversations were undergraduate students. All
conversations were read to verify that no person-
ally identifiable information was present. For both
FBD-Q1-2024 and SBD-Q4-2024 datasets, we con-
trolled the topics present in the conversation:

T1 Talk about help for turning your homework in
late.

T2 Finding an apartment.

T3 Finding something to do in the evening.

T4 Talk about something that is on your mind or
bothering you.

T5 Learn about a topic that you are interested in.

T6 Talk about something silly with the chatbot.

Students were randomly assigned, without replace-
ment, to both a chatbot and a conversation topic.
They were instructed to interact for roughly 15
turns. After the conversation, they shared their
conversation link and filled out the surveys. Subse-
quently, the conversation links were web scraped,
and the conversational data were merged with the
survey responses.

The dataset was split into development (TBD-
Q1-2023 / FBD-Q1-2024) of 185 conversations
and test set (SBD-Q4-2024) of 120 conversations.
TBD-Q1-2023 included 8 participants, FBD-Q1-
2024 had 4, and SBD-Q4-2024 had 6. TBD-
Q1-2023 was used in the DSTC11 Track 4 chal-
lenge (Rodríguez-Cantelar et al., 2023) for both
turn- and dialog-level evaluation, but only coarse-
grained dimensions were used.

Following Zhang et al. (2024), we used a subset
of dimensions for evaluation. Table 1 has the list
of dimensions along with their definitions.

2.2 Baseline

As a baseline, we prompt Llama-3-8B-Instruct to
provide an evaluation across all of the dimensions.
The system prompt is presented in Table 3.

2.3 Participants

Team 1 Team 1 submitted four unique systems.
System 1 employed a regression approach, training
separate regression layers on top of a ModernBert
encoder for each evaluation dimension using the
DSTC-12, ConTurE (Ghazarian et al., 2022), and

FED (Mehri and Eskenazi, 2020) datasets. Sys-
tem 2 utilized a prompting strategy, combining de-
tailed dimension explanations and dialogue context
with a selection of models (Deepseek Llama 8B,
Deepseek Qwen 7B, Qwen 2.5 7B Instruct-1M),
choosing the best-performing model per dimension
based on validation set results. System 3 was a
classification-based approach, training individual
classifiers on an sBERT encoder for each dimen-
sion with normalized scores, also using the DSTC-
12, ConTurE, and FED datasets. Finally, System 4,
a hybrid model, selectively combined the outputs
of System 1 (for dimensions like Talent and Rele-
vance) and System 2 (for dimensions like Empathy
and Overall) based on which system achieved the
best correlation on the validation set for each spe-
cific dimension.

Team 2. This team adopted Qwen2.5-7B-Instruct
as the base model and then utilized prompt engi-
neering to enable the LLM to automatically output
scores across various dimensions. Moreover, they
included degree interpretations for different score
levels within the prompt.

2.4 Results

The official results for Task 1 are provided in Table
2. The team score was computed as the mean ab-
solute Spearman correlation across all dimensions.
We can also see a per-dimension breakdown. Ide-
ally, all correlations should be positive; however, in
the absence of consistent definitions, some partici-
pants may have reverse-coded certain dimensions.

Quite surprisingly, the baseline outperformed the
other teams, followed by Team 1 and then Team 2.
This was largely due to the dimensions of relevance
and non-repetition. While the baseline performed
best overall, there was no clear winner across all di-
mensions, indicating substantial room for improve-
ment. Most correlations were statistically signifi-
cant, though relatively low for several dimensions.
Unsurprisingly, all metrics correlated well with the
overall conversational quality. The negative corre-
lation for the ’skill’ dimension highlights a clear
area for further refinement.

We had one strange finding: on a relative ba-
sis, all automatic metrics favored Mistral, whereas
human participants ranked it significantly lower.
This is probably the reason for the large decrease
in correlations between development and test sets.
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Team Avg. Emp. Trust Skill Talent Capab. Rel. !Rep. Proact. Curio. Overall

Baseline .1681 .0647 -.1117 -.0955 .0962 .0677 .2337 .3851 -.0248 .2253 .3766
1 .1503 -.0788 .0067 -.2246 .0529 .1276 .0808 .1071 -.1457 .3687 .3099
2 .1360 -.1183 .2407 -.1094 .0873 .1717 .0738 .2220 .0185 .0064 .3117

Table 2: Spearman correlations for each team across all dimensions of Task 1. Correlations with p < 0.05 in italic.

3 Task 2: Multilingual and Multicultural
Safety Detection

In this task, participants were tasked with develop-
ing automatic safety classifiers of responses gener-
ated by LLMs across different languages and cul-
tures. To establish a clear and manageable bench-
mark, particularly given the diverse range of lan-
guages and the nuanced nature of safety, we sim-
plified the core challenge to a binary classification
problem: determining whether a given dialogue re-
sponse is ’safe’ or ’unsafe’. We consider a response
to be "unsafe" if it violates the MLCommons AI
Safety v0.5 Benchmark POC Taxonomy of Haz-
ards (Vidgen et al., 2024)4. The taxonomy outlines
seven key hazard categories within its scope for
this version: Violent crimes, Non-violent crimes,
Sex-related crimes, Child sexual exploitation, Indis-
criminate weapons (CBRNE), Suicide & self-harm,
and Hate. This approach, while a simplification of
real-world complexities where harm can be multi-
faceted and context-dependent, allows for a more
direct comparison of model capabilities in funda-
mental safety detection across varied linguistic and
cultural contexts. It also provides a foundational
step before tackling more granular multi-label or
severity-level classifications.

3.1 Datasets

To allow participants to train and evaluate their
models, we curated several datasets. These datasets
were processed to conform to a shared conversa-
tional format, consisting of context and response
pairs accompanied with additional metadata made
available in the original datasets. These datasets
were then translated to 7 languages (Arabic, Ger-
man, Spanish, French, Japanese, Portuguese and
Chinese) and made accessible to the participants
on HuggingFace5. We present an overview of these
datasets in Table 4.

4https://drive.google.com/file/d/
1V8KFfk8awaAXc83nZZzDV2bHgPT8jbJY/view

5https://huggingface.co/dstc12

3.1.1 Development
Bot Adversarial Dialogue (Xu et al., 2021).
This dataset was curated via a human-and-model-
in-the-loop framework where crowdworkers were
instructed to converse with various state-of-the-art
dialogue models, actively probing the model to
output unsafe or offensive responses. Each bot
utterance within these interactions was annotated
for safety, resulting in a corpus of approximately
5.8k dialogues (79k total utterances), with 40% of
utterances being annotated as offensive.

Dialogue Safety (Dinan et al., 2019) was cu-
rated via a human-and-model-in-the-loop frame-
work. Crowdworkers were presented with an exist-
ing dialogue context and were instructed to submit
utterances they deemed offensive, specifically tar-
geting those that an existing safety classifier would
miss-classify as safe. This iterative process resulted
in a corpus of approximately 6,000 "offensive"
utterances, collected across both single-turn and
multi-turn dialogue context settings. When com-
bined with verified safe examples, these constitute
a dataset totalling approximately 60,000 utterances,
of which 10% are labelled offensive. For the pur-
pose of this Task, we use the multi-turn subset.

ProsocialDialog (Kim et al., 2022) is a large-
scale, multi-turn English dialogue dataset designed
to teach conversational agents to respond proso-
cially to problematic user inputs. Generated
via a human-AI collaborative framework, it con-
tains 58,137 dialogues (331,362 utterances) cov-
ering diverse unethical, problematic, biased, and
toxic situations. Prosocial responses are grounded
in 160,295 commonsense social rules-of-thumb
(RoTs), and dialogue turns are annotated with fine-
grained safety labels accompanied by 497,043 free-
form rationales.

3.1.2 Test
Soda-Eval (Mendonça et al., 2024b) is derived
from the SODA dataset, and encompasses over
120,000 turn-level assessments across 10,000 dia-
logues. Each assessment, generated by GPT-4 and
subsequently human-validated, includes identifica-

30

https://drive.google.com/file/d/1V8KFfk8awaAXc83nZZzDV2bHgPT8jbJY/view
https://drive.google.com/file/d/1V8KFfk8awaAXc83nZZzDV2bHgPT8jbJY/view
https://huggingface.co/dstc12


You are an impartial evaluator conducting a multidimen-
sional assessment of text responses. Your role is to analyze
and score all chatbot responses using the following crite-
ria:

- Empathy: Based on the conversation, does the chatbot
demonstrate understanding and compassion for the user’s
situation or emotions?
- Trust: Based on the conversation, does the chatbot seem
trustworthy?
- Skill: Does the chatbot show competence in the subject
matter, providing accurate and relevant information?
- Talent: Does the chatbot show talent in the subject matter,
providing accurate and relevant information?
- Capability: Does the chatbot seem capable in interacting
with the user?
- Relevance: Are all chatbot responses relevant given prior
context?
- Non-Repetition: Does the chatbot avoid unnecessary
repetition?
- Proactivity: Does the chatbot anticipate user needs?
- Curiosity: Does the chatbot demonstrate engagement by
exploring the topic further or encouraging deeper discus-
sion?
- Non-Repetition: Does the chatbot avoid unnecessary
repetition?
- Overall: Overall assessment of the chatbot throughout
the dialogue.

Scoring Guidelines:

- Focus only on the chatbot responses, not the user mes-
sages. - Assign a score between 1 and 5 for each relevant
category based on the criteria above. - Do not output any
other meta commentary or information.
Input: The input consists of a conversation between a user
and a chatbot.

Output: [JSON format]

Table 3: Baseline evaluation prompt.

tion of fine-grained issues. We leverage the anno-
tations for the quality dimensions "Anti-Social".
However, since these annotations were automati-
cally annotated using an LLM (GPT-4), we conduct
a human validation step on the safety labels. From
this validation step, we randomly select additional
positive examples from Soda-Eval to derive a class-
balanced set of size 325 examples.

CoSafe (Yu et al., 2024) is a benchmark de-
signed to evaluate safety against multi-turn di-
alogue coreference attacks. The dataset was
constructed by selecting 100 single-turn attack
prompts for each of 14 harmful categories, orig-
inally defined by BeaverTails (Ji et al., 2023).
These prompts were then automatically expanded
into multi-turn dialogues using GPT-4, with the
coreferentially-phrased attack query placed in the

Dataset #Utterances (k)

BAD 69.3 / 7 / 2.6
Dialogue Safety 24 / 3 / 3
Prosocial Dialogue 120 / 20.4 / 25
Total 213.3 / 30.4 / 30.6

SODA-Eval - / - / 325
CoSafe - / - / 227
SafeWorld - / - / 437

Table 4: Overview of datasets used in Task 2. For the
development set, we provide train/validation/test sets.

final turn to assess model vulnerabilities in re-
solving references within a harmful conversational
context. We employed multiple LLMs to simu-
late diverse safety behaviors across model fami-
lies and architectures. This diversity ensures that
safety classifiers are not overfitted to idiosyncrasies
of a single generation style and that evaluation
generalizes across real-world deployment scenar-
ios. The chosen models are aya-expanse-8b (Dang
et al., 2024), EuroLLM-9B-instruct (Martins et al.,
2024), LLama-3.2-Instruct (1B,3B) and LLama-
3.1-8B-Instruct (Grattafiori et al., 2024), Ministral-
8B-Instruct-2410 (MistralAI, 2024), and Qwen2.5-
Instruct (3B,7B) (Qwen et al., 2025). We then
conduct a human-validated automated annotation
using GPT-4o (OpenAI et al., 2024) as an auto-
mated safety classifier. Then, all examples rated
as unsafe are evaluated by a human annotator. A
balanced safety-label subset is then sampled from
these annotations.

SafeWorld (Yin et al., 2024) For the cultural sub-
task, we employ a curated version of the cultural-
aware safety dataset of SafeWorld (Yin et al., 2024).
SafeWorld is designed to assess alignment with
geo-diverse cultural and legal safety standards
by grounding queries on human-verified cultural
norms and legal policies from 50 countries and
493 distinct regions/races. We focus on the "spe-
cific answer" and "comprehensive answer" query
types. "Specific answer" queries (641 instances)
require models to pinpoint a single, pre-defined
cultural or legal guideline violated in a given sce-
nario; "comprehensive answer" queries (577 in-
stances) present situations where potential viola-
tions are ambiguous, tasking models to provide
comprehensive responses covering relevant norms
and policies across implicated regions. We prompt
GPT-4o to determine if the policy or norm viola-
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tion identified would elicit a safety violation. For
the examples identified as unsafe, we then gener-
ate responses using several LLMs: aya-expanse-8B
(Dang et al., 2024), EuroLLM-9B-instruct (Martins
et al., 2024), gemma-3-9b-it (Gemma et al., 2025);
gpt-4o-mini (OpenAI et al., 2024), LLama-3.1-8B-
Instruct (Grattafiori et al., 2024), and Qwen2.57B-
Instruct (Qwen et al., 2025). Then, we ask GPT-4o
(OpenAI et al., 2024) to determine if the the model
response elicits the identified policy/norm viola-
tion.

Human validations to confirm the accuracy of
the test set labels was conducted by a single an-
notator, a graduate student with a background of
Computational Linguistics with extensive annota-
tion experience.

3.1.3 Translations
We translate all of the context-response pairs for the
development set as a whole, and for Soda-Eval and
CoSafe. We selected a wide-range of languages
that cover a diverse set of cultures: Arabic, German,
English, Spanish, French, Japanese, Portuguese
and Chinese.

Automated validation For translation model
selection, we automatically validate the qual-
ity of translations in a smaller subset by
employing an MT-QE model, in this case
wmt23-cometkiwi-da-xl. We obtain a score of
0.7116 using GPT-4o and 0.7153 GPT-4o-mini.
Given the small performance difference and the
much lower price point for GPT-4o-mini, we opt
with utilizing GPT-4o-mini for the translation of
the full development set.

Human validation For the test set, we addition-
ally conduct a human validation study to ensure the
translations are of high quality and do not change
the semantics of the response such that it changes
the safety label. Human annotators – one per lan-
guage, except for Japanese (2) – were recruited
given their professional level of the target language
and consisted of a mix of graduate students and
post-docs with Linguistics and Computational Lin-
guistics background with prior experience with an-
notations. Initial annotations showed that GPT-4o-
mini was incurring in several translation errors that
affect the safety of the response. As such, we re-
translate the English set with GPT-4o, which, after
subsequent human validation, confirmed the qual-
ity of its translations on the examples GPT-4o-mini
failed.

3.2 Baseline

We adopted Llama-Guard-3-1B as the official base-
line for Task 2. This model was aligned from the
original Llama-3.2-1B LLM to safeguard against
the MLCommons standardized hazards taxonomy.
In particular, the English data used by Llama Guard
was combined with additional multilingual human
and synthetically generated Human-AI conversa-
tion data.

For the purposes of the task, baseline predictions
for response classification are obtained by extract-
ing the probability of the "unsafe" token appearing
as the first decoded token to reflect the model’s
direct scoring of risk. This approach offers a deter-
ministic, resource-efficient proxy for classification,
aligning with recent work in zero-shot risk esti-
mation and avoiding confounding artifacts from
longer generation chains. Reproducible code can
be found alongside the data on the HuggingFace
dataset repository6.

3.3 Participants

For this task, a total of 2 teams (Teams 2 and 3)
participated with 6 submissions. Participants were
asked to provide a description of their submissions.
Team 2 submitted a similar system to the one pre-
sented in Task 1 (2, adapting the prompt for the
safety task. Unfortunately, Team 3 did not provide
an official description of their system. However,
their submissions to the track platform suggest their
approach consisted in the supervised finetuning of
LLMs on the development data (sft_500k_gemma-
ck and llama3_sft_500k) of gemma-2-9b-it and
a LLama3 model respecting our model size restric-
tions (likely 8B).

Team Average Cultural Multilingual

3 .9046 .4831 .9648
2 .8078 .4830 .8517
Baseline .7767 .5126 .8097

Table 5: ROC-AUC results for Task 2. The first position
is shown in bold, the second in underline and the third
in italic.

3.4 Results

The official results for Task 2 are provided in Table
5. Team ranking is established by calculating the

6https://huggingface.co/datasets/dstc12/bot_
adversarial_dialogue/blob/main/LlamaGuard.py
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average ROC-AUC considering all languages and
the cultural subset with equal weights. We also
present ROC-AUC for the multilingual and cultural
subsets separately. We employ ROC-AUC since
it provides a threshold-independent assessment of
a model’s ability to distinguish between safe and
unsafe content.

Team 3 ranked best in this Task, followed by
Team 2. This is thanks to their strong performance
on the multilingual subset, with Team 3 achiev-
ing a strong result of .9648, followed by Team
2 with .8517, which are significantly superior to
the baseline results (.8097). However, when look-
ing at the cultural subset, we note that the base-
line was the best performing submission (.5126),
with both Teams achieving similar results (around
.4831). These results suggest that models finetuned
for cultural agnostic safety concerns fail to account
for cultural specificities. This behaviour may be an
instance of catastrophic forgetting, since our base-
line (LLama-Guard-3-1B) was able to outperform
their stronger finetuned models.

4 Conclusions and Future Work

This paper presents the overview of Track 1 on
"Dialog System Evaluation: Dimensionality, Lan-
guage, Culture and Safety" organized as part of
the 12th Dialogue System Technology Challenge
(DSTC12). The track was organized in two tasks
aimed at addressing two important problems of the
state-of-the-art in Dialogue Systems: (1) Dialogue-
level and Multi-dimensional Automatic Evaluation
Metrics; (2) Multilingual and Multicultural Safety
Detection.

While the track had 11 registered teams, only 3
participated. The first task drew two of these teams.
We used Spearman’s rank correlation coefficient
absolute average value as the rank ordering for
the teams. The baseline outperformed the best
overall, but alone many different dimensions we
see different methods performing better.

In the second task, two teams participated and
comfortably outperformed the baseline on the mul-
tilingual subset, achieving very strong ROC-AUC.
However, for the cultural subset, no team was able
to outperform the baseline ROC-AUC, which sits at
just .5126, indicating clear room for improvement.

As future work, Task 1, we plan to extend the
analysis of fine-grained dimensions to understand
the upper-bound of LLM-evaluation for dimensions
of human quality assessment. Importantly, we plan

to increase the diversity of participants to be more
representative of larger populations. For Task 2,
we plan on extending the safety classification task
to include the full taxonomy, providing a more fine-
grained assessment of risks.
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Abstract

Understanding user intent in dialogue is essen-
tial for controllable and coherent conversational
AI. In this work, we present a case study on
controllable theme induction in dialogue sys-
tems using the DSTC12 Track 2 dataset. Our
pipeline integrates LLM-based summarization,
utterance clustering, and synthetic preference
modeling based on should-link and cannot-link
predictions. While preference signals offer
moderate improvements in cluster refinement,
we observe that their effectiveness is signifi-
cantly constrained by coarse initial clustering.
Experiments on the Finance and Insurance do-
mains show that even authentic human labeled
preference struggle when initial clusters do not
align with human intent. These findings high-
light the need to incorporate preference super-
vision earlier in the pipeline to ensure semanti-
cally coherent clustering.

1 Introduction

Understanding user intent in open-domain or task-
oriented conversations has traditionally relied on
supervised intent classification(Hemphill et al.,
1990; Eric et al., 2019). However, these approaches
often assume a fixed set of discrete intent cate-
gories and lack flexibility when transferred to real-
world customer dialogues, where user queries span
a continuum of fine-grained themes. To address
this, recent work has explored theme induction as
a more flexible alternative, allowing systems to dis-
cover and assign user-centered thematic labels to
dialogue segments without relying on predefined
taxonomies (Gung et al., 2023).

Early approaches to intent understanding re-
lied on supervised classification with annotated
datasets, using techniques like attention-based mod-
els (Goo et al., 2018) or semantic lexicon-enhanced
embeddings (Kim et al., 2016; Fan et al., 2020).
However, collecting labeled data at scale is costly,
making it difficult to apply such models to new do-

mains. To address this, unsupervised intent induc-
tion methods have emerged, typically using clus-
tering algorithms (Koh et al., 2023) or embedding
refinement (Perkins and Yang, 2019) to group ut-
terances without labels. While effective in narrow
settings, these methods often struggle with domain
transfer and fine-grained intent variation (Zhang
et al., 2024; Koh et al., 2023). As a more flex-
ible alternative, recent work has explored theme
induction (Gung et al., 2023), enabling the discov-
ery of latent topics without fixed taxonomies—an
idea further developed in the DSTC12 Track 2 task
(Organizers, 2025), which introduces user-defined
pairwise preferences to guide theme clustering.

To address the DSTC12 Track 2 task, we adopt
two-stage pipeline: first performing unsupervised
clustering of utterances, then refining the clusters
using post-hoc preference adapting. Our system
comprises (1) summarization-based input compres-
sion, (2) initial utterance clustering, (3) pseudo la-
beling preference using a fine-tuned large language
model (LLM) classifier, and (4) preference-guided
post-processing. To train the preference model, we
fine-tune the LLM on should-link and cannot-link
examples generated from distance-based heuris-
tics within the training domain. Once trained, the
model is used to generate preference labels for a
different domain in a zero-shot setting to guide its
clustering process. These predicted preferences
are used to adjust the clusters by reassigning indi-
vidual utterances, aiming to better reflect human
interpretations of thematic coherence.

However, despite its modular appeal, our ex-
periments reveal that post-hoc preference process-
ing fails to reliably improve clustering quality. As
shown in our analysis, even accurate preference
predictions cannot override structural errors from
the initial clustering phase. In particular, when
the initial clusters misrepresent the semantic gran-
ularity expected by users (e.g., grouping together
utterances with subtly distinct intents), preference
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signals are often ineffective or misapplied. These
findings suggest that controlling thematic granular-
ity in dialogue clustering cannot be deferred to post-
processing alone, and underscore the importance of
integrating user preferences more holistically into
theme detection systems.

2 DSTC12 Task Track2

The DSTC12 Track 2 challenge focuses on Con-
trollable Conversational Theme Detection. Given
a set of dialogue utterances, the goal is twofold:
(1) to cluster utterances into semantically coherent
themes, and (2) to assign concise, natural language
labels to each theme. A key aspect of this task is
controllability: the desired granularity of clustering
must be inferred from user-provided preferences
indicating whether two utterances should or should
not belong to the same theme.

2.1 Inputs
Participants are provided with the following re-
sources for the training and development phases:

• A set of themed utterances, each with full
dialogue context.

• Pairwise user preference data that indicates
whether two utterances should be grouped
together (should-link) or separately (cannot-
link).

• Gold theme labels for evaluation on the dev
set (hidden for test).

• A theme label writing guideline that out-
lines acceptable forms, including brevity,
event-oriented verb phrases, and avoidance
of context-sensitive terms.

2.2 Outputs
The expected system outputs are:

• A clustering of the themed utterances into dis-
tinct themes.

• A concise natural language label for each
theme cluster, following the provided style
guidelines.

2.3 Evaluation
Evaluation consists of two components:

• Clustering quality: measured by Normalized
Mutual Information (NMI) and clustering ac-
curacy (ACC) based on gold theme assign-
ments.

• Label quality: measured by Cosine similar-
ity (Sentence-BERT (Reimers and Gurevych,
2019)), ROUGE scores, and a private LLM-
based metric that checks guideline adherence.

The challenge setting emphasizes generalization,
as the test set comes from an unseen domain. There-
fore, systems are expected to perform zero-shot
transfer using only the train/dev domains for tun-
ing and validation.

3 Approach

Our approach to the DSTC12 controllable con-
versational theme detection task consists of
four main components: (1) input compres-
sion through summarization, (2) pseudo-labeling
of should-link and cannot-link pairs, (3) post-
clustering refinement, and (4) theme label gen-
eration via LLM prompting. For both sum-
marization and label generation, we employ
mistralai/Mistral-7B-Instruct-v0.3 (Jiang
et al., 2023), an instruction-tuned language model.
We illustrate the overall process in Figure 1.

3.1 Dialogue Summarization for Input
Compression

To reduce noise and standardize input semantics,
we first apply an LLM-based summarization step
to each target utterance using the surrounding dia-
logue context. While the original DSTC12 setup
uses only the single user utterance where the theme
is annotated, we hypothesized that incorporating
preceding dialogue context could provide valuable
cues about user intent. Therefore, instead of clus-
tering based solely on the raw user turn, we sum-
marize the full context into a single sentence that
captures the core intention.

This summarization step is designed to remove
speaker-specific fillers, overly fine-grained details,
and disfluencies, while preserving the semantic in-
tent necessary for accurate theme clustering. We
initially expected that this abstraction would help
produce more coherent clusters by reducing irrele-
vant lexical variation.

We use the following prompt to generate concise
summaries of the user’s intent from the dialogue
context:

Summarization Prompt

The following is a conversation between a user and a
system. Based on the entire dialogue, summarize the
user’s intent in a single concise sentence.
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Figure 1: Overview of our pipeline. We train a preference model using cluster-based pairings, then apply it during
inference to refine clustering results by predicting should-link/cannot-link pairs and adjusting utterance assignments
accordingly.

The summary must start with "User wants ..." or "User
needs ...", and it should be concise and to the point.
Output only a JSON object in the following format.
Do not include any additional explanations or com-
ments.
Format:
{"summary": "<summary sentence>"}
Dialogue: {dialogue}

3.2 Pseudo-Labeling of Should-Link and
Cannot-Link Pairs

To post-process the clustering results in align-
ment with human preferences, we train a pseudo-
labeling model that classifies utterance pairs as
either should-link or cannot-link, using supervision
derived from human-annotated preferences. Specif-
ically, we fine-tune a LLaMA-3.1-8B-Instruct
(Grattafiori et al., 2024) model to determine
whether two given dialogue contexts should belong
to the same thematic cluster, generating structured
outputs: should-link or cannot-link.

To construct the training dataset, we leverage the
ground-truth cluster labels provided in the Banking
domain. For each cluster, we compute embeddings
for all utterances and calculate the cluster centroid
by averaging the embeddings of utterances sharing
the same label.

Within each cluster, utterances are categorized as
either near or far based on their cosine distance to

the centroid—specifically selecting the closest and
farthest k%, respectively. To ensure an informative
and challenging training set, we sample a subset of
contrastive utterance pairs likely to be difficult for
the model, focusing on edge cases requiring fine-
grained distinctions. We use the following types of
pairs:

• same_far_far: Two far utterances from the
same cluster (labeled should-link).

• same_far_near: One far and one near
utterance from the same cluster (labeled
should-link).

• diff_far_far: Two far utterances from differ-
ent clusters (labeled cannot-link).

• diff_far_near: One far utterance from one
cluster and one near utterance from a different
cluster (labeled cannot-link).

During inference, we apply the same distance-
based sampling strategy to identify utterance pairs
that are likely to be misclustered. The trained
model then predicts pairwise preferences, which
are used to refine the clustering output. For each
predicted should-link pair found in different clus-
ters, we relocate one utterance to the cluster of its
paired utterance to enforce co-membership. For
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each cannot-link pair found in the same cluster,
we move one utterance to the next most similar
cluster based on centroid similarity, thus enforcing
separation. This post-processing adjustment helps
align the clustering structure more closely with hu-
man interpretations of thematic boundaries. We set
k to 20% for both training and inference sampling.

3.3 Theme Label Generation
Lastly, after reassigin the cluster label with psuedo
labels, we generate a short natural language label
using an instruction-tuned LLM. Given a set of
utterances within a cluster, we prompt the model
to summarize the common customer intent using
a constrained format. The prompt enforces the
following requirements:

• The label must follow the structure: verb +
object (e.g., reset password).

• All words must be in lowercase and free of
punctuation.

• The label must contain a single verb and a 1–2
word noun phrase.

• The label should reflect the customer’s in-
tended action.

This approach aligns with the DSTC12 guideline
for theme label writing and ensures consistency
across generated labels.

4 Experiments

4.1 Experimental Setup
Dataset. We use the Banking (train) portion of
the DSTC12 controllable conversational theme de-
tection dataset, which consists of 2,504 themed
utterances across 933 dialogues. Each utterance is
annotated with a theme label and accompanied by
surrounding dialogue context.

To train our preference synthesize model,
we construct pairwise preference examples
(should-link or cannot-link) from the training
data. After removing duplicate prompts, we ob-
tain 53,264 training instances, each consisting of
a comparison between two utterances and a corre-
sponding preference label. We evaluate our model
on the Finance and Insurance splits of the DSTC12
dataset. Both domains are unseen during training.
Note that we excluded the human-labeled prefer-
ence datasets for the Finance and Insurance do-
mains to evaluate performance in a truly unseen
environment.

Clustering. We perform initial theme clustering
over utterance embeddings using the KMeans
algorithm. Each utterance is embedded using the
sentence-transformers/all-mpnet-base-v2
(Reimers and Gurevych, 2019) model, resulting
in a fixed-dimensional vector representation. To
determine the number of clusters k, we apply a
silhouette-based selection method: for k ∈ [15, 30],
we compute the silhouette score for each candidate
value and choose the k that yields the highest score.
The selected number of clusters is then used to fit a
KMeans model with k-means++ initialization and
a fixed random seed for reproducibility.

Training Details. We fine-tuned a
LLaMA-3.1-8B-Instruct model using the
HuggingFace Trainer1 with LoRA (Hu et al., 2021)
adaptation on a single A100-80GB GPU. Training
was performed for one epoch with a learning rate
of 1e-4 and batch size of 8 per device. LoRA was
applied to the q_proj and v_proj modules with
rank 8, α = 16, and a dropout rate of 0.05.

Evaluation Metrics. To evaluate clustering and
labeling performance, we report the following met-
rics:

• Accuracy: The proportion of utterances as-
signed to the correct cluster, assuming an op-
timal one-to-one mapping between predicted
clusters and gold labels.

• Normalized Mutual Information (NMI):
Measures the mutual dependence between pre-
dicted and gold clusters. NMI is normalized
between 0 (no mutual information) and 1 (per-
fect match), and is invariant to label permuta-
tions.

• ROUGE-1 / ROUGE-2 / ROUGE-L: These
metrics assess lexical overlap between pre-
dicted theme labels and gold labels. ROUGE-
1 and ROUGE-2 measure unigram and bigram
overlap, respectively, while ROUGE-L cap-
tures the longest common subsequence.

• Cosine Similarity: The average cosine simi-
larity between each utterance embedding and
the centroid of its assigned cluster. This met-
ric reflects intra-cluster semantic cohesion in
the embedding space.

1https://huggingface.co/
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Model Variant Accuracy NMI ROUGE-1 ROUGE-2 ROUGE-L Cosine Sim. Clusters
Domain: Finance (Cluster num : 34)

Baseline 41.74% 56.95 44.10% 23.43% 44.01% 51.70%
25+ Pseudo Preference 43.59% 57.74 41.35% 20.82% 41.10% 51.91%

+ Human Preference 48.23% 61.97 49.35% 26.62% 48.47% 56.63%
+ Summarize 39.88% 41.87 32.03% 14.11% 31.69% 40.46%

26+ Pseudo Preference 37.80% 40.53 35.77% 18.48% 34.89% 42.94%
+ Human Preference 36.75% 40.48 30.82% 12.08% 29.53% 42.44%

Domain: Insurance (Cluster num : 27)
Baseline 36.16% 50.63 29.89% 9.97% 28.83% 44.21%

26+ Pseudo Preference 41.49% 50.76 31.62% 11.77% 31.41% 46.04%
+ Human Preference 42.16% 52.14 27.44% 9.33% 26.06% 47.60%

+ Summarize 38.03% 39.48 24.07% 7.67% 24.07% 36.55%
26+ Pseudo Preference 35.71% 38.03 18.78% 6.85% 18.58% 34.20%

+ Human Preference 36.46% 40.66 22.44% 7.52% 22.16% 37.67%

Table 1: Evaluation of different model variants across the Finance and Insurance domains in the DSTC12 theme
detection task. Accuracy and NMI assess clustering quality, while ROUGE and cosine similarity evaluate the natural
language quality of theme labels.

• Clusters: The number of clusters selected
during inference, determined automatically
via silhouette analysis.

Models. We experiment with combinations of
the following components:

• Summarization: Each dialogue is abstracted
using an LLM to a concise form starting with
“User wants...” or “User needs...”, preserving
the core intent while removing surface-level
noise (Section 3.1).

• Human Preference: Gold pairwise con-
straints derived from given dataset, which con-
tains should-link and cannot-link pairs.
The number of oracle pairs was 347 (Finance)
and 282 (Insurance).

• Pseudo Preference: Automatically generated
pairwise preferences using a preference syn-
thesize model. These were used to guide post-
clustering reassignment. We generated 1,836
pairs for Finance and 1,888 for Insurance.

4.2 Main Results
Table 1 presents the performance of different model
variants across the Finance and Insurance domains.
We initially hypothesized that incorporating LLM-
based summarization and pseudo label preference
refinement would improve clustering quality and
label generation. However, the empirical results
reveal several unexpected trends.

First, LLM-based summarization consistently
degraded performance across both domains. While
intended to reduce lexical variability, the summa-
rization process often produced overly generic de-
scriptions that failed to preserve the underlying

intent of the original utterances. As a result, cru-
cial semantic cues were lost, making it harder to
distinguish thematically distinct examples during
clustering (Section 5.1).

Second, pseudo labeled preference pairs offered
limited improvements over the baseline. In some
cases, it slightly boosted accuracy or label quality,
but the gains were inconsistent and notably weaker
than those achieved using gold (human) preference
pairs. This gap highlights the challenge of train-
ing a generalizable preference predictor to unseen
domain.

Finally, we observe that the predicted number
of clusters tended to be underestimated, particu-
larly in the Finance domain where the system often
selected 25–26 clusters compared to the gold 34.
This under-segmentation likely stemmed from the
lack of user-preferred granularity being reflected
during the clustering stage, leading to coarse group-
ings that failed to capture fine-grained thematic dis-
tinctions. These findings highlight the importance
of incorporating preference signals earlier in the
pipeline, a point we further explore in Section 5.

5 Analysis

In this section, we investigate the sources of fail-
ure observed in our main results by analyzing the
effects of summarization, pseudo labeling, and clus-
tering performance. We provide case studies and
discuss potential directions for improvement.

5.1 Summarization

In Table 2, we illustrate how using full dialogue
context for summarization—rather than focusing
solely on the user turn where the theme label is
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Examples of Summarization

Original User: My email address is Hawthorne Thornton
at ... dot com.
System: I will get this right out to you. Also, you
are trying for a ten thousand dollar loan currently.
User: Yeah, how long’s it gonna take for me to
know if I get approved?
System: You’ll get a letter in the mail.
User: Hopefully it’s ten thousand... In the mean-
time, what address do you have on file for me? I
just wanna make sure it’s the right one.

Label get account info
Summary User wants to apply for a corporate

credit card.

Original System: Sir I do think that Elgin is a wonderful
town but I’ve lived here my whole life so I might
be biased...
User: I think that sounds like a very good idea.
Very wise. Yes, a very wise idea. but I’m still not
sure if this is a risk. I guess what I really need to
is to talk to someone about the risks involved...
System: Sure. It sounds to me you’re asking if we
have a risk specialist that you could speak with?
Am I understanding that correctly?
User: Yes a rest risk specialist! That’s exactly
what I need!...

Label request call transfer
Summary User wants to assess the risks involved

in opening a second store location in
Elgin before deciding on a lease.

Table 2: Examples where LLM-based summarization
includes excessive contextual information, potentially
reducing clustering accuracy.

assigned—can negatively impact clustering. While
the initial motivation for incorporating previous dia-
logue was to better capture the user’s intent, we ob-
served that the resulting summaries often included
excessive background rather than highlighting the
intention expressed in the current turn.

For example, in the first case, the summary re-
flects the broader discussion about applying for a
corporate credit card, rather than the user’s imme-
diate request to verify their mailing address. Sim-
ilarly, in the second example, the summary em-
phasizes the user’s interest in evaluating business
risks in Elgin, but overlooks the specific request
to speak with a risk specialist made in the labeled
turn. These cases suggest that focusing too heav-
ily on prior context can dilute the turn-level signal
needed for accurate theme clustering. To address
this issue, future summarization approaches should
center the summary around the labeled turn, using
surrounding context only to disambiguate or clarify
intent—not to replace it.

5.2 Limitations of Pseudo-Labeled
Preferences

To assess the accuracy of the pseudo labeling
model, we compare its predictions against gold

Domain Finance Insurance

Accuracy (%) 50.58 49.11

Table 3: Accuracy of pseudo labeling model on the
unseen domains.

Examples of Synthesized Preference Prediction

Label inquire about plans
Utt 1 Could you tell me when my auto policy pre-

mium is due?
Utt 2 Well, I needed to cancel one of my insurance

plans.
Prediction should-link (correct)

Label update account information
Utt 1 Hey I would like to my home address.
Utt 2 Can I update my billing frequency then?
Prediction should-link (correct)

Label start/change/cancel plan
Utt 1 Life insurance. Add a policy the cheapest one

you have. Have young son who is an adult
coming back home. Out of drug rehab again.

Utt 2 Hello, Sarah. I would like to cancel my auto
insurance.

Prediction cannot-link (incorrect)

Label get plan info
Utt 1 Yes my name is Jack and I got a flyer for you

guys saying that you offer homeowner’s insur-
ance in my area and I just wanted to see what
you could offer me.

Utt 2 OK, and what would the annual rate be, if I
decided to pay it all at once?

Prediction cannot-link (incorrect)

Table 4: Examples of pseudo labeling model pre-
dictions. Top two rows show correctly predicted
should-link cases, while bottom two rows show incor-
rect cannot-link predictions.

preference label in the Finance and Insurance do-
mains (Table 3). The accuracy hovers around 50%,
suggesting challenging in alignment with human
preferences for unseen domains.

Table 4 analyzes common success and failure
cases of the pseudo-labeled preference model. In
particular, labels covering multiple intents (e.g.,
start/change/cancel plan) pose challenges, as
the model tends to treat these actions as distinct.
In contrast, it performs reliably on simpler intents
such as update account information. These
findings suggest that zero-shot generalization is
challenging, as clustering standards assumed by
users may vary across domains—highlighting that
even minimal in-domain preference data can help
the model better align with human judgments of
appropriate clustering boundaries.
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Label Predictions

apply for loan apply for loan, business
loan inquiry, inquire about
sba seven a loan

check credit card balance check business silver card
balance, check credit card
balance

cancel/order check order checks, cancel checks,
update account

change account or card pin change pin number
get debt income ratio debt to income ratio
request call transfer None
get net income None

Table 5: Examples of label-to-prediction mappings in
the finance domain.

Label Predictions

change password reset password
file life claim get life insurance info, file

life claim, enroll in life in-
surance

get pet quote get pet insurance quote, in-
quire about pet insurance

create account create account, set up ac-
count

pay bill pay bill, understand cost
get homeowner quote None
file poperty claim None

Table 6: Examples of label-to-prediction mappings in
the insurance domain.

5.3 Importance of Initial Clustering

Lastly, we apply human-annotated intent prefer-
ences to the clustering output to assess the impor-
tance of initial cluster quality. Specifically, Tables 5
and 6 present a comparison between gold labels and
the predicted clusters after incorporating human-
provided should-link and cannot-link constraints.
Despite applying these authentic preferences dur-
ing post-processing, we still observe substantial
mismatches, indicating that preference-based re-
finement alone may not resolve structural issues in
the initial clustering.

For example, in the Finance domain, utterances
labeled as apply for loan are split into clusters like
business loan inquiry and SBA loan, while check
credit card balance appears as variants such as
check business silver card balance. Some intents,
like request call transfer and get net income, are
missing altogether.

These results suggest that when the initial cluster-
ing does not align with the semantic scope assumed
by the preference supervision, post-processing be-
comes ineffective. Even correct preference signals
cannot recover from such misaligned segmenta-

tions. These findings highlight the need for future
work to incorporate user preferences earlier in the
pipeline—particularly during the embedding and
clustering stages—to better estimate the number
of clusters and achieve semantically aligned group-
ings.

6 Conclusion

Motivated by the need for controllable coher-
ent theme induction in dialogue systems, we ex-
plore the use of pseudo-labeled preference post-
processing to refine initial clustering outputs. Our
findings reveal that while preference-based post-
processing provides a structured way to improve
cluster quality, its effectiveness is fundamentally
constrained by the quality of the initial clustering.
Through extensive experiments on the Finance and
Insurance domains in the DSTC12 dataset, we ob-
serve that coarse-grained or misaligned clusters
severely limit the corrective power of preference
modeling. These results highlight the critical im-
portance of aligning initial representations with
user-intended semantics, suggesting that improve-
ments to clustering quality may yield greater bene-
fits than post-hoc refinement alone.

Limitations

While our analysis provides insights into the lim-
itations of post-hoc preference modeling, our ap-
proach has several constraints. First, the pseudo
preference labels are generated using in-domain
data and a fine-tuned LLM, which not generalize
well to other domains without additional supervi-
sion. Second, we employ a fixed clustering back-
bone and only apply preferences as a refinement
step—more tightly coupled clustering and prefer-
ence modeling might yield better results.
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Abstract

Intent discovery in task-oriented dialogue is
typically cast as single-turn intent classification,
leaving systems brittle when user goals fall out-
side predefined inventories. We reformulate
the task as multi-turn zero-shot intent discov-
ery and present KSTC, a framework that (i)
embeds dialogue contexts, (ii) performs coarse
clustering, (iii) generates a predicted theme la-
bel for each cluster, (iv) refines clusters using
the Large Language Model (LLM) with the
predicted theme label, and (v) relocates utter-
ances according to user’s preferences. Because
generating informative predicted theme label
is crucial during the LLM-driven cluster refine-
ment process, we propose the Task Independent
Slots (TIS), which generates effective theme la-
bel by extracting verb and noun slot–value.

Evaluated on DSTC12 Track2 dataset,
KSTC took first place, improving clustering
and labeling quality without in-domain super-
vision. Results show that leveraging conver-
sational context and slot-guided LLM label-
ing yields domain-agnostic theme clusters that
remain consistent under distributional shift.
KSTC thus offers a scalable, label-free solu-
tion for real-world dialogue systems that must
continuously surface novel user intents. The
code will be available at https://github.
com/sogang-isds/KSTC.

1 Introduction

In task-oriented dialogue systems deployed in real-
world services, it is essential to extract user in-
tent from conversations (Ni et al., 2022). As cus-
tomer needs diversify and business environments
continue to evolve, the field of intent discovery
has emerged, which aims to identify user intents
from utterance collections that are either unlabeled
or only partially labeled (Liu et al., 2021; Zhang
et al., 2021; Liang and Liao, 2023). However, most
prior work on intent discovery focuses on single-
turn utterances, emphasizing the development of

clustering algorithms designed to learn user utter-
ance representations aligned with clustering objec-
tives (Yin et al., 2021; Park et al., 2024).

Recent research has increasingly focused on in-
tent classification in multi-turn dialogues, where
users’ intentions gradually become evident through-
out a conversation. Such research highlights the
need for robust intent discovery methods that can
adapt to the dynamic characteristics of dialogues
and diverse application environments (Liu et al.,
2024a,b).

DSTC12 Track 21, formulates theme detection
as a joint clustering and theme labeling for the in-
put utterances. According to the task definition,
intents are mapped to a fixed set of predefined la-
bels, whereas themes are user-facing outputs, such
as those presented to call center analysts, and thus
require more flexible and expressive representa-
tions that can be tailored to user preferences. In
theme detection, individual users may demand fine-
grained analysis of specific themes or, conversely,
prefer high-level overviews, depending on their
business goals. Therefore, enabling personalized
theme labeling based on user preferences is a cru-
cial requirement in this task. Furthermore, the
DSTC12 Track 2 task involves theme detection in
a zero-shot, domain-agnostic environment, where
themes emerge progressively through multi-turn
dialogue.

To address this, we propose KSTC (Keyphrase-
driven Sentence embedding and Task independent
prompting for filling slot in the Generation of
theme label), as shown in Figure 1, a novel frame-
work that incorporates user preferences, refines
clusters effectively, and generates theme labels that
are both semantically coherent and practically use-
ful.

In Stage 1, we generate keyphrases from each

1https://github.com/amazon-science/dstc12-controllable-
conversational-theme-detection.git
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Figure 1: Overall Framework of KSTC. In Stage 1, we extracted keyphrases from each utterance and its surrounding
context, and selected the most appropriate keyphrase using an LLM (Step 1). Each utterance was concatenated with
its selected keyphrase and clustered accordingly (Step 2). In Stage 2, we generated theme labels for each cluster
using Task Independent Slots (Step 3). We then refined the predicted theme labels by comparing them against the
list of predicted labels within each cluster (Step 4). Finally, we generated the final theme label by adjusting the
refined label based on preference pairs data (Step 5).

utterance and its context to extract conversational
context in multi-turn dialogues. The keyphrases are
embedded together with the corresponding utter-
ance to perform semantic clustering. This process
enables knowledge extension which cannot be fully
represented by utterance-level embeddings, result-
ing in more semantically coherent and practical
intent clusters.

In Stage 2, we utilize the Task Independent Slot
methodology guided by LLM to extract key verbs
and nouns associated with the intents of each utter-
ance cluster. This enables the generation of effec-
tive predicted theme labels across diverse domains.
We then use the predicted theme labels to refine the
clusters through LLM based correction.

Our main contributions are as follows:

• Semantic Clustering with Utterance and
Keyphrase: KSTC enhances semantic clus-
tering by incorporating not only theme label
annotated utterances but also up to three sur-
rounding conversational turns. This allows
for richer, more context aware clustering. To
achieve this, we propose a semantic embed-
ding method that leverages LLMs to extract
keyphrases from the surrounding context of an
utterance, which are then concatenated with
the utterance prior to embedding.

• Predicted Theme Label Generation for Ini-
tial Clusters: To refine clusters effectively,
we utilize the language understanding capabil-
ities of LLMs to generate predicted theme la-

bels for the initial clusters formed from seman-
tic embeddings. These labels are created by
filling Task Independent Slots using prompt-
ing technique, in which both fine-grained and
broad semantic aspects of the cluster are cap-
tured.

• Theme Label Adjustment Using Full Con-
versational Information: We further im-
prove the accuracy of the label by adjust-
ing the theme label using not only the ut-
terance’s keyphrase context, but also the pre-
dicted theme labels of other groups and the
current group’s own label. This holistic use
of conversational information enables more
nuanced and accurate label refinement.

• Incorporating Pre-defined Preferences:
Along with semantic information, KSTC also
accounts for preference pairs data. These pref-
erences allow for alternative clustering out-
comes depending on user preference, even
when the semantic content of the conversa-
tions is identical. This flexibility enables
theme label adjustment to reflect both seman-
tic structure and user’s specific categorization
needs.

2 Method

We use the NATCS (Gung et al., 2023) dataset
introduced in DSTC12 Track 2, which consists of
multiple dialogues, each composed of a sequence
of utterances. A summary of the dataset statistics
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Hi. This is Peter Davis. I wanna deposit
money and I don’t know what to do.

OK sir. I would be happy to help
you with that. Are you trying to
find an ATM, or you wanna go take
it to the bank?

OK. and you have an a. an account
with us here at Intellibank?

Yeah, of course I do. Otherwise,
I wouldn’t have called you

Agent

Agent

Agent

Customer

Utterance with Context

prefer bank branch

LLM

❌

Thank you for calling Intellibank. 
This is Mary. How can I help you?

Customer

Customer

Agent

OK, I understand sir.(...)

find bank branch

LLM

✅

A bank branch I think is best.

Utterance with
Context Window

Single Utterance

Figure 3: Comparison of keyphrases generated from
single utterance and multi-turn context inputs

is presented in Appendix A. Among these, only a
subset of utterances is annotated with theme labels.
In this work, we focus exclusively on inferring
theme labels for the annotated utterances.

Our overall framework consists of two stages, as
illustrated in Figure 1. Here, Dialogue refers not
to the entire conversation but to a localized con-
text consisting of an annotated utterance and a few
surrounding utterances within the same dialogue.
Stage 1 performs semantic clustering by extracting
keyphrases from each annotated utterance and its
local context, followed by clustering based on these
enriched semantic representations. Stage 2 gener-
ates theme labels for each cluster using an LLM,
guided by the Task Independent Slot we designed,
and then refines these labels at the utterance-level
through additional LLM-based adjustments. We
describe each step in detail in the following sec-
tions.

2.1 Step 1 : Keyphrase Extraction

Step 1 in Figure 1, illustrates the keyphrase extrac-
tion process. In natural language utterances, intent
is often not explicitly stated but is instead contextu-
ally implicitly expressed. To address this, we gen-
erate keyphrases that aim to explicitly expose such
contextually implicit intent, converting them into
more interpretable and intuitive representations.

To improve the quality of the extracted
keyphrases, we incorporate the surrounding dia-

logue context. Specifically, for each annotated ut-
terance, we use its dialogue, which includes up
to three preceding and three following utterances
within the same dialogue. If the utterance appears
near the beginning or end of a dialogue, fewer utter-
ances may be included. To ensure thematic consis-
tency, we exclude any surrounding utterances that
are annotated with a different theme label.

We use an LLM to generate up to three candidate
keyphrases for each dialogue. Subsequently, by ver-
ifying the candidate keyphrases, a single keyphrase
that accurately reflects the core action of the utter-
ance is selected. The prompt used for keyphrase
generation is provided in Appendix D.

These context-aware keyphrases serve as inter-
mediate semantic representations and are then used
in both the clustering and labeling stages of our
framework.

Figure 3 compares the keyphrases generated
from single-utterance input versus those generated
with multi-turn dialogue context (see Appendix B
for additional examples). When the surrounding di-
alogue context (i.e., three preceding and following
utterances) is provided (left), the LLM correctly
generates "find bank branch", which accurately re-
flects the user’s intent. In contrast, without the
surrounding context (right), it generates "prefer
bank branch", which fails to capture the intended
meaning.

These results highlight the effectiveness of our
context-aware approach. By leveraging additional
conversational context, we are able to more accu-
rately disambiguate intent and generate keyphrases
that are both precise and semantically aligned.

2.2 Step 2 : Select K and Semantic Clustering
Step 2 in Figure 1 illustrates the semantic clustering
process, which utilizes both the original utterances
and the keyphrases extracted in the previous step.

To construct semantically rich representations
for clustering, we first train an encoder following
the ClusterLLM approach (Zhang et al., 2023), us-
ing the annotated utterances concatenated with the
keyphrases as input. As suggested in their method,
we repeat the training process for two iterations,
which has been shown to improve the quality of
semantic embeddings and enhance clustering per-
formance.

During inference, we concatenate each annotated
utterance with its corresponding keyphrase and en-
code the combined text using the trained encoder.
This allows the resulting embedding to reflect both
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the original utterance and the enriched semantic
intent captured by the keyphrase.

Once all utterance embeddings are obtained, we
apply a clustering algorithm to group similar utter-
ances. To determine the optimal number of clusters
K, we adopt a hybrid strategy that combines both
intrinsic and extrinsic evaluation signals. Specif-
ically, we use the Silhouette score (Rousseeuw,
1987) and preference pairs data, which reflect user
perspectives. The preference pairs consist of pair-
wise annotations indicating whether two utterances
should belong to the same theme (Should-Link) or
different themes (Cannot-Link). These preference
pairs constitute part of the ground truth data and are
provided to enable user-customized control over
clustering granularity. An example of this dataset
is provided in Appendix A.

Dataset # of Clusters (Ground Truth) # of Clusters (Predicted)

Banking 26 30
Finance 34 38
Insurance 27 38

Table 1: Number of clusters across the three datasets.

As input to this clustering step, we use the fi-
nal keyphrase selected for each utterance. Each
keyphrase is embedded using the ‘text-embedding-
3-large’(OpenAI, 2024), and K-Means clustering
is performed for values of K ranging from 2 to
40. For each value of K, we compute a Combined
Score (CS), defined as:

CS = wsil · S + wsl ·Accsl + wcl ·Acccl (1)

Here, S denotes the silhouette score, reflecting
both the number of clusters and the degree of intra-
cluster cohesion. Accsl denotes the proportion of
Should-Link pairs that were assigned to the same
cluster, while Acccl represents the proportion of
Cannot-Link pairs that were assigned to different
clusters. In our experiments, the weights were
set to wsil = 0.5, wsl = 0.25 and wcl = 0.25.
We select the value of K that achieves the highest
Combined Score as the optimal number of clusters.
Table 1 presents the selected number of clusters for
each dataset. By leveraging semantically enriched
keyphrases and user-driven constraints, our method
enhances both the internal coherence and external
validity of the resulting clusters.

Finally, we apply clustering algorithms (e.g.,
K-means, Agglomerative) to the utterance embed-
dings, using the optimal number of clusters selected

based on the Combined Score. This clustering ben-
efits from both surface-level features and the addi-
tional semantic cues introduced by the keyphrases.

2.3 Step 3 : Theme Label Generation with
Task Independent Slots for Each Cluster

Step 3 in Figure 1 illustrates the methodology for
generating theme labels for each cluster. To support
this, we employ Task Independent Slots (TIS) that
facilitate the extraction of task-related keywords
from utterances in the same cluster. We guide the
LLM with prompts to generate these slots, aiming
to decompose tasks independently at a general do-
main level. Specifically, the LLM was guided by
prompts to produce high-level action and concep-
tual categories commonly observed in real-world
service conversations. The prompts used for gener-
ating these slots are provided in Appendix E. The
generated slots consist of two complementary com-
ponents that target distinct linguistic elements es-
sential for intent identification: Task Independent
Verb Slots and Task Independent Noun Slots.

The Task Independent Verb Slots define key
action categories frequently observed in customer-
agent dialogues, such as require, request_info, can-
cel, confirm, update, inquire_issue, and recom-
mend. These verbs represent common types of
user requests and interactions.

In contrast, the Task Independent Noun Slots
encompass relevant entities and concepts pertinent
to the tasks, including product, service, account,
schedule, personal_info, payment, status, issue, lo-
cation, document, and indicator.

For each cluster, we independently apply the
Verb and Noun Slots to the aggregated utterances.
We first analyze the semantic content of the utter-
ances and extract verbs and nouns that correspond
to the predefined slot categories. This procedure
enables the identification of frequently occurring,
slot-consistent verbs and nouns, facilitating an ac-
curate characterization of the core actions and en-
tities associated with the cluster’s shared intent.
To automate this process, we design a zero-shot
prompt that enables an LLM to perform slots appli-
cation and theme labeling.

Finally, we input the clustered utterances, the
corresponding Verb and Noun Slots, and their ex-
tracted entities into the LLM to generate the final
theme label for the cluster.
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2.4 Step 4 : Theme Label Adjustment based
on Keyphrase for each Utterance

Step 4 in Figure 1 illustrates the process of refin-
ing the predicted theme label for each utterance
using additional semantic cues. For each utterance,
we integrate the following information to facili-
tate adjustment: the utterance itself, its associated
keyphrase, the initially predicted theme label inher-
ited from its cluster, and the full set of theme labels
predicted across all clusters.

The appropriateness of the assigned theme la-
bel with respect to the utterance’s content and task
context was evaluated using an LLM. If the la-
bel was deemed semantically appropriate, it was
retained; otherwise, a more suitable label was se-
lected from the list of predicted theme labels, con-
sidering the semantic alignment between the utter-
ance, its keyphrase, and the available theme labels.

This verification and adjustment process aims to
enable fine-grained, utterance-level theme labeling
by leveraging the keyphrase as additional contex-
tual information. A zero-shot prompt is employed
to guide the LLM in assessing the correctness of
labels and revising misassigned ones.

2.5 Step 5 : Theme Label Adjustment based
on Preference pairs for each Utterance

Once keyphrase-based adjustments have been ap-
plied to all utterances, an additional adjustment step
is conducted for utterances specified in the prefer-
ence pairs data, as shown in step 5 in Figure 1. In
the case of Should-Link, we consider not only di-
rect pairs but also transitive relations among them.
For example, if utterance uj is in a Should-Link
relation with uk, and uk is also in a Should-Link
relation with ul, then all three utterances uj , uk, ul
are expected to belong to the same cluster. Based
on these transitive relationships, all connected ut-
terances are assigned to the same group. For each
group, candidate theme labels are collected from
the keyphrase-adjusted clusters to which its mem-
ber utterances belong. Then, we choose semanti-
cally consistent and representative theme labels us-
ing the LLM from among the candidate set. In the
case of Cannot-Link, if a given pair of utterances is
assigned to the same cluster, one of them must be
reassigned. For example, for a Cannot-Link pair ul
and uk, we consider the theme labels of their cur-
rent clusters (after keyphrase-based adjustment), as
well as those of other clusters to which neither utter-
ance is currently assigned. Therefore, we identify

utterances whose semantics are less aligned with
the current theme label and select a more appro-
priate label by LLM from the candidate set. This
process enables fine-grained cluster adjustment that
faithfully reflects users’ actual preferences.

This two-step adjustment process enables more
accurate grouping by explicitly exposing contex-
tual intent, particularly in cases where the original
utterance lacks sufficient standalone information.
The prompts used for steps 4 and 5 are detailed in
Appendix F.

3 Experiments

3.1 Datasets
We evaluated our proposed method using the three
development datasets and one test dataset provided
by the organizers of DSTC12 Track 2. All four
datasets are designed based on NATCS and were
collected from four distinct domains: Banking, Fi-
nance, Insurance, and Travel. These datasets con-
sist of multi-domain customer support dialogues
between customers and agents.

3.2 Implementation detail
To compare performance with the number of clus-
ters we selected, we used the ground truth number
of clusters. This follows the convention used in
prior studies (Zhang et al., 2023; Viswanathan
et al., 2023; Liang et al., 2024).
For fine-tuning the embedding model, we used the
AdamW optimizer with a batch size of 16. We used
GPT-4o to generate and filter keyphrases and to
generate theme labels. For clustering adjustment,
we employed GPT-4.1 due to its overwhelming
long context performance2. The full prompts are
available in Appendix D.

3.3 Evaluation Metric
We focus on both the quality of clustering and the
accuracy of label generation.

To evaluate the clustering quality, we compare
the accuracy (ACC) and normalized mutual infor-
mation (NMI) scores of our method with baselines.

For each cluster, the reference labels of its utter-
ances will be compared to the label predicted for
the cluster. We evaluate both semantic similarity
and the inclusion of key terms using cosine similar-
ity, ROUGE scores, and BARTScore.

Cosine similarity is a metric for measuring
semantic similarity between the Sentence-BERT

2https://openai.com/index/gpt-4-1/
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Dataset

Method Banking Finance Insurance
NMI ACC NMI ACC NMI ACC

Instructor (w/ KMeans) (Su et al., 2023) 65.32 54.79 65.18 51.48 56.57 43.42
Instructor (w/ Agglom.) (Su et al., 2023) 61.75 52.51 63.59 51.59 56.88 44.19
Instructor + Keyph. Clust. (w/ KMeans) (Su et al., 2023) 74.29 63.15 75.01 60.42 62.76 47.49
Instructor + Keyph. Clust. (w/ Agglom.) (Su et al., 2023) 73.88 66.89 74.15 61.16 62.85 47.79

CLUSTERLLM-I-iter (w/ KMeans) 75.75 60.82 76.66 60.64 63.12 50.50
CLUSTERLLM-I-iter (w/ Agglom.) 77.25 62.06 74.86 61.39 64.87 52.29
CLUSTERLLM-I-iter + Keyph. Clust. (w/ KMeans) 75.54 62.77 77.74 60.85 65.80 50.44
CLUSTERLLM-I-iter + Keyph. Clust. (w/ Agglom.) 77.32 67.38 79.23 62.49 65.84 52.06

KSTC 81.68 78.34 81.91 63.94 70.24 57.31

Table 2: Comparison of NMI and ACC across clustering methods and datasets. The KSTC results are based on
CLUSTERLLM-I-iter with keyphrases using Agglomerative clustering. Best results are bolded.

(Reimers and Gurevych, 2019) embeddings of
the reference and predicted labels. ROUGE
scores (Lin, 2004) are N-gram overlap metrics that
are effective for comparing short and concise se-
quences between the reference and predicted labels.
Specifically, we compute ROUGE-1, ROUGE-2
and ROUGE-L scores. BARTScore (Yuan et al.,
2021) is a metric designed to measure semantic
similarity between a generated text and a reference
text and is known to have a high correlation with
human judgment. We use the pretrained bart-large-
cnn3 model, where higher score indicates greater
semantic consistency between the two texts.

4 Results

4.1 Analysis of Stage 1 results

Table 2 presents a comparative analysis of the
performance of various clustering algorithms under
different conditions, measured by NMI and ACC.

Comparison of Initial Clustering Algorithms
K-means exhibits high performance variability
depending on the initialization of cluster centroids,
whereas Agglomerative Clustering adopts a
deterministic merging approach. Using the encoder
trained with CLUSTERLLM-I-iter, Agglomerative
Clustering demonstrated superior performance
in all three datasets. In this setting, we used
the Instructor-large as the pre-trained embedder.
This can be interpreted as the trained embedder
enhancing the merging criteria of Agglomerative
Clustering, thereby better capturing the similarities
among data points.

3https://huggingface.co/facebook/bart-large-cnn

Performance Analysis of KSTC’s Clustering
We define the final KSTC method by apply-
ing keyphrase and preference adjustments af-
ter embedding the clustering method with the
highest performance among existing approaches,
CLUSTERLLM-I-iter+Keyph. Clust. (w/ Ag-
glom.). KSTC achieves the highest performance in
both NMI and ACC metrics. This improvement is
attributed to the effective correction of ambiguous
cluster boundaries when based solely on utterances
and keyphrases, through the predicted theme la-
bels generated by Task Independent Slots. In other
words, our method integrates not only semantic
information from the text but also information de-
rived from external knowledge, enabling a more
precise understanding of the intrinsic data structure
and the formation of accurate clusters.

Effectiveness of Keyphrase Utilization
Combining keyphrases extracted from conver-
sational context with the previously introduced
Agglomerative clustering, Table 2 demonstrates
that the CLUSTERLLM-I-iter+Keyph. Clust. (w/
Agglom.) approach consistently achieves superior
performance across various datasets. Specifically,
compared to CLUSTERLLM-I-iter Clust. (w/
Agglom.), the keyphrase-enhanced model achieves
an average improvement of 2.7% in ACC and
6.1% in NMI across all datasets. Furthermore, we
employed t-SNE (Van der Maaten and Hinton,
2008) for visualization, as illustrated in Appendix
G, our keyphrase-enhanced clustering method
separates clusters more distinctly. Consequently,
we propose CLUSTERLLM-I-iter+Keyph. Clust.
(w/ Agglom.) as the initial clustering for KSTC.
This indicates that keyphrases, which capture
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Evaluation Metric

DataSet #Clusters Clustering Theme Label Clustering Cosine BART Rouge-1 Rouge-2 Rouge-L Avg.
Algorithm Generation NMI ACC Similarity Score Recall Precision Recall Precision Recall Precision Cosine Rouge

Banking

K=26

Baseline 0.5984 0.5149 0.5579 -6.5217 0.4208 0.3959 0.1525 0.1629 0.4181 0.3946 0.3575

Initial clustering of KSTC Baseline 0.7732 0.6738 0.6324 -5.2352 0.5391 0.5446 0.2563 0.2229 0.5272 0.5268 0.4642
Initial clustering of KSTC TIS 0.7778 0.6916 0.7098 -4.7616 0.6081 0.6556 0.2948 0.2888 0.5912 0.6334 0.5403

KSTC (TIS) 0.8213 0.7301 0.7289 -4.6786 0.6309 0.6802 0.3044 0.2971 0.6133 0.6570 0.5588

K=30
Initial clustering of KSTC Baseline 0.7692 0.645 0.6316 -5.4410 0.5090 0.5216 0.1950 0.1840 0.4967 0.5036 0.4345
Initial clustering of KSTC TIS 0.7906 0.7252 0.7280 -4.6786 0.6196 0.6570 0.3350 0.3447 0.6028 0.6348 0.5603

KSTC (TIS) 0.8192 0.7570 0.7452 -4.6070 0.6393 0.6780 0.3448 0.3555 0.6218 0.6549 0.5771

Finance

K=34

Baseline 0.6218 0.4979 0.5398 -6.3143 0.4717 0.4286 0.2387 0.2084 0.4417 0.3895 0.3883

Initial clustering of KSTC Baseline 0.7923 0.6249 0.5986 -5.4484 0.4884 0.5202 0.2773 0.2877 0.4829 0.5129 0.4526
Initial clustering of KSTC TIS 0.7923 0.6249 0.6918 -4.2393 0.6716 0.6601 0.4623 0.4316 0.6716 0.6601 0.6070

KSTC (TIS) 0.8222 0.6481 0.6997 -4.1861 0.6820 0.6699 0.4701 0.4387 0.6820 0.6699 0.6160

K=38
Initial clustering of KSTC Baseline 0.7914 0.6377 0.6091 -5.4215 0.4967 0.5182 0.2771 0.2841 0.4907 0.5099 0.4551
Initial clustering of KSTC TIS 0.7954 0.6441 0.6951 -4.1185 0.7043 0.6681 0.4812 0.4487 0.7043 0.6681 0.6243

KSTC (TIS) 0.8302 0.6771 0.7022 -4.0637 0.7109 0.6987 0.4812 0.4531 0.7109 0.6987 0.6365

Insurance

K=27

Baseline 0.5173 0.3930 0.4221 -7.0239 0.2673 0.2294 0.1062 0.0703 0.2607 0.2223 0.2255

Initial clustering of KSTC Baseline 0.6564 0.5206 0.4433 -6.5038 0.3343 0.3235 0.1153 0.0946 0.3264 0.3156 0.2790
Initial clustering of KSTC TIS 0.6595 0.5206 0.4807 -5.4413 0.4248 0.3798 0.1341 0.0965 0.4258 0.3748 0.3309

KSTC (TIS) 0.7123 0.5882 0.5042 -5.4325 0.4248 0.3863 0.1365 0.1002 0.4257 0.3818 0.3371

K=38
Initial clustering of KSTC Baseline 0.6733 0.5379 0.4592 -6.2450 0.3684 0.3251 0.1306 0.0985 0.3574 0.3142 0.2933
Initial clustering of KSTC TIS 0.6722 0.5349 0.5128 -5.3022 0.4574 0.4072 0.1658 0.1285 0.4456 0.4004 0.3597

KSTC (TIS) 0.7254 0.5746 0.5331 -5.2376 0.4780 0.4225 0.1717 0.1352 0.4595 0.4116 0.3731

Table 3: Labeling performance comparison on the NATCS datasets. The best clustering result (ClusterLLM-I-iter
with keyphrases and Agglomerative clustering) is used as the initial clustering for the KSTC.

the core information of a dialogue, serve as
salient features that enhance cluster cohesion and
contribute to improved clustering performance.
This also suggests that keyphrases can further
enhance clustering performance, even within an
already optimized embedding space.

4.2 Analysis of Stage 2 results

Table 3 presents a comparative analysis of the
KSTC’s final clustering and label per on the Bank-
ing, Finance and Insurance datasets, following
LLM-based adjustment.

• Baseline: It extracts utterance embeddings
from Sentence-Transformers and performs K-
Means clustering in the resulting embedding
space. The number of clusters is set to the
ground-truth value. Subsequently, the Mistral-
7B-Instruct model is used to generate a single
theme label for each cluster based on all utter-
ances it contains.

Analysis of LLM Adjustment Performance and
Label Generation Methods of KSTC
Following theme labeling on the initial clustering
results, KSTC, which incorporates LLM-based ad-
justment and cluster refinement, achieves consis-
tent performance improvements across all three
datasets, significantly outperforming the baseline.
These improvements are observed consistently
across both clustering and labeling evaluation met-
rics.

Method Preference Banking Finance Insurance

Initial clustering of KSTC Should-Link 32.93% 41.62% 12.90%
Cannot-Link 32.93% 41.62% 12.90%

keyphrase-based adjustment Should-Link 52.44% 43.93% 19.35%
Cannot-Link 84.15% 84.39% 87.3%

KSTC Should-Link 99.39% 98.84% 96.13%
Cannot-Link 98.78% 100% 99.21%

Table 4: Preference-satisfaction ratio

As shown in Table 4, the proposed method
enables fine-grained adjustments of complex
and nuanced user intent representations through
keyphrase-based contextual adjustment and
preference-based adjustment. Table 4 reports the
preference-satisfaction ratio, computed as the
number of satisfied preference pairs divided by the
total number of preference pairs (higher is better).

We attribute the improvement in clustering
and labeling quality through LLM adjustment
to more accurate predictions in theme label
generation. As shown in Table 3, when using the
value of K determined based on the Combined
Score for initial clustering, followed by theme
label generation using Task Independent Slots,
performance improves over using the ground-truth
K in terms of average cosine similarity and
ROUGE scores, with improvements of 1.8%p
in Banking, 1.7%p in Finance, and 3.6%p in
Insurance datasets, respectively. To analyze the
source of the performance gains, we examined, for
each value of K, the degree to which utterances
within a single cluster shared the same theme label
(Cluster Purity). Using the proposed method, the
proportion of perfectly pure clusters (100% Purity)
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Dataset Utterance Predicted Theme Label Theme Label (Ground Truth)

Finance

Also, what are your your hours at at at at the branch over there on on Baker Street? get branch location/hours get branch location/hours
Yes, I’m trying to find out what I owe for my credit card. check credit card balance check credit card balance

I need to find out what my net income is from January to June of this year. get net income get net income
Thank you, I just, I’m looking for some. A line of credit, perhaps. apply for line of credit apply for line of credit

Yes, so I was wondering if you could tell me the current CPI, please? request consumer price index get consumer price index

Table 5: Comparison between predicted theme labels and ground truth theme labels in Finance Dataset.

Clustering Theme Label accuracy Theme Label Style

Method ACC NMI Rouge-1 Rouge-2 Rouge-L Cosine BertScore LLM-as-a-Judge Avg.
Similarity Precision Recall F1 Section1 Section2 Average Overall

(Team C) Ours 0.6797 0.7039 0.4522 0.2381 0.4510 0.6991 0.9502 0.9469 0.9471 1.0000 0.9948 0.9974 0.7550
(Team D) 0.5176 0.4771 0.3457 0.2131 0.3427 0.5593 0.9252 0.9148 0.9191 0.8039 0.7660 0.7850 0.6308
(Team E) 0.3582 0.4773 0.4228 0.1650 0.4122 0.6248 0.9385 0.9284 0.9327 0.9346 0.9569 0.9458 0.6748

Table 6: Official results for test submissions by DSTC12 Track2, Automatic evaluation

Per-Utterance Functional Per-Cluster Structural Per-Cluster-Functional

Method Semantic Analytical Granularity Actionability Domain Conciseness Grammatical Thematic Avg.
Relevance Utility Relevance Word Choice Structure Distinctiveness Overall

(Team C) Ours 0.8967 0.8275 0.4784 0.7477 0.9882 1.0000 1.000 0.9111 0.8562
(Team D) 0.6876 0.6366 0.2641 0.6026 0.9425 0.9167 0.6667 0.9091 0.7032
(Team E) 0.8627 0.5464 0.2248 0.5451 0.9111 0.9365 0.9365 0.7834 0.7183

Table 7: Official results for test submissions by DSTC12 Track2, Human evaluation

relative to the total number of clusters increased
by 2.31%p in Banking, 0.8%p in Finance, and
8.38%p in Insurance. In terms of utterance counts,
the number of utterances contained in perfectly
pure clusters grew by 57 in Banking, 15 in Finance,
and 58 in Insurance. The analysis is provided
in Appendix H. These findings suggest that our
approach improves overall clustering quality.
Moreover, high-purity clusters with their strong
topical coherence create favorable conditions for
the subsequent LLM-based automatic labeling
stage, leading to more accurate and reliable theme
generation.

Our labeling method, Task Independent Slots,
prioritizes the selection of core verbs and objects
within the cluster and employs the LLM to
generate more appropriate theme label expressions,
thereby capturing finer details. This demonstrates
that the high quality of initial labeling contributes
to the overall improvement in final clustering and
labeling performance. Table 5 substantiates these
gains: each predicted label (i) removes superfluous
words, (ii) appears as an event-centered verb
phrase, (iii) strikes the right balance between
being actionable and sufficiently general, and
(iv) is informative enough to narrow downstream
resolution steps—while almost matching the gold
label for sampled utterance in the finance dataset.
Additional examples for Banking and Insurance
are provided in Appendix I.

Test Data Results
Tables 6 and 7 are the official results of the test
submission by the participants. This includes both
human evaluation and LLM-based evaluation. Our
method, denoted as Team C, is the model ranking
first.

5 Conclusion

We propose KSTC, a clustering and theme labeling
framework that operates in unseen intent scenar-
ios and exhibits robust domain adaptability. Our
method enhances clustering performance by lever-
aging keyphrases extracted from conversational
context, enabling the generation of semantically
fine-grained theme labels using the Task Indepen-
dent Slots. This approach facilitates high qual-
ity label creation even in practical datasets that
require complex and nuanced intent understand-
ing. Moreover, KSTC offers flexibility that reflects
pre-defined user preferences. Experimental results
demonstrate that LLM-based cluster refinement
consistently improves both clustering and labeling
performance across all three datasets. In addition,
the effectiveness of our method was demonstrated
by ranking first in both automatic and human eval-
uations in DSTC12 Track 2.

The domain independent performance of KSTC
in this zero-shot setting is expected to significantly
contribute to intent analysis in real-world industrial
applications.
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6 Limitations

KSTC generates informative predicted theme la-
bels for each cluster using Task Independent Slots,
and effectively performed clustering refinement
based on this information, achieving significant
performance improvements across multi-turn in-
tent discovery datasets. However, our method is
currently applicable only to datasets where each
utterance is annotated with explicit intent labels.
Future research should focus on developing an al-
gorithm that can first determine whether an intent
exists within a dialogue.
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A Dataset Statistics

Dataset # of Avg. Words # of Intent- # of # of
Dialogues per Turn labeled Utterances Intents Domains

Banking 980 59.6± 23.1 1634 26 1
Finance 3000 65.6± 22.4 1723 34 1
Insurance 954 70.6± 19.2 1333 27 1

Table 8: Dataset statistics

A summary of NATCS dataset statistics is shown
in Table 8. “Avg. Words per Turn” indicates the
average number of words per dialogue turn (mean
± std.).

Dataset should_link cannot_link

Banking 164 164
Finance 173 173
Insurance 155 126

Table 9: Preference data statistics

The number of preference pairs dataset for each
domain can be found in Table 9.
For example, in the case of Should-Link, if the
user’s preferences suggest that the utterances “I
gotta get my grandma some money.” and “We just
transfer the first because I need to close the ac-
count...” should belong to the same theme, other
similar utterances would be associated with a sin-
gle theme that semantically unifies the meanings
of those utterances “make external wire transfer”
or a close paraphrase of it. On the other hand, in
the case of Cannot-Link, if the preferences indicate
that “I want to change my email” and “I want to up-
date my personal information” should not belong
to the same theme, then the corresponding themes,
“update email” and “update personal info”, along
with their associated utterance clusters, should re-
main separate.

B Extract Keyphrase & Illustrative
Examples

We conducted experiments to extract keyphrases
from multi-turn dialogue contexts by setting the
context window size to 1, 3, and 5, respectively.
In each experiment, the context window deter-
mines how many utterances before and after the
theme-labeded utterance are taken into account.
Examples are shown below.

Context Window = 1

Input Data:
"Theme_label: first, could you give
me my balance perhaps? Maybe I can
figure it out that way."

Ground-truth theme label:
"label_1": "check account balance",
"label_2": "check account balance"
Output Data:
keyphrase: "check account balance,
view account balance, get balance
information"
final_keyphrase: "get balance
information"

Context Window = 3

Input Data:
"That’s not a problem.",
"Take your time.",
"OK, Sundown. OK, that works. OK. Now,
what you said there was a transaction
you were concerned about?",
"Theme_label: first, could you give
me my balance perhaps? Maybe I can
figure it out that way.",
"OK, it looks like you’ve got two
thousand six hundred forty-three
dollars and twenty-eight cents.",
"OK. Oh, man. I’m not sure where
that is actually what the problem is.
could you give me the last date of my
transaction and the dollar amount?"

Ground-truth theme label:
"label_1": "check account balance",
"label_2": "check account balance"
Output Data:
keyphrase: "check balance, recent
transaction details, transaction date
and amount"
final_keyphrase: "check balance"
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Evaluation Metric

DataSet #Clusters Clustering Theme Label Clustering Cosine BART Rouge-1 Rouge-2 Rouge-L Avg.
Algorithm Generation NMI ACC Similarity Score Recall Precision Recall Precision Recall Precision Cosine Rouge

Banking K=30 Initial clustering of KSTC

Action-Object Pairs 0.7688 0.6753 0.5219 -5.4862 0.3827 0.5529 0.115 0.115 0.3827 0.5529 0.3747
CoT 0.7821 0.7001 0.6819 -5.6382 0.5907 0.6030 0.2267 0.2371 0.5722 0.5760 0.4982

CoT + Few-shot 0.7791 0.6916 0.6799 -5.6073 0.5968 0.5777 0.2349 0.2363 0.5807 0.5563 0.4946
TIS 0.7906 0.7252 0.7280 -4.6786 0.6196 0.6570 0.3350 0.3447 0.6028 0.6348 0.5603

Finance K=38 Initial clustering of KSTC

Action-Object Pairs 0.7815 0.5994 0.4675 -5.6427 0.33 0.5533 0.0065 0.0197 0.33 0.5533 0.3229
CoT 0.7954 0.6441 0.6631 -5.1056 0.6543 0.6150 0.4151 0.3672 0.6543 0.6150 0.5692

CoT + Few-shot 0.7954 0.6441 0.6626 -5.0778 0.6520 0.6028 0.4276 0.3756 0.6520 0.6028 0.5679
TIS 0.7954 0.6441 0.6951 -4.1662 0.7043 0.6681 0.4812 0.4487 0.7043 0.6681 0.6243

Insurance K=38 Initial clustering of KSTC

Action-Object Pairs 0.6777 0.5611 0.3803 -6.2104 0.27 0.4017 0.1282 0.174 0.27 0.4017 0.2894
CoT 0.6733 0.5379 0.5079 -6.0002 0.4276 0.3713 0.1918 0.1499 0.4256 0.3638 0.3483

CoT + Few-shot 0.6739 0.5386 0.5066 -6.0164 0.4401 0.3595 0.1584 0.1139 0.4381 0.3520 0.3384
TIS 0.6722 0.5349 0.5128 -5.2990 0.4574 0.4072 0.1658 0.1285 0.4456 0.4004 0.3597

Table 10: Labeling performance comparison on the NATCS datasets. The best clustering result (ClusterLLM-I-iter
with keyphrases and Agglomerative clustering) is used as the initial clustering for the KSTC.

Context Window = 5

Input Data:
"OK, one more security question. what
street did you grow up on?",
"Oh, dear now you’re making me think.
You know, if I remember it correctly,
it was on. Oh, hell. See, I told
you this has me all worked up. I
don’t know what ugh Gosh. It’s five
thirteen Sundown Avenue.",
"That’s not a problem."
"Take your time."
"OK, Sundown. OK, that works. OK. Now,
what you said there was a transaction
you were concerned about?"
"Theme_label: first, could you give
me my balance perhaps? Maybe I can
figure it out that way."
"OK, it looks like you’ve got two
thousand six hundred forty-three
dollars and twenty-eight cents."
"OK. Oh, man. I’m not sure where
that is actually what the problem is.
could you give me the last date of my
transaction and the dollar amount?"
"It looks it would’ve been forty-seven
dollars eighty-three cents on
September twenty-sixth."
"Hmm that doesn’t ring any bells.
OK."

Ground-truth theme label:
"label_1": "check account balance",
"label_2": "check account balance"
Output Data:
keyphrase: "inquire about recent
transactions"
final_keyphrase: "inquire about
recent transactions"

When the context window is set to 1, the model
focuses solely on the target utterance. As a result,
it successfully captures the general theme (e.g., bal-
ance inquiry) but fails to identify more detailed as-
pects of the user’s request. With a context window
of 3, the surrounding utterances are considered, al-
lowing the model to extract keyphrases that better
reflect the user’s actual intent. These results are
more aligned with the ground-truth theme labels.
And when the context window is increased to 5, the
broader context often includes utterance segments
where the theme shifts. This can lead to keyphrases
that diverge from the user’s intended goal.

These results suggest that appropriate context
window settings are crucial for extracting contextu-
ally aligned keyphrases in multi-turn dialogue. In
particular, using only a single utterance may lead
to information sparsity, while overly large context
windows may harm topic consistency.

C Label Generation Prompt Ablation
Study

Table 10 summarizes the performance of different
label generation strategies using LLMs, specifi-
cally examining the effects of Action-Object Pairs,
Chain-of-Thought (CoT), CoT + Few-shot, and the
Task Independent Slots. As shown in the table, the
Task Indepenent Slots consistently outperformed
the other approaches across all datasets in terms of
average Cosine Similarity and ROUGE scores for
theme label generation. The BARTScore was also
highest when using Task Independent Slots.

Importantly, the reported performance reflects
the results prior to applying any additional theme
label reassignment using LLMs. In other words,
the evaluation is based solely on the labels initially
generated by each prompting strategy, without any
post-hoc refinement or correction.
Action-Object pairs. (Anderson et al., 2024; Liu
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et al., 2021) extract ACTION-OBJECT pairs from
utterances within each cluster using the direct ob-
ject rule of the spaCy dependency parser (Honnibal
and Johnson, 2015). They use the most frequent
ACTION-OBJECT pair within each cluster as the
cluster label.
Chain-of-Thought (CoT). Following the method
proposed by Wei et al. (2023), this approach struc-
tures prompts such that the LLM performs step-by-
step reasoning over the set of utterances to infer
labels. This incremental reasoning process allows
the model to generate appropriate labels even in
zero-shot settings.
Few-shot. The few-shot setting, inspired by Brown
et al. (2020), augments the CoT prompt with sev-
eral example labels to guide the LLM in labeling
clusters. While this approach tends to enhance
labeling consistency, it is highly sensitive to the
choice and composition of the examples, poten-
tially introducing domain bias based on the exam-
ples provided.
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D Prompt for Generating Keyphrases

Prompt for Generating Keyphrases in Banking

#Objective#
I am trying to cluster online banking-related queries based on whether they express the same intent.
For each dialogue, generate keyphrases ##that describe the utterance marked with a Theme_label’s main intent or request##,
with a maximum of 3 keyphrases.
Keyphrases must:
- Be highly relevant to online banking domain.
- Focus on a **single main intent** per phrase.
- Be closely related to each other within the utterance’s context.
The output must be in the form of <Key phrase example>, not full sentences.

<Key phrase example>
- update phone/email/address
- request email
- find atm
- report notice
- update personal info
</Key phrase example>

#utterance#
{utterances}

Table 11: Prompt for generating keyphrases in the Banking Dataset.

Prompt for Generating Keyphrases in Finance

#Objective#
I am trying to cluster finance-related queries based on whether they express the same intent.
For each dialogue, generate keyphrases ##that describe the utterance marked with a Theme_label’s main intent or request##,
with a maximum of 3 keyphrases.
Keyphrases must:
- Be highly relevant to finance domain.
- Focus on a **single main intent** per phrase.
- Be closely related to each other within the utterance’s context.
The output must be in the form of <Key phrase example>, not full sentences.

<Key phrase example>
- update phone/email/address
- request email
- get account info
- currency exchange rates
- update personal info
</Key phrase example>

#utterance#
{utterances}

Table 12: Prompt for generating keyphrases in the Finance Dataset.
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Prompt for Generating Keyphrases in Insurance

#Objective#
I am trying to cluster insurance-related queries based on whether they express the same intent.
For each dialogue, generate keyphrases ##that describe the utterance marked with a Theme_label’s main intent or request##,
with a maximum of 3 keyphrases.
Keyphrases must:
- Be highly relevant to insurance domain.
- Focus on a **single main intent** per phrase.
- Be closely related to each other within the utterance’s context.
The output must be in the form of <Key phrase example>, not full sentences.

<Key phrase example>
- update address
- create account
- change password/security question
- get pet insurance
- update personal info
</Key phrase example>

#utterance#
{utterances}

Table 13: Prompt for generating keyphrases in the Insurance Dataset.

Prompt for Filtering Keyphrases

#Objective#
Output one keyphrase that best describes ##the main request or intent from the utterances marked with a Theme_label##.
Must focus on the main action indicated by the Theme_label, not additional preferences or conditions. (ex: cuisine type,
seating preferences, location)
Must select one keyphrase from the Keyphrases list.

#utterance#
{utterances}

#Keyphrases#
{keyphrases}
{format_instructions}

Table 14: Prompt for filtering keyphrases.
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E Prompt for Generate Theme Label

E.1 Prompt for Generating Task Independent Slots

Prompt for Generating Task Independent Verb Slots

<task>
You’re helping design a standardized **verb-based intent schema** for Dialogue State Tracking (DST) and intent classification
across multiple domains.

Each slot name should represent a high-level **action or intention** that users commonly express during task-oriented
conversations.

Please follow these guidelines:

1. Focus on **general categories of user actions or intentions**, not specific tasks. For example, use broad actions like
"request" or "confirm", not specific activities like "book a flight" or "reset password".
2. Each slot name should be domain-agnostic and reusable across different sectors.
3. Cover a wide range of commonly expressed **user goals, requests, or dialogue functions** in real-world service
conversations.

Now generate 10–15 such **generalized verb slot names** along with a **brief description** for each that explains its
meaning and use case.

Format:

- slot_name_1: short description
- slot_name_2: short description
...
</task>

Table 15: Prompt for generating Task Independent Verb Slots

Prompt for Generating Task Independent Noun Slots

<task> You’re helping design a standardized **entity-based slot schema** for Dialogue State Tracking (DST) and intent
classification across multiple domains.

Each slot name should represent a high-level **conceptual category** of entities that users commonly refer to during
task-oriented conversations.

Please follow these guidelines:

1. Focus on **abstract concepts or categories**, not specific instances. For example, use general terms like "document" or
"location", not "passport" or "branch office".
2. Each slot name should be domain-agnostic and reusable across different sectors.
3. Cover a wide range of commonly referenced **objects, targets, or informational elements** in real-world dialogue tasks.

Now generate 10–15 such **generalized entity slot names** along with a **brief description** for each that explains its
meaning and use case.

Format:

- slot_name_1: short description
- slot_name_2: short description
...
</task>

Table 16: Prompt for generating Task Independent Noun Slots
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E.2 Prompt for Task Independent Verb Slots

Prompt for Task Independent Verb Slots

<Context>
You are assisting in building a Dialogue State Tracking (DST) system for the domain domain.
You are given utterances that express one intent enclosed in <Utterances> tags.
You are given a schema of generalized intent slots derived from verb groupings. The schema is enclosed in <Schema> tags.
</Context>

<Schema>
- require: The user is asking for a certain request or application.
- request_info: The user is asking for information or clarification about a product, service, or process.
- cancel: The user wants to cancel a service, request, or reservation.
- confirm: The user is verifying the correctness or status of a particular detail or action.
- update: The user wants to modify or refresh existing information or settings.
- inquire_issue: The user is reporting or inquiring about a problem, error, or complaint.
- recommend: The user is seeking advice or a suggestion for the best option.
</Schema>

<Objective>
Analyze the user utterances below and guess user’s intent.
Then read <Schema> and determine which generalized intent slots from the <Schema> are relevant.
For each relevant slot, extract up to **three concise action verbs or verb phrases** that best represent the user’s intent.
When you extract the verb, **you must follow both <Style> and <Caution> below**

Only extract **verbs or verb phrases** that meet all the following criteria:
- The verb must describe the **user’s final goal**, NOT the object or topic.
- Use only the **base form** of the verb (e.g., "check", not "checking" or "checked").
- Avoid vague or speculative verbs unless they clearly reflect intent.

If a slot is **not relevant to the utterances or not useful for DST**, assign it a value of None.
However, **at least one slot must contain a valid verb or verb phrase** — do not return all None.
Always return **all five slots as keys in the JSON**, even if their value is None.
I will give you bunch of tip if you do great, let’s think step by step.
</Objective>

<Style>
Use precise and concise verb phrases that clearly express intent.
If the user’s action is directly stated, extract that exact verb or phrase.
If the intent is implicit or paraphrased, infer the most representative verb based on meaning.
</Style>

<Audience>
This output will be used by developers and researchers working on an LLM-based DST system.
They will use your output to evaluate whether the model correctly understands and generalizes user intent.
</Audience>

<Caution>
1. The verb have to make sense when the subject is ’user’.
Example:
utterance : Can you tell me about information?
correct verb : (user wants to) get (information)
incorrect verb : (You) tell (me about information)

2. The verb phrase must describe a class of EVENTS. **Do not** use states, entities properties, claims.
Example:
learn [event] vs. know [state]
redeem [event] vs. redemption[entity]
complain [event] vs. angry [property]
report defect [event] vs. product is defective [claim]
</Caution>

<Response Format>
Provide your answer strictly in the following JSON format:
{{
"request_info": [...],
"cancel": [...],
"require": [...],
"confirm": [...],
"update": [...],
"inquire_issue": [...],
"recommend": [...],
}}
</Response Format>

<Utterances>
utterances
</Utterances>

Now return the verb slot-value pairs as described above.

Table 17: Prompt for Task Independent Verb Slots
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E.3 Prompt for Task Independent Noun Slots

Prompt for Task Independent Noun Slots
<Context>
You are assisting in building a Dialogue State Tracking (DST) system for the domain domain.
You are given utterances that express one intent enclosed in <Utterances> tags.
You are given a schema of generalized entity slots derived from semantic groupings. The schema is enclosed in <Schema>
tags.
</Context>

<Schema>
- product: The product discussed or requested by the user.
- service: The service requested by the user.
- account: An account, subscription, or contract relevant to the user’s service.
- schedule: Any time-based request or item such as a date, time, or appointment.
- personal_info: Personal identification details like name, contact number, or address.
- payment: Payment-related information such as method, status.
- status: The progress or result of a request, task, or application.
- issue: A technical or service-related problem the user is experiencing.
- location: A physical place relevant to the conversation (e.g., branch, region).
- document: An official document or form related to the user’s intent.
- indicator: The indicator showing or measuring the condition or level of something.
</Schema>

<Objective>
Analyze the user utterances below and guess user’s intent.
Then read <Schema> and determine which generalized intent slots from the <Schema> are relevant.
For each relevant slot, extract up to **three concise nouns or noun phrases** that **BEST REPRESENTS the user’s
INTENT**.
When you extract the nouns, **you must follow both <Style> and <Caution> below**

Only extract **nouns or noun phrases** that meet all the following criteria:
- The noun must describe the **user’s final goal**.
- Extract **only noun phrases or named entities** — do not include verbs, adjectives, or statements.
- Avoid vague or overly generic terms like "thing".
- If you want to use verbal noun, do not use it, **use the noun which means same instead**.
- **Do not** include article, pronoun and possessive.
- Use expressions found in the utterances which represents intent.

If a slot is **not relevant to the utterances or not useful for DST**, assign it a value of None.
However, **at least one slot must contain a valid noun or noun phrase** — do not return all None.
Always return **all five slots as keys in the JSON**, even if their value is None.
I will give you bunch of tip if you do great, let’s think step by step.
</Objective>

<Style>
Use clean, specific noun phrases.
Use lowercase unless the phrase is a proper noun.
Use real phrases from the utterances whenever possible.
</Style>

<Caution>
Do not extract exact noun for personal_info and location.
Example:
utterance : My name is Andy.
correct noun : name
incorrect noun : Andy
</Caution>

<Response Format>
Provide your answer strictly in the following **JSON format**:
{{
"product": [...],
"service": [...],
"account": [...],
"schedule": [...],
"personal_info": [...],
"payment": [...],
"status": [...],
"issue": [...],
"location": [...],
"document": [...],
"indicator": [...]
}}
</Response Format>

<Utterances>
utterances
</Utterances>

Now return the extracted entity slot-value pairs as described above.

Table 18: Prompt for Task Independent Noun Slots
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E.4 Prompt for Generating Theme Label for each Cluster
E.4.1 Prompt for Generating Theme Label for each Cluster by Chain of Thought

Prompt for Generating Theme Label by Chain of Thought in NATCS

<task>
You are an expert call center assistant. You will be given a set of utterances in <utterances> </utterances> tags, each one on a
new line.

The utterances are part of call center conversations between the customer and the support agent in the **{domain}** domain.

Your task is to generate a short label describing the theme of all the given utterances.
The label should capture the **customer’s intended action** in the call and be written in a clear, standardized format.
The label should be a **verb phrase** starting with a base-form verb.

—

<guidance>
Output your response in the following way:
<theme_label_explanation>Your short step-by-step explanation behind the theme</theme_label_explanation>
<theme_label>Your final theme label</theme_label>
</guidance>
</task>

<utterances>
{utterances}
</utterances>

Table 19: Prompt for generating theme label by Chain of Thought in NATCS
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E.4.2 Prompt for Generating Theme Label by Chain of Thought and Few Shot

Prompt for Generating Theme Label by Chain of Thought and Few Shot in NATCS

<task>
You are an expert call center assistant. You will be given a set of utterances in <utterances> </utterances> tags, each one on a
new line.

The utterances are part of call center conversations between the customer and the support agent in the **{domain}** domain.

Your task is to generate a short label describing the theme of all the given utterances.
The label should capture the **customer’s intended action** in the call and be written in a clear, standardized format.
The label should be a **verb phrase** starting with a base-form verb.

—

To help you understand the expected format, here are **example labels from a different domain (Travel)**:

- book flight ticket
- cancel hotel reservation
- change travel date
- request seat upgrade
- check baggage policy
- report lost luggage
- confirm airport pickup
- reschedule connecting flight
- apply travel insurance
- inquire visa requirement

—

<guidance>
Output your response in the following way:
<theme_label_explanation>Your short step-by-step explanation behind the theme</theme_label_explanation>
<theme_label>Your final theme label</theme_label>
</guidance>
</task>

<utterances>
{utterances}
</utterances>

Table 20: Prompt for generating theme labels by Chain of Thought and Few Shot in NATCS
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E.4.3 Prompt for Generating Theme Labels by Task Independent Slots

Prompt for Generating Theme Labels by Task Independent Slots NATCS

<task>
You are an expert call center assistant. You will be given a set of utterances in <utterances> </utterances> tags, each one on a
new line.
You will be given a set of verb candidates in <Verb Candidates> </Verb Candidates> tags, each one on a new line.
You will be given a set of entity candidates in <Entity Candidates> </Entity Candidates> tags, each one on a new line.

The utterances are part of call center conversations between the customer and the support agent in the **{domain}** domain.
Your task is to generate a short label describing the theme of all the given utterances.
The label should capture the **customer’s intended action** in the call and be written in a clear, standardized format.
Use a set of verb and entity candidates if necessary.
The label should be a **verb phrase** starting with a base-form verb.

—

To help you understand the expected format, here are **example labels from a different domain (Travel)**:

- book flight ticket
- cancel hotel reservation
- change travel date
- request seat upgrade
- check baggage policy
- report lost luggage
- confirm airport pickup
- reschedule connecting flight
- apply travel insurance
- inquire visa

Strict Rules:
- The final theme label MUST NOT include any slot names such as "request_info", "inquire_issue", etc.
- You MUST select actual verbs and noun phrases that naturally appear in user language, not schema keys.
- Only use candidate expressions (e.g., "check") from the given sets — not their slot names.
- The theme label should be understandable to a human without knowing the underlying schema.

<guidance>
Output your response in the following way:
<theme_label_explanation>Your short step-by-step explanation behind the theme</theme_labelexplanation >
<theme_label>Your final theme label</theme_label>
</guidance>
</task>

<utterances>
{utterances}
</utterances>

<Verb Candidates By Slot>
verb_dict
</Verb Candidates By Slot>

<Entity Candidates By Slot>
{entity_dict}
</Entity Candidates By Slot>

Table 21: Prompt for generating theme labels by Task Independent Slots in NATCS
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F Prompt for Adujustment

F.1 Prompt for Theme Label Adjustment based on Keyphrase for each Utterance

Prompt for Theme Label Adjustment based on Keyphrase for each Utterance

You are tasked with determining the most appropriate label for a given Utterance.
When choose the label, focus on the require or intent of the utterance.
Keyphrase reflects the context of the dialogue and generated to capture the requir or intent, Use keyphrase as a reference to
decide the label.
Instructions:

- Domain: "{domain}"
- Utterance: "{utterance}"
- Keyphrase: "{keyphrase}"
- Current label: "{predicted_label}"
- Candidates:
{candidates}

Choose the most appropriate label from the candidates.
Even if there are labels similar to the current lable, the Current label already captures the intent well, you must keep it.
Respond with the label only.
If none of the candidates are appropriate, respond with ’None’.
{format_instructions}

Table 22: Prompt for theme label adjustment based on Keyphrase for each utterance

F.2 Prompt for Theme Label Adjustment based on Preference pairs for each Utterance

Prompt for Theme Label Adjustment based on Should-Link for each Utterance

<task>
You will be given a set of utterances in <utterances> </utterances> tags, each one on a new line.
You will be given a set of Label candidates in <Label Candidates> </Label Candidates> tags, each one on a new line.

The utterances are part of call center conversations between the customer and the support agent in the **{domain}** domain.

Your task is to choose a label describing the theme of all the given utterances.
Use a set of set of utterances and Label Candidates.
Do not modify Label Candidates. Just choose a Label.

<guidance>
Output your response in the following way:
<theme_label_explanation>Your short step-by-step explanation behind the theme</theme_label_explanation>
<theme_label>Your final theme label</theme_label>
</guidance>
</task>

<utterances>
{utterances}
</utterances>

<Label Candidates>
{Current_Cluster_Labels}
</Label Candidates>

Table 23: Prompt for theme label adjustment based on Should-Link for each utterance
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Prompt for Theme Label Adjustment based on Cannot-Link for each Utterance

<task>
You will be given a set of A utterances in <A_utterances> </A_utterances> tags, each one on a new line.
You will be given a set of B utterances in <B_utterances> </B_utterances> tags, each one on a new line.
You will be given a set of Cluster Label in <Cluster_Labels> </Cluster_Labels> tags, each one on a new line.
You will be given a set of Changed Cluster Label Candidates in <Label_Candidates> </Label_Candidates> tags, each one on
a new line.

The utterances are part of call center conversations between the customer and the support agent in the **{domain}** domain.

Your task is to choose the utterance between A utterance and B utterance that is less aligned with the Cluster Label.
If you choose A utterance, you return just "A" else is "B".
Additionally, based on the selected utterances, you choose a group of candidate cluster labels that best match the current
selected utterance among the Changed Cluster Label Candidates.

Use a set of set of utterances and Label Candidates.
Do not modify Changed Cluster Label Candidates. Just choose a Label.

<guidance>
Output your response in the following way:
<selected_utterance>Selected utterance</selected_utterance>
<theme_label_explanation>Your short step-by-step explanation behind the theme</theme_label_explanation>
<theme_label>Your final theme label</theme_label>
</guidance>
</task>

<A_utterances>
{A_utterances}
</A_utterances>

<B_utterances>
{B_utterances}
</B_utterances>

<Cluster_Labels>
{Cluster_Labels}
</Cluster_Labels>

<Label_Candidates>
{Label_Candidates}
</Label_Candidates>

Table 24: Prompt for theme label adjustment based on Cannot-Link for each utterance
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G Impact of Keyphrases on Embedding Structure (t-SNE)

G.1 Banking Dataset

(a) Instructor (pre-training, no keyphrases) (b) Instructor (pre-training, with keyphrases)

(c) CLUSTERLLM-I-iter (post-training, no keyphrases) (d) CLUSTERLLM-I-iter (post-training, with keyphrases)

Figure 4: t-SNE Visualization of Embeddings on Banking Dataset
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G.2 Finance Dataset

(a) Instructor (pre-training, no keyphrases) (b) Instructor (pre-training, with keyphrases)

(c) CLUSTERLLM-I-iter (post-training, no keyphrases) (d) CLUSTERLLM-I-iter (post-training, with keyphrases)

Figure 5: t-SNE Visualization of Embeddings on Finance Dataset
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G.3 Insurance Dataset

(a) Instructor (pre-training, no keyphrases) (b) Instructor (pre-training, with keyphrases)

(c) CLUSTERLLM-I-iter (post-training, no keyphrases) (d) CLUSTERLLM-I-iter (post-training, with keyphrases)

Figure 6: t-SNE Visualization of Embeddings on Insurance Dataset
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H Cluster Purity and Num of Utterances

H.1 Banking Dataset

Figure 7: Histogram of cluster-purity on the Banking Dataset (K=26). Two clusters achieve 100% purity, whereas
five clusters have purity below 50%.

Figure 8: Histogram of cluster-purity on the Banking Dataset (K=30). Three clusters achieve 100% purity, whereas
seven clusters have purity below 50%.
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H.2 Finance Dataset

Figure 9: Histogram of cluster-purity on the Finance Dataset (K=34). Six clusters achieve 100% purity, whereas
five clusters have purity below 50%.

Figure 10: Histogram of cluster-purity on the Finance Dataset (K=38). Seven clusters achieve 100% purity, whereas
three clusters have purity below 50%.
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H.3 Insurance Dataset

Figure 11: Histogram of cluster-purity on the Insurance Dataset (K=27). Two clusters achieve 100% purity, whereas
six clusters have purity below 50%.

Figure 12: Histogram of cluster-purity on the Insurance Dataset (K=38). Six clusters achieve 100% purity, whereas
eight clusters have purity below 50%.
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H.4 Num of Utterances

Dataset #Clusters Cluster ID Theme Label #Utterances Total Utterances

Banking

K=26
5 perform operations with limits 32

74
20 request/check status of charge dispute 42

K=30
5 perform operations with limits 32

13120 request/check status of charge dispute 42
28 make external wire transfer 57

Finance

K=34

10 get branch location/hours 42

223

16 ask about correspondence 42
17 get consumer price index 28
22 change account or card pin 40
24 update phone/email/address 38
29 cancel/order check 33

K=38

0 get branch location/hours 42

238

16 ask about correspondence 42
22 change account or card pin 40
24 update phone/email/address 38
29 cancel/order check 33
34 schedule appointment 15
35 get consumer price index 28

Insurance

K=27
23 find agent 14

56
24 get billing info 42

K=38

15 get branch location/hours 13

114

21 file automobile claim/report accident 20
23 find agent 14
24 get billing info 42
28 get plan info 9
32 get plan info 16

Table 25: Number of utterances contained in 100%-purity clusters.

I Predicted Theme Labels

Dataset Utterance Predicted Theme Label Theme Label (Ground Truth)

Banking

first, could you give me my balance perhaps? Maybe I can figure it out that way. check account balance check account balance
OK thanks. I really just need an ATM. find atm find atm

yeah actually I was thinking of opening up a savings account. open bank account open bank account
I need it transferred to my new checking account. make wire transfer make external wire transfer

Oh I was wondering where your nearest branch location is? find nearest branch find branch

Finance

Also, what are your your hours at at at at the branch over there on on Baker Street? get branch location/hours get branch location/hours
Yes, I’m trying to find out what I owe for my credit card. check credit card balance check credit card balance

I need to find out what my net income is from January to June of this year. get net income get net income
Thank you, I just, I’m looking for some. A line of credit, perhaps. apply for line of credit apply for line of credit

Yes, so I was wondering if you could tell me the current CPI, please? request consumer price index get consumer price index

Insurance

Marian Wright here, Timothy. I was trying to pay my insurance online, and it did not confirm the submit. check payment status check payment status
I have had an incident in my garage workshop. file poperty claim file poperty claim

Yes, I was billed twice this month, and I need to see what’s going on. report billing issue report billing issue
Yes and my ex husband knows that so I would like to change it. change security question change password/security question

Yes, I definitely need to speak to a supervisor. This is is craziness thing I have ever heard! request call back request callback

Table 26: Predicted theme labels in NATCS Dataset.
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Abstract

Conversational analytics has been on the fore-
front of transformation driven by the advances
in Speech and Natural Language Processing
techniques. Rapid adoption of Large Language
Models (LLMs) in the analytics field has taken
the problems that can be automated to a new
level of complexity and scale.

In this paper, we introduce Theme Detection as
a critical task in conversational analytics, aimed
at automatically identifying and categorizing
topics within conversations. This process can
significantly reduce the manual effort involved
in analyzing expansive dialogs, particularly in
domains like customer support or sales. Unlike
traditional dialog intent detection, which often
relies on a fixed set of intents for downstream
system logic, themes are intended as a direct,
user-facing summary of the conversation’s core
inquiry. This distinction allows for greater flex-
ibility in theme surface forms and user-specific
customizations.

We pose Controllable Conversational Theme
Detection problem as a public competition
track at Dialog System Technology Challenge
(DSTC) 12 — it is framed as joint cluster-
ing and theme labeling of dialog utterances,
with the distinctive aspect being controllabil-
ity of the resulting theme clusters’ granularity
achieved via the provided user preference data.

We give an overview of the problem, the asso-
ciated dataset and the evaluation metrics, both
automatic and human. Finally, we discuss the
participant teams’ submissions and provide in-
sights from those. The track materials (data
and code) are openly available in the GitHub
repository.

1 Introduction

Conversational analytics — at the intersection of
Speech and Natural Language Processing — has
undergone rapid transformation due to advances in
both fields. Automatic Speech Recognition (ASR)
now enables accurate transcription of conversations

across diverse domains and durations. Simultane-
ously, Natural Language Processing (especially
Information Retrieval) has enabled large-scale anal-
ysis of conversational data, revealing patterns such
as word usage, emotional tone, and discussed top-
ics. More recently, Large Language Models (LLMs)
have elevated the complexity and quality of analy-
sis tasks. For instance, large-scale text embedding
models (Wang et al., 2024) significantly enhance
document similarity search by capturing semantic
meaning beyond surface forms.

In this paper, we propose the task of Theme De-
tection, a key problem in conversational analytics.
Themes reflect the high-level topics discussed in
conversations and aid in categorizing them by func-
tion — e.g., customer support, sales, or marketing.
Automatically identifying and labeling themes can
greatly reduce the manual effort required to analyze
long conversations.

While related to dialog intent detection, theme
detection serves a different purpose. Intents are
typically tied to a fixed schema and used for down-
stream system logic. In contrast, themes are final
outputs for users (e.g., analysts), summarizing the
customer’s inquiry and supporting diverse surface
forms and customizations.

We introduce the task of Controllable Conversa-
tional Theme Detection as a new track in the Dialog
System Technology Challenge (DSTC) 12. Build-
ing on the DSTC 11 track on Open Intent Induction
(Gung et al., 2023b), our challenge adds two major
innovations: (1) joint theme detection and labeling,
and (2) controllable theme granularity. The latter
enables customization of theme clusters based on
user preferences — motivated by real-world use
cases where businesses may want finer or coarser
thematic distinctions.

This task is designed for a zero-shot setting on
unseen domains. Models will be guided by user
preference data (detailed in Section 4) to align both
labels and cluster granularity. While especially
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compelling in the context of LLMs, the proposed
setup does not require their use.

2 Related Work

In this section, we discuss prior work related to the
distinctive aspects of our proposed task.

2.1 Unsupervised dialog theme / intent
detection

The task of open conversational intent induction
was introduced in a DSTC 11 track by Gung et al.
(2023b), which focused on utterance clustering in
two setups of varying complexity: (1) intent de-
tection with pre-defined intentful utterances to be
clustered, and (2) open intent induction, which re-
quired identifying and clustering such utterances.

In contrast, our task involves a single setup with
pre-defined themed utterances, and the goal is to
jointly cluster and label them according to specific
evaluation metrics. Unlike intent induction, we
do not restrict the surface form of theme labels.
Instead, labels are assessed based on their structural
quality and functional usefulness for analysis (see
Section 6 and Appendix B).

2.2 Controllable clustering

Our goal of controllable theme granularity builds
on the concept of constrained clustering. A com-
prehensive taxonomy of constraint-based cluster-
ing tasks is provided by González-Almagro et al.
(2025). We adopt instance-level pairwise con-
straints (“should-link” / “cannot-link”), implement-
ing a semi-supervised clustering approach where
supervision comes from labeled utterance pairs.
This setup has been well-studied, from early work
by Basu et al. (2004) to more recent approaches by
Zhang et al. (2019) and Viswanathan et al. (2024).

2.3 Clustering with LLMs

The use of LLMs for utterance clustering has
gained traction. Zhang et al. (2023) propose us-
ing hard triplets (“does A match B better than C?”)
derived from a teacher LLM to fine-tune a smaller
embedding model and refine clusters via a hier-
archical method similar to HAC (Manning et al.,
2008). While this method enables controllable clus-
tering guided by LLMs, it focuses solely on clus-
tering — cluster labeling remains out of scope. In
contrast, our task requires labeled theme clusters,
combining clustering with label generation to better
reflect real-world needs.

Viswanathan et al. (2024) provide a thorough
study on integrating LLMs into clustering work-
flows. They identify three points of intervention:
(1) pre-clustering, using LLMs to generate key-
words and enrich input texts; (2) during cluster-
ing, by expanding human-provided pairwise con-
straints; and (3) post-clustering, correcting uncer-
tain assignments with LLM-based prompting. Al-
though their framework aligns well with our goals,
their focus remains on clustering rather than label-
ing.

3 Task Description

The task of Controllable Conversational Theme
Detection is defined as follows. The input data are:

1. a dataset of conversations with some utter-
ances within them labeled as “themed” (those
conveying the customer’s requests, possibly
several per conversation)

2. a set of preference pairs covering a sample
of all the themed utterances and representing
what pairs should belong to the same theme
and which should not. — which we refer to as
“should-link” and “cannot-link” pairs, respec-
tively

3. a theme label writing guideline outlining the
requirements to a label as both a linguistic
expression and an analytical tool.

The goal of the task is to:

• cluster the themed utterances so that each clus-
ter represents a meaningful semantic / the-
matic group, is distinguishable from other
theme clusters and satisfies the should-link /
cannot-link requirements on its utterances (if
it contains utterances included in the prefer-
ence data)

• give each theme a short, concise and action-
able natural language label (more detail on
our evaluation criteria is given in Section 6).

3.1 Controlling theme granularity

In the way we intend to control theme granularity,
we loosely follow the Stage 2 approach of Zhang
et al. 2023. That work described a data-efficient
approach with user preference data in the should-
link / cannot-link form. As such, if user preferences
indicate that the utterances “I want to purchase pet
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A: hi how may I help you?

C: I want to open a new account

A: sure thing! Let me bring up 
your info

...

A: hi how may I help you?

C: I want to change my PIN

A: absolutely! let’s start my 
pulling up your info

...

A: hi how may I help you today?

C: Can you help me check my 
account balance

A: I’m on it, please hold on a 
second

...

Themed Utterance ClustersRaw conversations

I want to open a new account

I want to change my PIN

Can you help me check 
my account balance

Theme-labeled Clusters

open bank account

change PIN

check account balance

Preference-aligned Labeled Clusters ★

inquire about 
bank account

change PIN

Theme Label 
Guideline

open bank account

check account balance

same theme? - YES

open bank account

change PIN

same theme? - NO

Theme Granularity Preferences

Figure 1: Diagram of the proposed task in the form of an example processing pipeline. The inputs to the “system”
are raw conversations, user preferences on the theme granularity and theme label guidelines; the output is preference-
aligned utterance clusters with the corresponding theme labels (marked with ⋆)

insurance” and “I want to purchase travel insur-
ance” should belong to the same theme, all the
utterances like these two would be associated to
the single theme whose label semantically unifies
both of the two utterances’ meanings e.g. “pur-
chase insurance” or some close paraphrase of it.
On the other hand, if the preferences elicit that “I
want to find the closest branch” and “Give me the
directions to the closest ATM” should not belong
to the same theme, the corresponding themes “find
branch” and “find ATM” as well as the clusters of
utterances belonging to them should be kept as sep-
arate. Some example usages of such data include
contrastive fine-tuning of utterance representation
as done by e.g. Chu et al. (2023) and Zhang et al.
(2021) or adjusting the initial clusters/themes, as
depicted in Figure 1.

3.2 Expected result
A successful completion of the task would assume
assigning each utterance a theme label so that:

• theme labels are concise, exhaustively cover
all the examples and are mutually exclusive,

• label wording conforms to the Theme label
writing guideline (Appendix B),

• theme granularity matches the ‘gold’ held-out
assignment which is supposed to be inferred
from the provided user preference samples.

A visualization of the overall task is presented
in Figure 1 where we depict a potential sequential
pipeline as an example. The actual submissions
can vary in architecture and the types of models
used. We intend the problem to be solved in a

zero-shot weakly supervised way, in the sense that
all the training/development data provided to the
participants has no domain overlap with the test
data (more detail on the data in Section 4), and
the only supervision signals provided are 1) user
preference data covering a sample of the dataset
and 2) theme label writing guideline.

While the input data suggests LLM-based solu-
tions, we encourage the participants to use tech-
niques from both LLM-based and traditional Ma-
chine Learning paradigms that adequately corre-
spond to the problem specifics.

4 Data

We build our task on top of the NatCS (Gung et al.,
2023a,b), a multi-domain dataset of human-human
customer support conversations — the dataset
statistics per domain are provided in Table 2.

We intend for the participants’ submissions to
work in a zero-shot setup naturally supported
within the LLM-centered framework. As such, we
provide the three original NatCS domains: Bank-
ing, Finance and Insurance — for the participants
to use for the training/development purposes and as-
sess the domain generalization of their approaches.

Our theme labels closely resemble the original
intent annotations in NatCS, though those were
altered in the following ways:

1. intent labels’ surface form was rewritten
where needed to conform with the theme label
writing guideline (see Appendix B),

2. for each original intent label, we provide two
theme labels, a more specific one and a more
vague one, for the flexibility of evaluation,
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Table 1: User Preference Data Statistics

Domain # Should-link pairs % data covered # Cannot-link pairs % data covered

Banking 164 10.04% 164 10.04%
Finance 173 10% 173 10%
Insurance 155 8.99% 126 7.30%
Travel (held out) 77 10.07% 76 9.93%

Table 2: Dialog Dataset Statistics

Domain # Dialogs # Themed utterances

Banking 980 1634
Finance 3000 1725
Insurance 836 1333
Travel (held out) 999 765

3. intent clustering itself was altered to reflect
our task’s custom theme granularity,

4. some noisy intent annotations were corrected
or otherwise dropped.

The held out test domain, Travel, is publicly
released for the first time in this challenge and has
little to no overlap with the train/dev data.

Also introduced in this challenge is theme gran-
ularity preference data on top of NatCS dialogs,
its statistics are shown in Table 1. We generated
preference pairs in the following way.

Should-link pairs: we clustered themed utter-
ances (we leave the specifics of the clustering algo-
rithm behind to prevent evaluation metric hacking)
and sampled pairs that belong to the same cluster
in the gold assignment but to the different clusters
as per the algorithm, with sampling weights set to
the normalized cosine distances between the points
in the pair (further points that should be in the same
theme are more interesting). Cannot-link pairs:
similarly, we sampled pairs of utterances that be-
long to different clusters in the gold assignment
but to the same cluster as per the algorithm. Sam-
ple weights set to 1− dist(utta, uttb) normalized
to make a probability distribution, where utta and
uttb are the utterances in the pair and dist is cosine
distance.

In each case, our target amount of pairs to gener-
ate corresponds to 10% of all the themed utterances
in the dataset, and preference pairs cover no more
than 30% of any given gold cluster’s utterances.

5 Baseline and Experimental Setup

We provided the participants with a baseline so-
lution that combines traditional machine learning

approaches with LLM-based techniques. As such,
the entire baseline workflow consists of 3 stages:

1. Utterance clustering. Each themed ut-
terance is embedded with SentenceBERT
(all-mpnet-base-v2 model is used,
Reimers and Gurevych 2019), then the em-
beddings are clustered using the K-means al-
gorithm (Jin and Han, 2010) with 10 clus-
ters by default and the k-means++ initial-
izer (Arthur and Vassilvitskii, 2007).

2. Theme cluster adjustment to user prefer-
ences. We apply a naïve algorithm that re-
assigns cluster labels for every utterance id
containing in the should-link / cannot-link sets.
For every < utti, uttj > pair in the should-
link set, if they are assigned to different clus-
ters, uttj is re-assigned to utti’s cluster. In
turn, for every < uttm, uttn > in the cannot-
link set, uttn is re-assigned to the cluster with
the second closest centroid to it. Evidently, the
baseline cluster adjustment algorithm doesn’t
have any generalization outside of the given
preference sets.

3. Theme label generation. We used an LLM
with the prompt as in Appendix B — the de-
fault model used in the baseline implemen-
tation is Mistral-7B-Instruct-v0.3
(Jiang et al., 2023). No limitation on the num-
ber of in-context utterances was set.

6 Evaluation

Theme assignment that is the result of our task’s so-
lution can be assessed from two perspectives: from
the controlled clustering perspective and from the
theme label generation perspective — our evalua-
tion metrics reflect these two perspectives.

6.1 Automatic evaluation

Automatic evaluation metrics are mainly used for
the development purposes and were provided to the
participants as part of the starter code.
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Table 3: Automatic Evaluation — Theme Label Metrics. Here and below, results in bold are the best, underlined
are those above baseline.

Team ID R-1 R-2 R-L Cos sim BERT P BERT R BERT F1 LLM s1 LLM s2 LLM avg

Team A 32.70% 4.60% 29.82% 59.51% 89.82% 91.20% 90.35% 46.01% 56.47% 51.24%
Team B 5.03% 0.00% 5.03% 37.08% 85.22% 88.02% 86.53% 12.03% 0.13% 6.08%
Team C 45.22% 23.81% 45.10% 69.91% 95.02% 94.69% 94.71% 100.00% 99.48% 99.74%
Team D 34.57% 21.31% 34.27% 55.93% 92.52% 91.48% 91.91% 80.39% 76.60% 78.50%
Team E 42.28% 16.50% 41.22% 62.48% 93.85% 92.84% 93.27% 93.46% 95.69% 94.58%
Team F 23.10% 0.79% 21.14% 46.02% 85.67% 89.29% 87.19% 4.05% 3.53% 3.79%

Baseline 43.74% 24.56% 42.87% 59.68% 89.25% 89.87% 89.52% 20.39% 39.48% 29.93%
BL-prefs 29.27% 4.21% 24.69% 48.79% 85.31% 87.77% 86.44% 12.81% 18.43% 15.62%

6.1.1 Clustering metrics
• NMI score (Vinh et al., 2010) — Normalized

Mutual Information is a function that mea-
sures the agreement of the two cluster assign-
ments, reference and predicted, ignoring per-
mutations. Normalization is performed over
the mean of the entropies of the two assign-
ments

• ACC score (Huang et al., 2014) evaluates the
optimal alignment between the reference clus-
ter assignment and the predicted one, with
the alignment obtained using the Hungarian
algorithm.

6.1.2 Label generation metrics
We evaluate the predicted labels for theme clusters
in two general ways: 1) similarity to the reference
labels, 2) adherence to the theme label guideline.

Similarity of a predicted label to the references
is calculated in the following way:

Scorei(Yi, ŷi) = max
j

sim(Yi,j , ŷi)

where Yi are the reference labels for the i-th ut-
terance (we provide two labels with a more specific
and a more vague wording, respectively), yi is the
predicted label for the same utterance and sim is
one of the similarity functions listed below.

• Cosine similarity — the semantic simi-
larity measure over SentenceBERT embed-
dings (all-mpnet-base-v2 model is
used, Reimers and Gurevych 2019) of the ref-
erence and predicted labels,

• ROUGE score (Lin, 2004) — an token-level
N-gram overlap metric useful for comparing
short and concise word sequences,

• BERTScore (Zhang et al., 2020) combines
the agility of embedding-based similarity and
the interpretability of token-level overlap. The
model tokenizes each utterance and gener-
ates a contextual embedding for each token.
Then, a cosine similarity simi,j is calculated
between i-th token of the reference and j-th to-
ken of the prediction. We report BERTScore
Precision (for each token in the prediction,
finding the reference token with the highest
similarity), Recall (for each token in the ref-
erence, finding the prediction token with the
highest similarity) and F1 score.

Adherence to the guideline is evaluated with an
LLM-as-a-Judge prompted with a version of the
guideline attached in the Appendix B (it was pro-
vided for the participants). For the usage with the
LLM, it was split into three sections spanning struc-
tural and functional criteria, i.e. how good the label
is as a linguistic expression and how good it is as
an analytical tool, respectively. For the sake of
preventing evaluation metric hacking, we shared
a different / condensed version of the guideline
to the participants and kept the full version held
out. For evaluation during the development phase,
our provided code used a self-hosted solution with
vicuna-13b-v1.5 (Zheng et al., 2023) as the
default LLMaaJ backbone. In the automatic evalu-
ation of the final submissions, we used Claude 3.5
Sonnet (Anthropic, 2024). Our repository contains
both the public version of the label style evaluation
prompt (3 condensed sections optimized for usage
with public self-hosted LLMs) and its held out ver-
sion (2 expanded sections optimized for usage with
Claude, uploaded after the end of the competition).

6.2 Human Evaluation

All submissions underwent expert human evalua-
tion in order to verify automated evaluation results
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and to expand the automated evaluation methodol-
ogy to more precisely assess each solution’s perfor-
mance. The evaluation dimensions were divided
into two broad categories covering formal and func-
tional criteria, and each of these areas had addi-
tional subdimensions to be rated by evaluators in a
binary fashion (pass/fail) using criteria distributed
into into two broad categories: Structural/Func-
tional. The structural criteria were based on the
theme labeling guidelines provided to participants.

Structural Criteria (Theme Label as a Linguistic
Expression): Conciseness & Word Choice, Gram-
matical Structure

Functional Criteria1 (Theme Label as an Analyti-
cal Tool): Semantic Relevance, Analytical Utility,
Granularity, Actionability, Domain Relevance, The-
matic Distinctiveness.

The guidelines for each of these dimensions,
along with the positive and negative examples pro-
vided to evaluators (with reasoning), are laid out in
Appendix C. The theme labeling guidelines, upon
which the structural criteria were based, are defined
in Appendix B. The annotation task was completed
in a single-pass way by two members of the track
organizing team.

7 Results and Analysis

Table 6: Automatic Evaluation — Clustering Metrics

Team ID ACC NMI

Team A 48.37% 42.02%
Team B 17.91% 1.97%
Team C 67.97% 70.39%
Team D 51.76% 47.71%
Team E 35.82% 47.73%
Team F 26.67% 9.06%

Baseline 53.2% 50.59%
BL-prefs 47.97% 45.39%

We received submissions from 6 participant teams.
During the development, the teams were free to
use the provided public data across 3 domains for
creating their own train / development setups and
testing e.g. out-of-domain generalization of their
approaches. The test domain was made public dur-
ing the last week of the competition. When submit-
ting the inference results via an online form, the

1All functional criteria dimensions were evaluated at the
level of the utterance except for Thematic Distinctiveness,
which was evaluated for each cluster label.

participant teams were asked to provide a brief info
about their approaches. Below are the questions
and the summaries of the submitted answers:

What LLM type did you use? (Open-source —
self-hosted / Proprietary via API / No LLM / Other)

Teams A, C and F used a proprietary API; teams B,
D and E used an open-source self-hosted LLM.

How large of an LLM did you use? (<30B / 30—
100B / >100B / Unknown (proprietary API) / No
LLM / Other)

Team A, C and F’s model size is unknown; teams
B, D and E used a model with <30B parameters.

Did you use any conversational information (pre-
vious / past context of the utterance)? Please
specify if yes

Team C used the context window of 5 turns; Team
E used conversational context within the predicted
topic segment.

What clustering algorithm did you use?

Team A used HDBScan (Campello et al., 2013);
Teams B and D used K-Means (Jin and Han, 2010);
Team C used ClusterLLM (Zhang et al., 2023);
Team F experimented with K-Means, DBSCAN
and HDBSCAN; Team E used Spectral Clustering
(Shi and Malik, 2000).

What text embedding model did you use?

Teams A and C used Instructor model (Su et al.,
2023); Teams B, D and E used SentenceBERT as
per the baseline.

Did you use an embedding dimensionality re-
duction technique? (Please specify which one if
yes)

Teams A and E used UMAP (McInnes et al., 2018).

Did you use a data augmentation technique
(please specify what kind)?

Team A used Speech Acts as a data augmentation;
Team B used SimCSE (Gao et al., 2021); Team E
used contrastive learning to augment the limited
unlabeled data.

How did you use the should-link / cannot-link
pairs?

Teams A, B and D used the baseline approach.
Team C used an LLM to re-assign the clusters for
all the utterances from the should-link pairs. For
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Table 4: Human Evaluation — Per-utterance Functional Metrics

Team ID Semantic Relevance Analytical Utility Granularity Actionability Domain Relevance

Team A 77.25% 63.66% 22.75% 56.21% 79.74%
Team B 64.97% 12.94% 0.00% 4.05% 97.78%
Team C 89.67% 82.75% 47.84% 74.77% 98.82%
Team D 68.76% 63.66% 26.41% 60.26% 94.25%
Team E 86.27% 54.64% 22.48% 54.51% 91.11%
Team F 45.23% 41.57% 7.71% 41.57% 67.45%

Baseline 86.61% 66.84% 47.98% 66.84% 89.6%
BL-prefs 88.76% 42.09% 20.00% 42.09% 83.92%

Table 5: Human Evaluation — Per-cluster Metrics

Structural Functional

Team ID Conciseness Grammatical Structure Thematic Distinctiveness

Team A 83.33% 100.00% 75.76%
Team B 100.00% 33.33% 0.00%
Team C 100.00% 100.00% 91.11%
Team D 91.67% 66.67% 90.91%
Team E 93.65% 93.65% 78.34%
Team F 95.00% 100.00% 72.63%

Baseline 80.00% 30.00% 91.11%
BL-prefs 80.00% 20.00% 66.67%

the cannot-link pairs, the LLM was used to iden-
tify the utterance of the pair not belonging to the
cluster, and then to make the re-assignment. Team
E trained a reward model from the should-link and
cannot-link pairs that was later incorporated into
the clustering algorithm to impose soft constraints.

Did you use the theme label styleguide — if yes,
how?

Team C used General Schema to extract verbs and
nouns for each utterance in the cluster, then using
those, they generated theme labels. Theme D in-
structed the labeling LLM to generate Verb-Object
pairs. Teams E and F used the provided styleguide
itself. Team F added it directly into the labeling
LLM’s prompt, and Team E modified and simpli-
fied it first.

Short (1-2 paragraph) description of your ap-
proach

Team A proposed a cluster-then-label framework
for thematic clustering of utterances. First, they
compute utterance embeddings using either Sen-
tence Transformers, InBedder, or Instructor models
depending on the embedding type. they then apply
clustering (KMeans or HDBSCAN with UMAP-
based dimensionality reduction) to group themat-
ically similar utterances. Clustering is refined us-
ing manually provided should-link and cannot-link

preference pairs, ensuring better alignment with
human notions of similarity. After clustering, each
cluster is labeled automatically by prompting an
LLM (ChatGPT or Gemini Flash) with a batch of
utterances, extracting a theme label and brief expla-
nation. The resulting predicted labels are assigned
back to utterances, forming the final output for eval-
uation. This approach leverages both unsupervised
structure discovery and lightweight LLM-based
supervision for scalable and interpretable theme
labeling.

Team B used SCCL (Zhang et al., 2021) and ap-
plied SimCSE for data augmentation. After train-
ing the SCCL, they clustered the utterances with
K-Means. They performed hyperparameter search
for the number of clusters based on the Silhouette
score and set it to 7. User preference data was not
used.

Team C first extracted keyphrases from conversa-
tions using an LLM. They also determined the num-
bers of clusters based on the Silhouette coefficient.
Clustering was performed using ClusterLLM, and
the embedder was fine-tuned on the clustered ut-
terances. Subsequently, among the two candidates
with the highest preference pair accuracy, the can-
didate with the greater number of clusters was se-
lected as the final model. Utterances were then
adjusted according to the preference pairs. Finally,
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for the clustered utterances, a general schema was
extracted in terms of verbs and nouns, and based
on both the schema and the utterance content, the
final theme labels were generated.

Team D explored two approaches. The first
one involved designing a prompting strategy to
generate concise labels in a Verb–Object for-
mat (e.g., “update address”, “book flight”),
allowing for more structured and comparable
cluster representations. The second approach
used LLaMA-3.1-8B-Instruct to evaluate
whether two utterances (with dialog history) be-
longed to the same cluster, based on their distance
from the cluster center. The second method showed
limited performance, and they submitted results
using the first one, with a more robust prompting-
based labeling strategy.

Team E propose PrefSegGen, a preference-aware
topic segmentation and generation framework
that addresses low-resource conversational theme
understanding by integrating topical-structured
context modeling with user-preference-aligned
theme generation. First, they introduce a
novel two-stage self-supervised contrastive learn-
ing topic segmentation framework to obtain the
topic segment to which the target utterance be-
longs under low-resource conditions. It ini-
tially leverages the unlabeled dialogues to pre-
train topic encoders (bert-base-uncased &
sup-simcse-bert-base-uncased) on co-
herence and similarity patterns, followed by super-
vised fine-tuning with minimal labeled data to en-
hance segmentation precision. Subsequently, they
incorporate a reward-guided clustering mechanism
to guarantee that the generated themes are both
contextually grounded and preference-aligned. A
reward model, trained on should-link and cannot-
link pairs, dynamically assigns linkage weights
that reflect semantic proximity in line with user
expectations. These weights guide spectral clus-
tering after UMAP-based embedding reduction.
Crucially, for each target utterance, they utilize its
segmented topical context as input when prompt-
ing LLaMA3-8B-Instruct, coupled with the
official style guide, to generate hierarchical theme
labels. An ensemble refinement process further en-
hances topic consistency by filtering low-frequency
labels, yielding final outputs that are structurally
coherent, context-aware, and tailored to user pref-
erences.

Team F employed a large language model (LLM)

to annotate utterances based on preference signals,
and subsequently attempted to merge clusters ac-
cording to the LLM-based annotation.

Our evaluation results reveal that Team C’s ap-
proach achieved the highest accuracy across the
board on both human and automatic metrics. It
was tied with Team B on Label Conciseness, and
with Teams A and F on Grammatical Structure.
Although only Team C’s approach achieves 100%
on both, signifying that its label generation works
in full accordance with the styleguide. Team C
was also the only one to surpass the baseline on
automatic clustering metrics. Team E achieved the
second best overall performance in both automatic
and human evaluation and Team D placed third.

It is noteworthy that for all the three winning
places, the ranking induced by the automatic met-
rics matched that by the humans — indicating that
1) automatic similarity metrics are applicable for
short text, and 2) automatic evaluation of higher-
level concepts like our label guideline is sufficiently
accurate with frontier LLMs-as-Judges.

8 Conclusions

In this paper, we introduced Theme Detection as
a critical task in conversational analytics, and the
associated Controllable Conversational Theme De-
tection competition track at Dialog System Tech-
nology Challenge (DSTC) 12 — where joint theme
clustering and cluster label generation was further
combined with the custom theme cluster granular-
ity controllable via the provided preference data.

We gave an overview of the competition setup
including the problem, the benchmark dataset and
the details of evaluation, both automatic and human.
We presented the participant team’s submissions
and gave an analysis of the insights from those.

We hope that this new problem, together with the
dataset and the insights obtained from the competi-
tion will foster further research and advancements
in Conversational AI.
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A Cluster Labeling Prompt

<task>
You are an expert call center assistant.
You will be given a set of utterances in
<utterances> </utterances> tags, each
one on a new line.
The utterances are part of call center
conversations between the customer and
the support agent.
Your task is to generate a short label
describing the theme of all the given
utterances. The theme label should be
under 5 words and describe the desired
customer's action in the call.

<guidance>
Output your response in the following
way.

<theme_label_explanation>
Your short step-by-step explanation
behind the theme
</theme_label_explanation>

<theme_label>
your theme label

</theme_label>

</guidance>
</task>

H:
<utterances>
{utterances}
</utterances>

B Theme Label Writing Guideline

An acceptable theme label is structurally and se-
mantically well-formed according to the rules out-
lined in this appendix. Structurally well-formed
means that the words and their arrangement in
the theme label are acceptable. Semantically well-
formed means that the meaning and usability of the
theme label are acceptable.

B.1 Theme labels exclude unneeded and
undesirable words.

Theme labels should be concise (2–5 words long).
They should only include essential words (see B.2
and B.2.1 below). Essential words will primar-
ily include content (open-class) words. Function
(closed-class) words should be excluded. Prepo-
sitions may be included as needed but should be
avoided when there is a synonymous alternative
label without a preposition.

Theme labels should also exclude context-
sensitive words like pronouns (him, her, them, it,
us, etc.) and demonstratives (this, that, those, etc.).

B.2 Word types

• Content/open-class words:

– nouns (items, insurance, information, or-
der, etc.)

– main verbs (check, inquire, add, explore,
etc.)

– adjectives (new patient, missing item,
etc.)

– other modifying words (shipping infor-
mation, product options, etc.)

• Function/closed-class words:

– articles/determiners (the, a, etc.)
– auxiliary verbs (have or be, as in I have

eaten or I am eating)
– copulas
– negation (not or -n’t, as in not on time or

didn’t arrive)
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– conjunctions (and, or, but, etc.)
– complementizers (clause-embedding

uses of that, for, if, whether, because,
etc.)

– modals (can, could, will, would, may,
might, must, shall)

– question words (who, what, where, when,
how, why)

• Context-sensitive words:

– pronouns (she, he, they, it, her, his, etc.)
– demonstratives (this, these, that, those,

etc.)
– temporal adverbs (yesterday, tomorrow,

next week, etc.)
– other context-sensitive language

* one, as in I’m looking for a nearby
branch. Can you find one?

* deleted nouns (noun ellipsis), as in I
found his order, but not yours __.

B.2.1 Examples
For a theme covering order tracking:

• Good: track order

• Good: track shipment

• Bad: track an order (includes an article)

• Bad: track their order (includes a pronoun)

For a theme covering finding the nearest branch
of a chain:

• Good: find nearest branch

• Good: find closest branch

• Bad: find nearest one (includes context-
sensitive one)

• Bad: check if there’s a nearby branch (in-
cludes a complementizer if ; includes a form
of be)

B.3 Theme labels are verb phrases that
classify events.

A verb phrase begins with a verb and may include
arguments or modifiers of the verb (such as a direct
object). The verb should be in its citation form,
lacking any complex morphology such as tense or
agreement suffixes. The citation form of a verb is
what would normally follow the infinitive to, such

as sign up in I’d like to sign up. Theme labels
should not be other phrase types, such as noun
phrases.

The verb phrase should describe a class of events.
Events are things that can be said to happen, unlike
states (e.g. learn [event] vs. know [state]), entities
(e.g. redeem [event] vs. redemption [entity]), prop-
erties (e.g. complain [event] vs. angry [property]),
and claims (report defect [event] vs. product is
defective [claim]).

B.3.1 Examples
For a theme covering membership sign-ups:

• Good: sign up for membership (verb phrase;
describes a kind of signing up event)

• Bad: signing up for membership (verb phrase,
but verb is not in citation form)

• Bad: membership sign-up (noun phrase; de-
scribes a kind of entity)

• Bad: memberships (noun phrase; describes a
kind of entity)

For a theme covering requests to check in early at
a hotel:

• Good: request early check-in (verb phrase;
describes a kind of requesting event)

• Bad: requested early check-in (verb phrase,
but verb is not in citation form)

• Bad: request for early check-in (noun phrase;
describes a kind of entity)

• Bad: customer wants early check-in (this is a
claim)

For a theme covering reporting a defective product:

• Good: report defective product (verb phrase;
describes events)

• Bad: reporting defective product (verb phrase,
but verb is not in citation form)

• Bad: believe product is defective (verb phrase,
but describes a state rather than an event)

• Bad: defective product (noun phrase; de-
scribes a kind of entity)
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B.4 Theme labels are informative and
actionable yet sufficiently general.

Theme labels should be informative enough to sub-
stantially narrow down the set of possible customer
issue resolution steps (the steps to resolve the prob-
lem/need that drove the customer to make contact).
For example, check balance is probably associated
with a standard procedure for checking the balance
of a range of customer account types, but perform
check is so broad that it could be associated with an
extremely diverse group of issue resolutions. Non-
actionable theme labels may be excessively vague
or uninformative, and hence not very useful.

B.4.1 Examples
For a theme covering appointment-scheduling
themes:

• Good: schedule appointments

• Bad: ask about appointments (probably too
general)

• Bad: schedule appointment for next week (too
specific)

• Bad: schedule appointment for elderly parent
(too specific)

For a theme covering adding a recognized user to
an existing account or policy:

• Good: add user

• Bad: add one (too general)

• Bad: add oldest child (too specific)

For a theme covering user password issues:

• Good: reset password

• Good: troubleshoot password

• Bad: secure account (too general)

• Bad: reset password again (too specific)

For a theme covering credit or debit card charge
disputes:

• Good: dispute charge

• Bad: complain about charge (too general)

• Bad: file card complaint (too general)

• Bad: dispute charge for defective blender (too
specific)

C Human Evaluation Guidelines

C.1 Structural Dimensions

C.1.1 Conciseness & Word Choice
Options: Pass (1) / Fail (0)
Definition: The following criteria are consolidated
by the evaluator into one Pass/Fail rating for Con-
ciseness & Word Choice:

1. Label length: Is the label concise, containing
only 2–5 words?

• Pass: update billing address
Fail: update customer’s residential
billing address for future statements
Rationale: The good example uses 3
words, within the required 2-5 word
range. The bad example uses 8, making
it unnecessarily verbose when the core
intent can be expressed more concisely.

• Pass: access account statement
Fail: statement
Rationale: The good example uses 3
words, adhering to the 2-5 word guide-
line. The bad example uses only one
word, which lacks sufficient specificity
to be useful as a theme label.

2. Function word exclusion: Does the label
exclude unnecessary function words (articles,
auxiliary verbs, etc.)?

• Pass: add dependent coverage
Fail: add the dependent to coverage
Rationale: The good example correctly
excludes function words like articles
(“the”), focusing only on essential con-
tent words. The bad example unneces-
sarily includes “the”, which should be
excluded according to guidelines.

• Pass: troubleshoot internet connection
Fail: troubleshoot why internet is not
working
Rationale: The good example prop-
erly excludes function words, while the
bad example improperly includes func-
tion words “why,” “is,” and “not” which
should be excluded for conciseness.

3. Avoidance of context sensitivity: Does
the label exclude context-dependent words
(pronouns, demonstratives, temporal adverbs,
etc.)?
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• Pass: return defective product
Fail: return this item
Rationale: The good example avoids
context-sensitive words like “this” and
uses the general term “product” that can
apply across contexts. The bad exam-
ple includes the context-sensitive demon-
strative “this,” which requires a specific
context to understand its meaning.

• Pass: reschedule appointment
Fail: reschedule it for tomorrow
Rationale: The good example uses gen-
eral terminology applicable to any ap-
pointment, while the bad example in-
cludes both the pronoun “it” and the tem-
poral adverb “tomorrow,” both of which
are dependent on conversation context
for their meaning.

4. Preposition usage: Are prepositions included
only when necessary?

• Pass: transfer funds
Fail: transfer from account
Rationale: The good example avoids un-
necessary prepositions by using a con-
cise verb-object structure. The bad ex-
ample unnecessarily includes the prepo-
sition “from” when the more concise al-
ternative without the preposition works
just as well.

• Pass: join rewards program
Fail: sign up for rewards program
Rationale: The good example avoids
prepositions entirely, while the bad ex-
ample unnecessarily includes the prepo-
sition “for” when alternatives without
prepositions are available and equally
clear.

C.1.2 Grammatical Structure
Options: Pass (1) / Fail (0)
Definition: The following criteria are consolidated
by the evaluator into one Pass/Fail rating for Gram-
matical Structure:

1. Verb phrase structure: Is the label a verb
phrase?

• Pass: cancel flight
Fail: flight cancellation
Rationale: The good example correctly
follows the verb phrase requirement by

starting with a verb (“cancel”) followed
by a noun (“flight”). The bad example
uses a noun phrase (“flight cancellation”)
instead.

• Pass: redeem rewards
Fail: rewards redemption process
Rationale: The good example uses a
verb phrase beginning with the verb “re-
deem”. The bad example fails by using
a noun phrase with “redemption” as the
head noun rather than using a verb form.

2. Citation form: Does the verb appear in its ci-
tation form (without tense or agreement mor-
phology)?

• Pass: change delivery address
Fail: changing delivery address
Rationale: The good example cor-
rectly uses the citation form of the verb
“change” without any tense or agreement
morphology. The bad example fails by
using the -ing form “changing” rather
than the required base form.

• Pass: cancel subscription
Fail: canceled subscription
Rationale: The good example properly
uses the citation form of the verb “cancel”
without inflectional endings. The bad
example incorrectly uses the past tense
form “cancelled” instead of the citation
form.

3. Event classification: Does the verb phrase
describe a class of events, rather than states,
entities, properties, or claims?

• Pass: verify warranty coverage
Fail: warranty coverage
Rationale: The good example describes
an event (the act of verifying) rather than
an entity. The bad example describes
an entity (the warranty coverage itself)
rather than an event, violating the require-
ment that theme labels classify events.
Note: The bad example would also be
ruled out by the verb phrase requirement.

• Pass: express dissatisfaction
Fail: customer is dissatisfied
Fail: is dissatisfied
Rationale: The good example describes
an event (the act of expressing) rather
than a state. The first bad example is
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structured as a claim about the customer,
rather than describing en event. The sec-
ond bad example is a verb phrase but
describes the wrong kind of situation: a
state, rather than an event.

• Pass: complain about faulty product
(event)
Fail: angry about faulty product (prop-
erty)
Rationale: The good example describes
an event (the act of complaining) rather
than a property. The bad example de-
scribes a property or attribute of the cus-
tomer, rather than an event describing the
customer’s intent.

C.2 Functional Dimensions

C.2.1 Semantic Relevance
Options: Pass (1) / Fail (0)
Definition: Does the label accurately capture the
core intent/topic of the utterance it represents?
Theme labels are expected to provide a gist of the
dialogue from the customer’s inquiry perspective.

• Pass: request card security support (For cus-
tomer utterance: “I received a notification that
my credit card might have been compromised.
I need to know what steps I should take.”)
Rationale: This theme label demonstrates
good semantic relevance by accurately cap-
turing the core intent of the customer’s in-
quiry—addressing a potential security is-
sue—rather than focusing on peripheral as-
pects like the notification itself.

• Fail: express frustration (For customer utter-
ance: “I’ve been on hold for 45 minutes trying
to get help with activating my new debit card.
This is ridiculous!”)
Rationale: This theme label fails the seman-
tic relevance test because it focuses on the
customer’s emotional state rather than their
actual intent, which is to activate their debit
card. The frustration is secondary to the core
purpose of the contact.

• Pass: book accommodation
Fail: inquire about Chicago
Rationale: The good example correctly iden-
tifies the core intent (booking a hotel room),
while the bad example misidentifies the intent
as seeking information about Chicago when

the location is just a detail/slot related to the
booking request.

C.2.2 Analytical Utility
Options: Pass (1) / Fail (0)
Definition: Does the label provide meaningful cat-
egorization that could directly support a reviewer
or analyst’s workflow when reviewing conversation
data? Themes, which should be ready for presenta-
tion to the user/analyst, are supposed to highlight
the topics discussed in the conversation that are
useful for categorizing and further analyzing them
according to the nature of the conversation.

• Pass: troubleshoot checkout error
For customer utterance: “I’m getting error
code E-503 when trying to complete my pur-
chase on your website. I’ve tried three differ-
ent browsers.”
Rationale: This theme label has good analyti-
cal utility because it categorizes the issue in a
way that would allow analysts to, e.g., identify
patterns in checkout problems, prioritize tech-
nical fixes, and track the frequency of specific
error types.

• Fail: customer contact
For customer utterance: “I ordered a blue
shirt in size medium last week, but you sent
me a red one instead. I’d like to exchange it.”
Rationale: This theme label lacks analyti-
cal utility because it’s too broad to provide
meaningful categorization. It fails to identify
the specific issue (there’s an order fulfillment
error) in a way that could help improve opera-
tions or track problem patterns.

• Pass: downgrade service plan
Fail: smart thermostat model TH8000 connec-
tion failure with iOS app version 3.2.1
Rationale: The good example provides use-
ful categorization at the right level of detail
for business analysis. The bad example is
too specific with technical details that would
fragment similar issues into tiny categories,
making pattern identification difficult.

C.2.3 Granularity
Options: Pass (1) / Fail (0)
Definition: Does the label maintain appropriate
specificity, as determined by its closeness to the
provided gold labels? (Submission authors are ex-
pected to infer ideal granularity from the provided
user preference data.)
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• Pass: update payment information
Fail: manage account
Rationale: The good example demonstrates
appropriate granularity by categorizing the
issue at a level that’s neither too broad nor
too specific. The bad example is too broad,
grouping potentially diverse issues that would
benefit from more specific categorization.

• Pass: troubleshoot device connectivity
Fail: resolve Sony WH-1000XM4 head-
phones pairing failure with streaming app on
Android 16 beta
Rationale: The good example shows appro-
priate granularity by categorizing at a level
that groups similar technical problems. The
bad example has excessive granularity, in-
cluding specific device models and OS ver-
sions that would create overly-fragmented cat-
egories.

C.2.4 Actionability
Options: Pass (1) / Fail (0)
Definition: Does the label provide sufficient in-
formation to categorize customer issues for resolu-
tion? Theme labels should be informative enough
to substantially narrow down the set of possible
customer issue resolution steps.

• Pass: dispute transaction
Fail: seek assistance
Rationale: The good example demonstrates
good actionability by clearly identifying a spe-
cific process (transaction dispute) with estab-
lished resolution procedures. The bad exam-
ple is too vague to suggest any specific resolu-
tion path.

• Pass: trace missing shipment
Fail: discuss app features
Rationale: The good example shows good
actionability by identifying a specific issue
(shipment tracking problem) that points to
clear resolution steps. The bad example has
poor actionability because “discuss” doesn’t
point to a specific resolution-related action,
and “app features” is too broad.

C.2.5 Domain Relevance
Options: Pass (1) / Fail (0)
Definition: Does the label reflect domain-specific
terminology and concepts appropriate to the con-
versation context? Theme labels should reduce

manual analysis by utilizing domain-relevant and
context-relevant terminology.

• Pass: verify coverage details
For customer utterance: “I need to know if
my insurance policy covers damage from a
burst pipe in my basement.”
Rationale: This theme label demonstrates
good domain relevance by using terminology
(“verify coverage”) that’s specific to the in-
surance industry and reflects how claims and
policy questions are typically categorized in
that domain.

• Pass: transfer prescription
For customer utterance: “I want to trans-
fer my prescription from my old pharmacy to
your location. Can you help with that?”
Rationale: This theme label shows good do-
main relevance by using standard pharmacy
industry terminology (“transfer prescription”)
that accurately reflects how this process is
categorized and handled within the health-
care/pharmacy domain.

• Fail: change money amount
For customer utterance: “I need to increase
my 401(k) contribution percentage starting
with my next paycheck.”
Rationale: This theme label lacks domain rel-
evance because it uses overly-generic termi-
nology instead of financial industry-specific
language. A more domain-relevant label
would be “adjust retirement contribution” or
“modify investment allocation.”

• Fail: fix travel problem
For customer utterance: “My flight was de-
layed and I missed my connection. I need to
be rebooked on the next available flight.”)
Rationale: This theme label has poor domain
relevance because it doesn’t use airline in-
dustry terminology. A more domain-relevant
label would be “rebook missed connection”,
“accommodate disrupted itinerary”, etc.

C.2.6 Thematic Distinctiveness
Options: Pass (1) / Fail (0)
Definition: Does the label create a clear boundary
that differentiates one theme from the other themes
in the dataset? Theme labels should exhaustively
cover all the examples AND be mutually exclusive.
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• Pass: report stolen card
In this context: Dataset already contains
theme labels “report lost card” and “report
fraudulent transaction”
For customer utterance: “Someone stole my
wallet and I need to block my credit card im-
mediately.”
Rationale: This theme label demonstrates
good thematic distinctiveness by creating a
clear boundary between related but distinct is-
sues: lost cards (misplaced by owner), stolen
cards (taken by someone else), and fraudulent
transactions (unauthorized use).’

• Fail: inquire about refund
In this context: Dataset already contains
theme label “request refund”
For customer utterance: “I returned my pur-
chase last week but haven’t seen the money
back in my account yet.”
Rationale: This theme label fails the thematic
distinctiveness test because it doesn’t create a
clear boundary between refund requests and
refund status checks. The new utterance is
about tracking a refund in progress, which
should be a distinct category (e.g. “check re-
fund status”. Instead, this category could be
compatible with utterances that are already
covered by “request refund”.

• Pass: change delivery location
Fail: reset account
In this context: Dataset already contains
theme labels “schedule delivery”, “resched-
ule delivery”, “reset password”, and “update
account information”
Rationale: The good example shows appro-
priate thematic distinctiveness by creating
a clear boundary between different delivery
modification types. The bad example blurs the
boundary between password resets and other
profile updates, creating confusion about cate-
gorization.

D Input/Output Data Examples

Below is an input datapoint for a dialogue with
one utterance marked as themed. For the train/dev
domains, the theme labels will be available as in
the example below. For the test domain, only the
flag that an utterance is themed will be provided.

{
"conversation_id": "Banking_123",

"turns": [
{

"speaker": "Agent",
"utterance": "Thank you for

calling Intellibank. This is
Melanie. How can I help you

?"
},
{

"speaker": "Customer",
"utterance": "Yeah, hey. This is

John Smith. I've got a
quick question."

},
{

"speaker": "Agent",
"utterance": "OK, John. What can

I help you with?"
},
{

"speaker": "Customer",
"utterance": "Yeah I need to

know what your ATM
withdrawal limits are for
the day.",

"theme_label": "get daily
withdrawal limit",

},
{

"speaker": "Agent",
"utterance": "Certainly. Our ATM

withdrawal limit is on a
per day basis and it is up
to two hundred dollars."

},
{

"speaker": "Customer",
"utterance": "Oh perfect,

perfect. Yeah, I think I'll
just see if I can head down
to the ATM now. Thank you."

},
{

"speaker": "Agent",
"utterance": "OK, thank you. You

have a great day."
},
{

"speaker": "Customer",
"utterance": "You too."

}
]

}

Below is an input datapoint with the example
user preference on clustering granularity:
{

"utterance_a": {
"utterance": "Yeah, so I need to

change the account number thing
that I put in whenever I go to
the ATM."

"conversation_id": "Banking_123",
"turn_id": 4

},
"utterance_b": {
"utterance": "OK. Excellent. Thank

you Ms. Crystal. And while I got
you on the phone I see it's
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been a little bit since you've
authenticated your account here.
Would you like to add a PIN

number to your account for
security reasons?"

"conversation_id": "Banking_345",
"turn_id": 10

},
"belong_to_same_theme": "yes"

}
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