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Abstract
The paper presents KMatrix-2, an open-source
toolkit that supports comprehensive heteroge-
neous knowledge collaborative enhancement
for Large Language Models (LLMs). As the
successor of KMatrix (Wu et al. 2024), our
toolkit offers powerful modular components
and typical enhancement patterns for conve-
nient construction of mainstream knowledge-
enhanced LLMs systems. Besides, it provides
unified knowledge integration and joint knowl-
edge retrieval methods to achieve more com-
prehensive heterogeneous knowledge collabo-
rative enhancement. Compared with KMatrix
which mainly focuses on descriptive knowl-
edge, this work additionally considers pro-
cedural knowledge. Moreover, systematic
inter-context and context-memory knowledge
conflict resolution methods are offered for
better knowledge integration. Some key re-
search questions in heterogeneous knowledge-
enhanced Large Language Models systems are
analyzed, and our toolkit’s capability in build-
ing such systems is validated. Our code and
data resources are available here.1

1 Introduction
Knowledge-Enhanced Large Language Models (K-
LLMs) systems are gaining increasing attention in
recent years, which combine Large Language Mod-
els (LLMs) with external knowledge to enhance
reasoning capabilities (Gao et al. 2023). Nowa-
days, K-LLMs systems have become a mainstream
paradigm for mitigating hallucination issues and
supporting domain-specific applications (Ji et al.
2023, Huang et al. 2023, Emelin et al. 2022).

There are two types of knowledge that criti-
cally contributes to the cognition of human beings:
declarative knowledge (“knowing what”) and pro-
cedural knowledge (“knowing how”) according to
metacognitive theories (Jacobs and Paris 1987). Ex-
isting K-LLMs studies mainly focus on declarative

*Corresponding author
1https://github.com/NLPerWS/KMatrix-2

knowledge enhancement, such as textual knowl-
edge (Karpukhin et al. 2020, Qu et al. 2020),
tables and knowledge graphs (Oguz et al. 2020,
Ma et al. 2022, Jiang et al. 2023a). Wang et al.
(2024) and Sun et al. (2024) attempted to analyze
the enhancement performance of procedural knowl-
edge (rules) on LLMs. Meanwhile, knowledge
conflict resolution is becoming an important sub-
direction in K-LLMs research (Xu et al. 2024),
which resolves the discrepancies among external
symbolic knowledge and LLMs’ parametric knowl-
edge for better knowledge integration. Recently,
several K-LLMs toolkits (Chase 2022, Pietsch et al.
2019, Izsak et al. 2023) have been developed, but
they still have the following limitations: 1) Lack-
ing support for collaborative enhancement with
comprehensive declarative and procedural knowl-
edge. The representative K-LLMs toolkits (Chase
2022, Hoshi et al. 2023, Wu et al. 2024) predom-
inantly support declarative knowledge (like text,
tables, knowledge graphs, etc) enhancement, but
ignore procedural knowledge (such as rules) en-
hancement. 2) Not highly flexible or easy-to-use.
RALLE (Hoshi et al. 2023) and Coze2 enabled the
construction of naive K-LLMs systems (one-time
knowledge retrieval & generation) by simply se-
lecting components, which is easy-to-use but lacks
the flexibility to support complex K-LLMs systems
construction (such as adaptive knowledge retrieval
& generation). FlashRAG (Jin et al. 2024) utilized
customizable components and defined component
relations through hard-coding method to flexibly
support the construction of complex K-LLMs sys-
tems. KMatrix (Wu et al. 2024) further improves
the composability of component relations by using
control-logic flow diagram. However, these toolk-
its require users’ involvement in the entire process
of component definition and relation design, which
is not easy-to-use. 3) Lacking knowledge conflict
resolution. Existing toolkits (Izsak et al. 2023,

2https://www.coze.com/store/plugin
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Figure 1: A overview framework of the KMatrix-2 toolkit

Wu et al. 2024, Edge et al. 2024) provide insuffi-
cient support for conflict resolution among external
knowledge and LLMs’ parametric knowledge.

To fill these gaps, we develop KMatrix-2: a com-
prehensive heterogeneous knowledge collaborative
enhancement toolkit for large language model. As
shown in Figure 1, KMatrix-2 contains six main
stages, and it specifically provides Unified Knowl-
edge Integration and Joint Knowledge Retrieval
stages to achieve descriptive and procedural het-
erogeneous knowledge collaborative enhancement.
Meanwhile, a rich of modular components (like
Retriever, Generator, etc) and several typical en-
hancement patterns (like Loop, Adaptive, etc) are
encapsulated, and can be combined to conveniently
construct mainstream heterogeneous K-LLMs sys-
tems, which balances flexibility and ease of use.
Moreover, we integrate inter-context and context-
memory conflict resolution methods (Hong et al.
2023, Zhou et al. 2023) in KMatrix-2 to mitigate
two kinds of conflicts: 1) conflict between exter-
nal knowledge, and 2) conflict between external
knowledge and LLMs’ parametric knowledge, re-
spectively. Our main contributions are:

1. The paper proposes a comprehensive het-
erogeneous knowledge collaborative enhancement
toolkit (KMatrix-2) for LLMs. Compared with pre-
vious toolkits, which mainly focused on descriptive
knowledge, KMatrix-2 specifically considers the
enhancement on procedural knowledge.

2. KMatrix-2 offers a rich selection of modu-
lar components and several typical enhancement
patterns to support convenient construction of main-
stream heterogeneous K-LLMs systems.

3. We offer systematic knowledge conflict reso-
lution methods for better knowledge integration.

4. Some key research questions in heterogeneous
K-LLMs systems are analyzed, and our toolkit’s

capability in building such systems is validated.

2 KMatrix-2 Toolkit
As shown in Figure 1, our toolkit contains six
stages to complete knowledge-enhanced genera-
tion task. Specifically, Comprehensive Heteroge-
neous Knowledge Support is used for the access
of comprehensive knowledge. Unified Knowledge
Integration supports the fusion of comprehensive
knowledge. Joint Knowledge Retrieval supports
the query of the integrated knowledge. Knowledge
Conflict Resolution is used to mitigate conflicts
among external knowledge and LLMs’ parametric
knowledge, and Knowledge Enhancement Pattern
Selection & Generation is used for knowledge en-
hancement process control and answer generation.
KMatrix-2 offers a rich selection of modular com-
ponents and several typical enhancement patterns
to implement the above six stages.

2.1 Comprehensive Heterogeneous
Knowledge Support

We develop a Comprehensive Knowledge Manager
component to support heterogeneous knowledge
access and management. As shown in Table 1,
KMatrix-2 supports the access of rich descriptive
and procedural knowledge. It supports three forms
of descriptive knowledge: text, table, and knowl-
edge graph, and each knowledge form supports
multiple formats. For example, textual knowledge
includes formats like WORD and PDF. Tables in-
cludes formats such as EXCEL and SQLite. Knowl-
edge graphs include graph databases like GraphDB
and Neo4j. Additionally, KMatrix-2 supports two
types of representative procedural knowledge: rule
and code knowledge (Li et al. 2024). In our toolkit,
rule knowledge could be represented as natural
languages or formal languages (such as first-order
logic). And code knowledge could be represented
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as 14 mainstream languages, like Python, Java, etc.

Table 1: Comprehensive Knowledge Support

Knowledge
Type

Knowledge
Form

Format

Declarative
knowledge

Text WORD, PDF, TXT,
Markdown, etc

Table EXCEL, Table JSON,
SQLite, etc

Knowledge
Graph

Triple JSON, Neo4j,
GraphDB, etc

Procedural
knowledge

Rule
NL Rule TXT,etc

FOL Rule JSON, etc

Code Formal Code JSON, etc

2.2 Unified Knowledge Integration
All descriptive and procedural knowledge can
be divided into two formats: files (like WORD,
EXCEL, Rule JSON, etc) and databases (like
SQLite, GraphDB, Neo4j, etc). We achieve uni-
fied knowledge integration through Unified Knowl-
edge Integrator. Specifically, we develop a Integra-
tion Router component to automatically distribute
knowledge in format of files and databases (ac-
cording to the tag of knowledge format), and build
corresponding knowledge integrators for them.

For knowledge in format of files, we build a Uni-
fied Verbalizer component to achieve knowledge
integration. The Unified Verbalizer converts dif-
ferent files into unified text fragments. Following
KMatrix’s Unified Verbalizer (Wu et al. 2024),
we further develop a Verbalizer model for rules
and code knowledge using template-based method.
(e.g., {rule body: an animal lives in a cold area,
rule head: it probably has thick fat or think fur} =>
If an animal lives in a cold area, then it probably
has thick fat or think fur.)

For knowledge in format of databases, we build a
Unified Database Interfacer component to achieve
knowledge integration. The Unified Database In-
terfacer standardizes and integrates query inter-
faces of different types of databases. We develop a
Unified Database Interfacer that supports SQLite,
GraphDB, Neo4j, etc.

2.3 Joint Knowledge Retrieval
The knowledge outputted by the Unified Knowl-
edge Integrator includes three types: a) text frag-
ments from declarative knowledge, b) text frag-
ments from procedural knowledge, and c) unified
database interfacer. To achieve joint knowledge
retrieval, we develop corresponding Retriever com-
ponents for each type of knowledge and build a

Retrieval Router component to automatically dis-
tribute knowledge to their respective Retrievers.

For text fragments from declarative knowledge,
we develop the Document Retriever component
to perform declarative knowledge retrieval, which
includes sparse retrievers: BM253, and dense re-
trievers: Contriever (Izacard et al. 2021), DPR
(Karpukhin et al. 2020), BGE (Xiao et al. 2023),
Qwen3 (Zhang et al. 2025).

For text fragments from procedural knowledge,
considering the inherent semantic gaps between
procedural knowledge (code & rule) and declar-
ative knowledge (Li et al. 2024), we build dedi-
cated Code and Rule Retriever components with
self-induction method, which utilizes LLMs to in-
duce potential rules or code from natural language
queries. And these induced rules or code are used
for query augmentation to alleviate semantic gaps
and improve retrieval effectiveness. A simplified
instruction for self-induction method are provided
in Appendix A.1.

For unified database interfacer, we develop
corresponding Query Parser components for the
query interfaces of SQLite, GraphDB, and Neo4j
databases, which receive input contents and gen-
erate query statements specifically tailored for the
query interfaces to obtain knowledge. Specifically,
KMatrix-2 includes: 1) SQLite-oriented Sql Parser:
a seq2seq SQL query generator based on Li et al.
(2023a), 2) GraphDB-oriented Sparql Parser: a
LLM-based SPARQL query generator inspired by
Xu et al. (2023), and 3) Neo4j-oriented Cypher
Parser: a Cypher query generator by transforming
SPARQL into Cypher using a unified intermediate
representation (Xu et al. 2023).

2.4 Knowledge Conflict Resolution
We build inter-context and context-memory conflict
resolution methods to mitigate: 1) conflict between
external knowledge, and 2) conflict between exter-
nal knowledge and LLMs’ parametric knowledge,
respectively. And they are implemented by Knowl-
edge Conflict Resolver component.

For inter-context (IC) conflict resolution, In ad-
dition to the conventional ICL (Dong et al. 2022)
approach, we follow Hong et al. (2023), and use
instruction-based discrimination to eliminate erro-
neous or conflicting information in external knowl-
edge. A instruction for discrimination could be as
follows: Given these passages, some passages may

3https://pypi.org/project/rank-bm25/
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have been perturbed with wrong information. Find
the perturbed passages if there are any.

For context-memory (CM) conflict resolution,
KMatrix-2 supports two strategies: 1) faithful to
context: aiming to align with context and focus on
context prioritization (Xu et al. 2024). In specific,
we follow Zhou et al. (2023), and employ coun-
terfactual demonstration to realize this target. 2)
factuality improvement: aiming for an integrated
response leveraging both context and parametric
knowledge towards a more truthful solution (Xu
et al. 2024). In specific, we develop two methods
based on COIECD (Yuan et al. 2024) and CAD
(Shi et al. 2024), respectively. COIECD employs
adaptive decoding with a contextual information-
entropy constraint, while CAD utilizes context-
aware decoding to implement this strategy.

2.5 Knowledge Enhancement Pattern
Selection & Generation

KMatrix-2 designs four typical enhancement pat-
terns to support the convenient construction of
mainstream heterogeneous K-LLM systems, in-
cluding Naive, Loop, Iterative, and Adaptive. Dia-
grams of these enhancement patterns are provided
in Appendix A.3.

1) Naive enhancement pattern: this pattern sup-
ports the construction of naive K-LLMs system,
which executes one-time retrieval and generation,
and the representative works of naive K-LLMs sys-
tem contain: DenseX (Chen et al. 2023), UPRISE
(Cheng et al. 2023), etc.

2) Loop enhancement pattern: this pattern sup-
ports the construction of loop K-LLMs system,
which executes query decomposition to obtain N
subqueries firstly, and performs a N-step retrieval
loop for these subqueries. Finally, it completes
generation based on the retrieved knowledge. The
representative works of loop K-LLMs system con-
tain: COK (Li et al. 2023b), KnowledGPT (Wang
et al. 2023), etc.

3) Iterative enhancement pattern: this pattern
supports the construction of iterative K-LLMs sys-
tem, which executes iterative retrievals and gen-
erations, and the representative works of iterative
K-LLMs system contain: Interleave (Shao et al.
2023), ITRG (Feng et al. 2024), etc.

4) Adaptive enhancement pattern: this pattern
supports the construction of adaptive K-LLMs sys-
tem, which executes adaptive retrievals and genera-
tions on demand, and the representative works of
adaptive K-LLMs system contain: SelfRAG (Asai

et al. 2023), FLARE (Jiang et al. 2023b), etc.
To meet the needs of different generation scenar-

ios, KMatrix-2 further integrates multiple Gener-
ators components on base of KMatrix (Wu et al.
2024). Our toolkit further includes: 1) a closed-
source general Generator: GPT-4, 2) three open-
source general Generators: Baichuan-2-13b (Yang
et al. 2023), DeepSeek-R1 (Guo et al. 2025),
Qwen2.5-14B-Instruct (Hui et al. 2024).

2.6 Toolkit Design & Usage
We design a concise user interface (UI) to hide
K-LLMs design details for ease of use.4 A rich
of modular components and several typical en-
hancement patterns are encapsulated, and can be
combined to conveniently construct mainstream
K-LLMs systems. User interface (UI) of a loop
K-LLMs system deployment is shown in Figure 2,
and the usage instructions of our toolkit are pro-
vided in Appendix A.2.

3 Experimental Settings
3.1 Datesets and Knowledge
Evaluation datasets are shown in Table 6 (Appendix
A.4). To evaluate the performance of knowledge re-
trieval, this paper selects COIR (Li et al. 2024)
and RuleBench (Sun et al. 2024). In specific,
COIR is used for code knowledge retrieval eval-
uation, which contains 14 main code languages.
RuleBench is used for rule knowledge retrieval
evaluation, which contains natural language and
first-order logic rules. To evaluate the semantic
parsing performance of Query Parser, this paper
selects WWQ (Xu et al. 2023) and spider_realistic
(Deng et al. 2020) to assess performance of Sparql
and Sql Parsers, respectively. To evaluate descrip-
tive and procedural knowledge enhancement per-
formance of K-LLMs system, this paper selects: 1)
6 open domain question answering (QA) datasets
from KMatrix, which is used to evaluate descrip-
tive and procedural knowledge enhancement per-
formance on factual QA task, and 2) RuleBench,
which contains rule-following QA datasets from
5 domains and is used to evaluate descriptive and
procedural knowledge enhancement performance
on inferential QA task. And this paper selects Con-
flictBank (Su et al. 2024) and ConflictQA (Xie et al.
2024) to assess performance of IC and CM knowl-
edge conflict resolution methods, respectively.

Heterogeneous knowledge used in evaluation is
shown in Table 7 (Appendix A.4). For descriptive

4https://github.com/NLPerWS/KMatrix-2
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Figure 2: Deployment UI of KMatrix-2: toolkit usage instructions are provided in Appendix A.2.

knowledge, we integrate Wikipedia (Chen et al.
2017), Wikidata (Vrandečić and Krötzsch 2014)
and Wikitable (Ma et al. 2022). For procedural
knowledge, we integrate the natural language and
first-order logic rules in RuleBench.
3.2 Task Settings
Some key research questions (RQs) in heteroge-
neous K-LLMs systems are analyzed, and our
toolkit’s capability in building such systems is vali-
dated.

RQ1: Can Self-Induction method bridge the
semantic gap in procedural knowledge retrieval to
boost performance? To validate this, we evaluate
four retrieval models on two types of procedural
knowledge: code and rules. The models include:
1) two representative dense retrievers: BGE (Xiao
et al. 2023) and Qwen3 (Zhang et al. 2025), 2) their
enhanced versions with our Self-Induction method:
Self-Induction+BGE and Self-Induction+Qwen3.

RQ2: Do factual question answering (QA) and
inferential QA tasks rely on different types of
knowledge? To validate this, we evaluate descrip-
tive and procedural knowledge enhancement per-
formance of K-LLMs system on factual and infer-
ential QA tasks. We use Naive K-LLMs (one-time
retrieval & generation) as the evaluated system.
Baichuan-2-13B (Yang et al. 2023) is used as the
Generator. BGE (Xiao et al. 2023) is used as the
procedural knowledge Retriever. Contriever (Izac-
ard et al. 2021) is used as the descriptive knowl-
edge Retriever. The descriptive and procedural
knowledge in Table 7 (Appendix A.4) is used as
the knowledge bases.

RQ3: Can knowledge conflict resolution meth-
ods further improve the performance of K-LLM

systems? To validate this, we evaluate: 1) the CM
conflict resolution method: COIECD (Yuan et al.
2024) and CAD (Shi et al. 2024), 2) the IC conflict
resolution method: ICL (Dong et al. 2022) and
Discriminator (Hong et al. 2023).

4 Experimental Analyses
We report experimental results and analyses as fol-
lows:

RQ1: The answer is YES. Table 2 summarizes
the evaluation results of procedural knowledge re-
trieval. Specifically, Tables 2a and 2b detail the per-
formance evaluations of the four retrievers for rule
and code knowledge retrieval, respectively. Com-
pared to the two representative dense retrievers
(BGE and Qwen3), their enhanced versions with
our Self-Induction method demonstrate consistent
performance improvements across most datasets,
revealing our method’s potential in mitigating se-
mantic gaps for procedural knowledge retrieval.

Considering that KMatrix has evaluated the re-
trieval performance of declarative knowledge, we
further report the semantic parsing performance of
the two integrated Query Parsers in Table 3. They
exhibit strong semantic parsing capabilities.

RQ2: Factual and Inferential QA tasks rely
on different types of knowledge. Table 4 sum-
marizes the evaluation results. Specifically, Table
4a and Table 4b show descriptive & procedural
knowledge enhancement performance on Factual
and Inferential QA tasks, respectively. On Fac-
tual QA tasks, Compared to answer generation
without knowledge, the performance of K-LLMs
system with descriptive knowledge enhancement
shows a significant improvement. The collabora-
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Table 2: Procedural knowledge retrieval performance evaluation
(a) Rule knowledge retrieval performance evaluation (Recall@10)

Clutrr Deer Law Ulogic TheoremQA Clutrr-Fol Ulogic-Fol Law-Fol
BGE 4.77% 100% 97.59% 95.06% 67.45% 4.96% 90.72% 92.77%

Self-Induction+BGE 15.08% 100% 98.19% 98.67% 80.36% 13.55% 98.80% 97.59%
Qwen3 3.34% 100% 96.39% 96.63% 81.27% 3.15% 92.41% 93.98%

Self-Induction+Qwen3 13.84% 100% 98.80% 98.80% 84.00% 13.07% 96.99% 98.19%

(b) Code knowledge retrieval performance evaluation (Recall@10)

Codetrans-Dl Stackoverflow Apps Codefeedback Codetrans-Contest Text2sql Cosqa
BGE 59.44% 87.51% 41.71% 48.81% 69.25% 79.36% 41.20%

Self-Induction+BGE 57.84% 87.70% 48.12% 50.36% 70.83% 92.13% 44.02%
Qwen3 77.08% 94.19% 90.86% 93.47% 93.06% 95.58% 60.95%

Self-Induction+Qwen3 79.41% 94.52% 93.19% 94.61% 93.65% 98.18% 58.51%

Table 3: Semantic parsing performance of Query Parser (EM)

Sparql Parser Evaluation Sql Parser Evaluation
Model EM Model EM
WikiSP 75.55% RESDSQL(t5-3b) 72.64%

Table 4: Descriptive & procedural knowledge enhancement performance evaluation
(a) Descriptive & procedural knowledge enhancement performance evaluation on Factual QA tasks (Acc)

Knowledge Popqa Webqa NQ Triviaqa Hotpotqa 2Wikiqa
Without 23.45% 29.53% 13.24% 42.86% 16.65% 23.75%

Declarative 62.26% 37.60% 36.62% 61.70% 27.90% 26.45%
Declarative+Procedural 62.54% 36.96% 35.84% 60.74% 27.20% 26.35%

(b) Descriptive & procedural knowledge enhancement performance evaluation on Inferential QA tasks (Acc)

Knowledge Clutrr Deer Law Ulogic Clutrr-Fol Ulogic-Fol Law-Fol
Without 25.19% 85.71% 27.71% 11.81% 24.81% 11.81% 27.11%

Declarative 27.96% 95.24% 22.89% 48.80% 28.34% 48.55% 23.49%
Declarative+Procedural 31.97% 95.24% 40.96% 58.43% 32.06% 58.55% 40.96%

tive enhancement performance of descriptive and
procedural knowledge does not differ significantly
from that of descriptive knowledge enhancement
alone, indicating that Factual QA tasks primarily
rely on descriptive knowledge, with a weak depen-
dence on procedural knowledge. On Inferential
QA tasks, Compared to answer generation without
knowledge, the K-LLMs system with descriptive
knowledge enhancement demonstrates a marked
performance improvement, and the collaborative
enhancement of descriptive and procedural knowl-
edge further boosts performance, highlighting that
inferential QA tasks require both descriptive and
procedural knowledge.

RQ3: knowledge conflict resolution further im-
proves the performance of K-LLM systems. Table
5 displays the evaluation results. Compared to
method without knowledge, the K-LLMs systems
with knowledge enhancement demonstrate a signif-
icant performance improvement. Our developed
CM and IC knowledge conflict resolution methods
both yield additional substantial gains, demonstrat-
ing their capability in mitigating hallucinations
and improving factual accuracy of LLMs.

Table 5: Knowledge conflict resolution evaluation

Method Acc
CM Conflict w/o knowledge 10.00%
Resolution w/ knowledge 56.65%

+COIECD 63.98%
+CAD 60.08%

IC Conflict w/o knowledge 1.00%
Resolution w/ knowledge 21.00%

+ICL 34.90%
+Discriminator 54.00%

5 Conclusions
The paper presents KMatrix-2, an open-source
toolkit that supports comprehensive heterogeneous
knowledge enhancement for LLMs. Unified knowl-
edge integration and joint knowledge retrieval
methods are provided to achieve descriptive and
procedural knowledge collaborative enhancement.
Meanwhile, systematic knowledge conflict reso-
lution methods are offered for better knowledge
integration. We develop a rich selection of com-
ponents and several typical enhancement patterns
to support convenient construction of mainstream
K-LLMs systems. Some key research questions
are analyzed and comparative performance results
demonstrate the capabilities of KMatrix-2.
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Limitations

KMatrix-2 currently has some limitations, which
we will gradually improve in the future. 1) Al-
though our toolkit supports the construction of
Adaptive K-LLMs systems, it lacks comprehensive
and systematic support for the currently popular
Agentic RAG. This is an area we need to strengthen
in our follow-up work. 2) Regarding the producti-
zation of our toolkit, we need to do more work.
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Denny Vrandečić and Markus Krötzsch. 2014. Wiki-
data: a free collaborative knowledgebase. Communi-
cations of the ACM, 57(10).

Siyuan Wang, Zhongyu Wei, Yejin Choi, and Xiang Ren.
2024. Can llms reason with rules? logic scaffolding
for stress-testing and improving llms. arXiv preprint
arXiv:2402.11442.

Xintao Wang, Qianwen Yang, Yongting Qiu, Jiaqing
Liang, Qianyu He, Zhouhong Gu, Yanghua Xiao,
and Wei Wang. 2023. Knowledgpt: Enhancing large
language models with retrieval and storage access on
knowledge bases. arXiv preprint arXiv:2308.11761.

Shun Wu, Di Wu, Kun Luo, XueYou Zhang, Jun Zhao,
and Kang Liu. 2024. Kmatrix: A flexible hetero-
geneous knowledge enhancement toolkit for large
language model. In Proceedings of the 2024 Con-
ference on Empirical Methods in Natural Language
Processing: System Demonstrations, pages 280–290.

Shitao Xiao, Zheng Liu, Peitian Zhang, and Niklas
Muennighof. 2023. C-pack: Packaged resources to
advance general chinese embedding. arXiv preprint
arXiv:2309.07597.

Jian Xie, Kai Zhang, Jiangjie Chen, Renze Lou, and
Yu Su. 2024. Adaptive chameleon or stubborn sloth:
Revealing the behavior of large language models in
knowledge conflicts. In The Twelfth International
Conference on Learning Representations.

598

https://openreview.net/forum?id=auKAUJZMO6
https://openreview.net/forum?id=auKAUJZMO6
https://openreview.net/forum?id=auKAUJZMO6


Rongwu Xu, Zehan Qi, Zhijiang Guo, Cunxiang Wang,
Hongru Wang, Yue Zhang, and Wei Xu. 2024.
Knowledge conflicts for llms: A survey. arXiv
preprint arXiv:2403.08319.

Silei Xu, Shicheng Liu, Theo Culhane, Elizaveta Pert-
seva, Meng-Hsi Wu, Sina J Semnani, and Mon-
ica S Lam. 2023. Fine-tuned llms know more, hal-
lucinate less with few-shot sequence-to-sequence
semantic parsing over wikidata. arXiv preprint
arXiv:2305.14202.

Aiyuan Yang, Bin Xiao, Bingning Wang, Borong Zhang,
Ce Bian, Chao Yin, Chenxu Lv, Da Pan, Dian Wang,
Dong Yan, et al. 2023. Baichuan 2: Open large-scale
language models. arXiv preprint arXiv:2309.10305.

Xiaowei Yuan, Zhao Yang, Yequan Wang, Shengping
Liu, Jun Zhao, and Kang Liu. 2024. Discerning
and resolving knowledge conflicts through adaptive
decoding with contextual information-entropy con-
straint. arXiv preprint arXiv:2402.11893.

Yanzhao Zhang, Mingxin Li, Dingkun Long, Xin Zhang,
Huan Lin, Baosong Yang, Pengjun Xie, An Yang,
Dayiheng Liu, Junyang Lin, Fei Huang, and Jingren
Zhou. 2025. Qwen3 embedding: Advancing text
embedding and reranking through foundation models.
arXiv preprint arXiv:2506.05176.

Wenxuan Zhou, Sheng Zhang, Hoifung Poon, and
Muhao Chen. 2023. Context-faithful prompt-
ing for large language models. arXiv preprint
arXiv:2303.11315.

599



A Appendix

A.1 A simplified instruction for self-induction method
You are given a Context and a Question. Please write the inferential rule that may help answer the question.
A demonstration example is as follows:
Context: Artist Alice is commissioned for a large mural titled "Sunset Dreams" in the city center, involving
vibrant colors and abstract shapes to represent the diversity of the community.
Question: Does Alice need to create "Sunset Dreams"?
Rule: Commissioned(Person X, Artwork Y) => NeedToCreate(Person X, Artwork Y)

A.2 The Usage Instructions of KMatrix-2
KMatrix-2 consists of three sections: Knowledge Base Management, System Design and Interaction, and
Task Management and Evaluation. The screencast video of our toolkit are available here.5

Figure 3: Knowledge Base Management interface: providing efficient heterogeneous knowledge access and
management services. We can easily create descriptive and procedural knowledge bases, including Text, Table,
Knowledge Graph, Rule and Code. And upload corresponding files (like PDF, WORD, Rule JSON, etc) or databases
(like SQLite, Neo4j, GraphDB, etc). All knowledge bases we create will be uniformly managed, and users can
easily search and modify the information in the knowledge bases.

5https://youtu.be/E7hk-jrM2CY
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Figure 4: System Design and Interaction: supporting the construction, deployment, and user interaction of the
K-LLMs system. We can construct K-LLMs system by: 1) selecting system enhancement pattern (like Adaptive and
Iterative), 2) selecting knowledge source, 3) selecting Retriever and configuring parameters, 4) selecting knowledge
conflict resolution strategy, 5) selecting Generator and configuring parameters. After that, we can deploy the
K-LLMs system and interact with it. The interface of System Deployment and Interaction is shown in Figure 2.

Figure 5: Task Management and Evaluation interface: support for constructing, managing and executing evaluation
tasks for the K-LLMs system. We can create evaluation task, and select evaluation dataset & K-LLMs system we
create. After that, we can run the evaluation task, and the evaluation results will be presented.

A.3 The Enhancement Patterns of KMatrix-2

Figure 6: The Enhancement Patterns of KMatrix-2

A.4 Heterogeneous knowledge and datasets used in evaluation

Table 6: Evaluation datasets used by KMatrix-2

Dataset Type Dataset Name Dataset Scale
Code Retrieval COIR 223358
Rule Retrieval RuleBench 4527
Sparql Parsing WWQ 454

Sql Parsing spider_realistic 508

Factual QA

2Wikiqa
Hotpotqa

NQ
Popqa

Triviaqa
Webqa

12576
7405
3610
1399
7313
2032

Inferential QA RuleBench 4527
IC Conflict
Resolution

ConflictBank
(subset)

1000

CM Conflict
Resolution

ConflictQA 8027

Table 7: Heterogeneous knowledge used in evaluation

Knowledge
Type

Knowledge
Name

Knowledge
Scale

Descriptive
Knowledge

Wikipedia

Wikidata

Wikitable

21000k

5790k

6860k

Procedural
knowledge

NL Rule

(RuleBench)

FOL Rule

(RuleBench)

2462

2065
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