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Abstract

Legal citation detection in court judgments un-
derpins reliable precedent mapping, citation
analytics, and document retrieval. Extract-
ing references to legislation and case law in
the United Kingdom is especially challeng-
ing: citation styles have evolved over centuries,
and judgments routinely cite foreign or histor-
ical authorities. We conduct the first system-
atic comparison of three modelling paradigms
on this task using the Cambridge Law Cor-
pus: (i) rule-based regular expressions; (ii)
transformer-based encoders (BERT, RoOBERTa,
LEGAL-BERT, ModernBERT); and (iii) large
language models (GPT-4.1). We produced a
gold-standard high-quality corpus of 190 court
judgments containing 45,179 fine-grained anno-
tations for UK and non-UK legislation and case
references. ModernBERT achieves a macro-
averaged F1 of 93.3%, only marginally ahead
of the other encoder-only models, yet signif-
icantly outperforming the strongest regular-
expression baseline (35.42% F1) and GPT-4.1
(76.57% F1).

1 Introduction

The vast volume of legislative documents, court
judgments, and other legal texts produced glob-
ally represents a significant repository of structured
knowledge, logical reasoning, and historical ju-
risprudence. However, the inherent complexity of
legal language, with its specialised terminology, in-
tricate cross-referencing conventions, and nuanced
semantics, poses unique challenges for computa-
tional methods (Dale, 2019; Ganguly et al., 2023;
Trancoso et al., 2023; Glogar, 2023; Koenecke
et al., 2025). Accurately identifying references
to specific legal entities, such as legislation and
case law within these texts, is critical in many le-
gal applications (Cross and Harris, 1991; Duxbury,
2008; Lewis, 2021; Koenecke et al., 2025). Precise
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extraction and linking of legal references enables
various practical applications, including facilitating
efficient legal NLP research supporting automated
legal question-answering systems (Martinez-Gil,
2023; Siino et al., 2025), enhancing the consis-
tency and transparency of legal reasoning (Zheng
et al., 2025), and enabling data-driven legal scholar-
ship (Carmichael et al., 2017; Schmid et al., 2021;
Sargeant et al., 2025). Robust legal reference iden-
tification is indispensable for researchers and poli-
cymakers who investigate court efficiency (Posner,
2000; Fowler et al., 2007; Dalton and Singer, 2014;
Bellutta and Carley, 2024), evaluate the real-world
impact of judicial reforms (Blackwell, 2020; Tinar-
rage et al., 2024; Garoupa and Rao, 2025), examine
judicial behaviours and biases (Choi and Gulati,
2008; Ash et al., 2024; Lindholm et al., 2025), and
construct citation networks to visualise and analyse
how laws evolve over time (Mones et al., 2021;
Schmid et al., 2021; Mohammadi et al., 2024).

Our work aims to advance legal entity recogni-
tion (LER) and legal citation extraction for legisla-
tion and case law in the United Kingdom (UK). It
is particularly critical to UK law due to the juris-
diction’s reliance on both legislation and case law
precedents; it is also particularly challenging due
to the novel and complex referencing conventions
of the UK and frequent references to international
and foreign laws. While progress has been made in
LER (Section 1.2), no other study on UK law has
been conducted in this area. We address this gap by
focusing on extracting and linking legal references—
legislation and case law—from the UK’s Cambridge
Law Corpus (CLC, Ostling et al., 2023).

1.1 Legislation and Case Law in UK Law

In the UK’s common law jurisdiction, there are
two major sources of authoritative law: legislation
(Acts of Parliament, also known as statutes, and
statutory instruments, also known as regulations)
and case law (court decisions or judgments).
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Case law from previous court judgments form
a body of precedent law that guide judges future
decisions on the same or similar legal issues (Raz,
2009). It underscores the doctrine of stare deci-
sis (“to stand by things decided”), which is ap-
plied relatively strictly in the UK (Duxbury, 2008).
Higher court decisions can bind lower courts, while
judgments from lower or parallel courts may re-
tain persuasive authority (Cross and Harris, 1991;
Lewis, 2021). Consequently, accurate citation to
both legislation and case law is crucial in shaping
arguments and clarifying points of law. For compu-
tational approaches to law, extracting correct legal
references is crucial and one of the most important
annotations for legal Al research (Sannier et al.,
2017; Frankenreiter and Livermore, 2020).

UK Legal References Despite the importance of
accurate and precise legal referencing, UK case law
lacks uniformity in citation format. While refer-
encing guidelines exist for legal academic writing
(Meredith and Nolan, 2012), judges write legal ref-
erences in court judgments in natural prose, rather
than being restricted to standardised templates.

Legislation is generally referenced by its full ti-
tle and year, such as the “Equality Act 2010”. It
may also be abbreviated, such as the “EA 2010” or
“the 2010 Act”. Case law references are defined
by the name of the case (normally the opposing
parties), the year, and a unique identifier of the
specific judgment. There is no uniform identifi-
cation, and the same court decision can be cited
differently. In 2001, the neutral citation system was
introduced to improve case identification; it refers
to the court judgment by the court abbreviation and
case number (MOJ, 2001, 2002), such as [2022]
UKSC 25 (i.e., UK Supreme Court 2022, Case 25),
compared to [2023] 2 All ER 303 (i.e., All England
Law Reports 2023, volume 2, page 303). Pinpoint
citations direct readers to specific parts of legisla-
tion or cases and can appear in various forms, see
detailed examples in Appendix A and B.

Widespread references to other jurisdictions am-
plify the diversity of citation forms encountered in
UK court judgments. European Union (EU) law,
with distinct citation conventions, is frequently re-
ferred to in UK case law due to its EU membership
from 1973 to 2020. UK courts often consider for-
eign laws for international business transactions
and disputes that often elect to be governed by the
law of England and Wales.

The historical influence of British colonisation

means UK law remains in force, was in force at
periods of the dataset, or remains a dominant influ-
ence in over 80 legal systems worldwide (Daniels
et al., 2011; CIA, 2025). Importantly, the UK Privy
Council, among other roles, was formerly the most
superior court for the entire British Empire and still
allows appeals from several countries.

1.2 Legal Entity Reference Extraction

Efforts to derive insights and extract information
from legal texts date back to the 1990s (Tur-
tle, 1995). Since then, natural language process-
ing (NLP) has been employed for various related
tasks, including legal information extraction and re-
trieval (Goebel et al., 2024; Joshi et al., 2023). Mul-
tiple studies have focused on named entity recog-
nition (NER) for legal data. Most focus on the
identification of individuals (e.g., judges, lawyers),
locations, and organisations (Cetindag et al., 2023).
Current work draws on legal data from various ju-
risdictions, such as the United States (US) (Trias
et al., 2021; Dozier et al., 2010), European Court
of Human Rights (Cardellino et al., 2017), Ger-
many (Leitner et al., 2020, 2019), Italy (Bellandi
et al., 2024; Pozzi et al., 2023), France (Mathis,
2022), Brazil (Luz de Araujo et al., 2018), and
Turkey (Cetindag et al., 2023).

In addition to general NER, some studies specif-
ically address the extraction of legal references.
For example, Neale (2013) employs pattern match-
ing and context-free grammars to parse Canadian
case citations, while Agnoloni et al. (2017) intro-
duces the BO-ECLI Parser Engine for automati-
cally extracting legal references from European
case law. Further, Haragta and Savelka (2017) and
Harasta et al. (2018) adopt Conditional Random
Fields (CRF) to extract legal references and anno-
tate Czech case law automatically. Although these
papers touch on LER, they do not provide methods
and results specifically for reference extraction.

Several studies employ regular expressions
(RegEx) to address the extraction of legal refer-
ences. Sadeghian et al. (2018) utilises a complex
RegEx pattern-matching schema to extract legal
citations. However, the authors provide only brief
examples of US legislation patterns and do not
discuss citation extraction performance in depth.
Similarly, Milz et al. (2021) develops a German le-
gal citation network by matching text that includes
the symbol §, which refers to an article. This ap-
proach only identifies legislation references that
specify a particular article number and, notably,
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captures only about 7.34% of all citations. Milz
et al. (2024) applies a comparable method to build
a New Zealand legal citation network, using multi-
ple RegEx patterns on a small dataset but offering
limited details on the diverse citation conventions
or performance. In a related effort, Sartor et al.
(2022) parses XML text from the EU Court of Jus-
tice and combines pre-structured legal references
with RegEx to locate pinpoint references more effi-
ciently. Gheewala et al. (2019) builds an adaptable
model using the RegEx-based Java Annotation Pat-
terns Engine (JAPE) to extract legal citations within
international law automatically. However, there is a
notable absence of papers that provide evaluations
of RegEx performance for legal entity extraction.

Supervised machine learning (ML) approaches
have also been explored. Tran et al. (2014) employs
maximum entropy and support vector machines to
detect references in Japanese legal texts, achieving
an F1 score of 80.06% for reference detection and
85.61% accuracy for reference resolution. Since
the introduction of the transformer (Vaswani et al.,
2017), these architectures are increasingly used for
more accurate extraction. Correia et al. (2022) col-
lects and manually annotates Brazilian Supreme
Court rulings for multiple nested entity types. They
compare CRF and BiLSTM-CRF models for entity
annotation, reporting an F1 score of 0.91 for both
models. Similarly, Bach et al. (2019) examines
CRF and BiLSTM-CRF models for reference ex-
traction on Vietnamese legal documents, obtaining
F1 scores of 94.72 with CRF, 94.66 with BILSTM,
and 95.35 with BILSTM-CRF. The same team also
adopts a transformer-based encoder architecture
to extract Vietnamese legal references, with a no-
tably high F1 score of 99.4 for joint reference and
relation extraction (Thuy et al., 2023).

To the best of our knowledge, there is no existing
work evaluating LER methods for UK law.

1.3 Contributions

In this work, we provide a systematic study of legal
entity and reference extraction for UK law. Our
main contributions are:

1. Methodological Evaluation: ~We compare
the performance of rule-based approaches
(RegEx), pre-trained transformer encoders
(BERT, RoBERTa, LEGAL-BERT, Modern-
BERT), and a large language model (GPT-4.1)
on extracting legislation and case law references
in UK court cases.

2. Annotated Legal Entity Dataset: We curate
and release CLC-Citation, an expert-annotated
dataset with detailed labels for UK and non-UK
legal references.We also provide a detailed an-
notation schema for annotating legal entities.

3. Insights for Jurisdiction-Specific LER: We pro-
vide an in-depth analysis of model performance
across various challenges in UK LER, yielding
practical guidance and highlighting where fur-
ther research could improve performance.

2 The CLC-Citation Corpus

We base our work on the Cambridge Law Cor-
pus (CLC, Ostling et al., 2023). Each case in the
CLC includes both the textual content and relevant
metadata. We use the same sample of annotated
data used in Ostling et al. (2023), i.e., a stratified
random sample by court. However, due to technical
issues with the annotation tool INCEpTION, not
all annotations could be retrieved, leaving us with
190 cases from the original sample. At least one
case from each court was included in the sample.

Three different legal scholars made the initial
annotations. However, the initial annotations re-
vealed inconsistencies among the three annotators,
likely due to the task’s complexity and the limita-
tions of the initial schema. To address these issues,
maximise annotation quality and minimise annota-
tion errors, our first author! undertook a systematic
re-annotation in three steps:

1. Schema Refinement: Introduced sub-labels that
differentiate UK entities from non-UK entities,
and established detailed guidelines to ensure
consistent interpretation and annotation of each
new sub-label (see Appendix A).

2. Systematic Re-annotation:  Carefully re-
annotated all 190 cases, relying on the refined
annotation guidelines (see Appendix A).

3. Cross-Validation Corrections: Cross-validated
the training and validation sets using an ini-
tial RoBERTa model (Section 3) to identify in-
consistencies. Detected misclassifications were
reviewed, and any annotation errors were cor-
rected in the training and validation sets.

As an additional quality-control step and to avoid
introducing bias when estimating the generalisa-
tion error, our first author annotated the test data
twice, with more than six months between the an-
notation rounds. Where discrepancies were iden-

"Holds a qualifying law degree, a graduate degree in law,
and is a non-practising solicitor.
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Train Val. Test Total
Cases 110 30 50 190
Tokens | 511130 146475 324551 982156
UKCR 8347 3065 4482 15894
UKSR 9492 3170 4282 16944
CR 773 122 120 1015
SR 4059 289 375 4723
CNP 1525 430 525 2480
CNC 2149 601 868 3618
CLRR 255 118 132 505

Table 1: The CLC-Citation Corpus. UK Case Refer-
ence (UKCR), UK Statute Reference (UKSR), Case
Reference (CR), Statute Reference (SR), Case Name
Parties (CNP), Case Neutral Citation (CNC), Case Law
Report Reference (CLRR).

tified, the differences were resolved and a final
annotation made. The agreement between the two
versions was very high. Only 46 out of 10,249 sen-
tences contained any difference; a Cohen’s « (Co-
hen, 1960) of 0.99 based on 324,551 token labels
in the test set.

Once the annotations had been finalised, we
converted each case document into the BIO2 for-
mat (Ramshaw and Marcus, 1995). Under this
scheme, tokens linked to legal references are tagged
as ‘B-REFERENCE’ (begin) or ‘I-REFERENCE’
(inside), labelling remaining tokens as ‘Other’. Ta-
ble 1 details the legal entity corpus composition.

During evaluation, we merge all tokens labelled
as either ‘B-REFERENCE’ or ‘I-REFERENCE’
into a single positive class, treating all other tokens
as negative. More details on the experiments can
be found in Appendix G.

3 Experiments

We evaluate three distinct approaches to LER on
our annotated dataset: (1) RegEx, (2) pre-trained
transformer encoder models, and (3) decoder-type
large language models. Performance is evaluated
using the standard F1-score, precision, recall, the
Jaccard Index, and Seqeval F1 at the token level.
The Jaccard Index, also known as the intersec-
tion over union, is calculated as TP/(TP + FP +
FN) (Jaccard, 1901). Sequeval F1 calculates the
predictions at the full entity level and will only
count as a true positive if the entire sequence of
tokens is correctly classified (Nakayama, 2018).
Due to the challenges of reliably detecting ref-
erences using RegEx, we created a second dataset
that focuses exclusively on UK legal references.

In this dataset, we treat the CR and SR categories
from Table 1 as non-references during both training
and evaluation. To enable a more granular analysis
of model performance, we additionally evaluate
results specifically for statutes and cases separately,
disregarding all other labels.

3.1 Regular Expressions

As a baseline, we developed RegEx patterns to
identify legislation and case law references within
UK court judgments. We leveraged legal exper-
tise to capture typical citation patterns observed
in court judgments. Guided by illustrative exam-
ples (Appendix B), we developed separate RegEx
patterns for legislation references and case law ref-
erences. The case law expressions were categorised
into overinclusive and underinclusive variations to
address inconsistencies in case names.

The RegEx patterns underwent iterative refine-
ment utilising the training and validation subsets of
the CLC-Citation. Refinements adjusted for punc-
tuation, expanded coverage of naming variations,
and enforcement of other citation components (e.g.,
law report abbreviations and court identifiers). Our
final patterns focus on capturing common citations
of UK legislation and case law, with partial cover-
age of non-UK references (Appendix D).

3.2 Pre-Trained Encoder Models

We fine-tune and evaluate three pre-trained en-
coder models on the training set: BERT (De-
vlin et al., 2019), RoBERTa (Liu et al., 2019),
LEGAL-BERT (Chalkidis et al., 2020), and Mod-
ernBERT (Warner et al., 2024). LEGAL-BERT is
specifically trained on legal-domain corpora. No-
tably, LEGAL-BERT is an uncased model (no cap-
italisation), while ROBERTa is available only in
a cased version. To isolate the impact of capital-
isation and tokenisation, we fine-tune both cased
and uncased versions of BERT and compare their
performance against ROBERTa and LEGAL-BERT.
ModernBERT is a recently proposed transformer
architecture that builds upon its predecessors with
several key enhancements (Warner et al., 2024).
It incorporates engineering advances from the de-
velopment of LLMs, features a 16-fold increase
in context length, more efficient attention mecha-
nisms, and a significantly larger pre-training corpus.
Two different sets of models were trained, one for
UK-only references and one for all legal references.

For fine-tuning, we adopt a consistent training
protocol for all encoder models. Each model under-
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goes 50 training epochs, with 100 warm-up steps
and a weight decay of 0.01. The learning rate de-
creases linearly from Se-5 to le-7 after warm-up.
Hyperparameters were kept consistent during the
evaluations. Model predictions are made at the
sentence level, with token-level labels predicted in-
dividually for each sentence. After each epoch, the
F1 score is computed on the validation set, and the
model with the best validation F1 during training
is used for further analysis.

3.3 Decoder-Type Large Language Models

We also evaluate a transformer-based decoder
model for the LER task, which are typically em-
ployed for generative tasks. Specifically, we inves-
tigate GPT-4.1 (OpenAl, 2025), selected for its bal-
ance between computational cost and model perfor-
mance. Given the substantial volume of legal text,
applying a more expensive and resource-intensive
model may be impractical in many academic or
production contexts.

We employ a task-specific prompting strategy
(detailed in Appendix E), which guided GPT-4.1 to-
ward token-level reference extraction. The prompt
was constructed in a few-shot learning approach,
starting with a system message followed by exam-
ple sentences from the training set with expected
output, and concluding with the sentence to be clas-
sified along with instructions to respond in TANL
format (Paolini et al., 2021). The TANL format is
designed to be more natural for LLMs, uses fewer
tokens, and avoids limitations of other structured
files by annotating tagged words and labels within
curly brackets, such as: “...which fall within the
scope of {article 8§ | REFERENCE}”.

In addition to static few-shot learning with a
fixed set of examples, we also explored a dy-
namic approach, framed as a lightweight retrieval-
augmented generation (RAG) setup (Lewis et al.,
2020). For each test sentence, we computed Ope-
nAl text-embedding-3-small embeddings and used
cosine similarity to select the eight most similar
training examples (with at least four containing
legal references). This method allows us to test
whether tailoring the prompt to the specific context
of each case improves the model’s in-context learn-
ing and overall extraction accuracy by grounding
predictions in contextually relevant training data.
The final experiment used $45 ($28 input, $17 out-
put, $0.02 embeddings) to perform predictions for
the 50 full test cases using the OpenAl API. All
predictions are generated using a temperature of 0.

4 Results and Discussion

Tables 2 summarise the performance of all evalu-
ated methods. Since the corpus is focused on UK
cases, we also present the results for UK legal ref-
erences and all legal references. Across both the
UK-only and all labels, transformer-based encoders
decisively outperform the other approaches. BERT,
RoBERTa, LEGAL-BERT, and ModernBERT all
attain an F1 score exceeding 90%, with Modern-
BERT on the full label set achieving the highest
score at 93.3%. The GPT-4.1 models achieves
marginally higher results on the full label set than
the set of only UK labels, exhibiting excellent re-
call (96.74%) but markedly lower precision (full
63.36%), resulting in a F1 of 76.57% for the better,
dynamic model. However, our RegEx baselines
perform substantially worse, the highest perform-
ing achieving 35.42% F1.

4.1 Regular Expressions

Despite RegEx being a popular approach for LER
in several other studies (Section 1.2), this rule-
based approach establishes the lower-bound for
citation extraction on the CLC-Citation test set.

The core legislation pattern achieves very high
precision (>91%) yet very low recall (= 7%), yield-
ing an overall F1 of only 13.15% on the UK label
set (12.84% on all). The underinclusive variant,
which includes legislation and adds conservative
case law patterns, raises recall to around 18% while
maintaining precision near 94%, improving F1 to
29.71% for the UK label set (29.59% on all). Con-
versely, the overinclusive pattern, including legisla-
tion and looser citation forms to maximise coverage
of case names, more than doubles recall to around
24% at a significant loss to precision at around 71%,
producing the strongest RegEx result at 35.53% for
the UK label set (35.42% on all). These results
confirm that exhaustive coverage of varied UK cita-
tion practice cannot be achieved without sacrificing
precision when using RegEx patterns. Switching
from the UK-only to the full label set has a < 0.2%
F1 effect on every RegEx pattern, suggesting that
the additional non-UK citation styles lie largely
outside the pattern coverage.

Error analysis Table 3 illustrates some common
errors in the test set. For example, pinpoint and
abbreviated legislation references are frequently
missed because the patterns cannot adequately
cover abbreviations, parentheses, and pinpoint syn-
tax to sections or articles. Specific RegEx rules

26803



Model Label set F1 P R Jaccard Seqeval F1
Regex (Leg.) UK 13.15% 91.70% 7.08%  7.04% 3.42%
Regex (Over.) UK 35.53% 70.55% 23.74% 21.60% 5.25%
Regex (Under.) UK 29.71% 93.72% 17.66% 17.45% 5.55%
BERT-Cased UK 91.12% 90.96% 91.28% 83.69% 73.54%
BERT-Uncased UK 91.38% 91.08% 91.67% 84.12% 74.55%
Legal-BERT UK 92.16% 88.42% 96.22% 85.46% 74.35%
RoBERTa UK 90.50% 87.95% 93.20% 82.65% 71.88%
ModernBERT UK 91.08% 90.52% 91.65% 83.62% 72.88%
GPT-4.1-Static UK 68.43% 53.73% 94.17% 52.00% 38.38%
GPT-4.1-Dynamic UK 74.23% 60.25% 96.64% 59.02% 44.65%
Regex (Leg.) All 12.84% 93.74% 6.89%  6.86% 3.20%
Regex (Over.) All 3542% 7298% 23.38% 21.52% 4.93%
Regex (Under.) All 29.59% 97.28% 17.45% 17.36% 5.45%
BERT-Cased All 92.50% 92.44% 92.56% 86.05% 75.91%
BERT-Uncased All 91.86% 92.55% 91.19% 84.95% 75.96%
Legal-BERT All 92.72% 89.74% 95.92% 86.43% 77.38%
RoBERTa All 90.34% 88.78% 91.95% 82.38% 67.96%
ModernBERT All 93.30% 92.73% 93.88% 87.44% 81.65%
GPT-4.1-Static All 7049% 56.37% 94.05% 54.43% 40.90%
GPT-4.1-Dynamic All 76.57% 63.36% 96.74% 62.04% 47.45%

Table 2: Performance comparison across UK and all labels including F1, Precision, Recall, Jaccard Index, and
Seqeval F1 metrics (Test Data). Encoder models are fine-tuned separately on the UK and all label set.

cannot cover the wide range of reference formats
(legislation error). Relaxed expressions identify
entire leading or trailing clauses around a citation,
producing large, imprecise spans (overinclusive er-
ror). Strict patterns fail to identify the beginning of
longer case names accurately, omitting key identi-
fying details (underinclusive error).

Even the strongest performance on the overin-
clusive RegEx pattern is substantially below trans-
former models and GPT-4.1. These findings under-
score the inherent limitations of rule-based meth-
ods in handling the complexity and variability of
four centuries of heterogeneous citation practice in
UK case law.

4.2 Pre-Trained Encoder Models

Five transformer encoders were fine-tuned on the
training portion of CLC-Citation: BERT (cased
and uncased), RoBERTa, LEGAL-BERT, and Mod-
ernBERT. Performance on the held-out test set
shows high performance across all pre-trained en-
coder models.

All models exceed 90% F1 score on both UK
and full labels in the test set. The best result is
obtained with ModernBERT trained on the full la-
bel set (93.3% F1). All achieving slightly higher
results on the full label set, Legal-BERT ranks

second at 92.72% F1, followed by BERT-cased
(92.5%), BERT-uncased (91.86%) and RoBERTa
(90.34%). LEGAL-BERT yields the highest re-
call (95.92%) but sacrifices precision (89.74%),
whereas ModernBERT attains the highest preci-
sion (92.73%) while maintaining competitive recall
(93.88%). RoBERTa achieved a similar recall of
91.95% to the other models, although it had the
lowest precision (88.78%).

Across all transformer models, performance on
case law references consistently exceeds perfor-
mance on statute references. This disparity is evi-
dent in the UK-only and complete (all) label sets,
where case references achieve higher F1 scores,
driven primarily by superior recall (91-96%) and
more balanced precision (Table 4).

The modest performance difference observed
between LEGAL-BERT (92.72% F1) and BERT-
Cased (92.50% F1) raises questions regarding the
incremental value provided by domain-specific en-
coders in legal text-based tasks. One reason for
the marginal gap may be that the LEGAL-BERT
pre-training corpus lacks coverage of UK court
judgments. Specifically, LEGAL-BERT was pre-
trained on US case law, EU case law, and UK
legislation, but no UK case law (Chalkidis et al.,
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RegEx Example Errors

Legislation Error

[Company] has appealed the Determination under
section 192(2) of the Communications Act

2003 (“the 2003 Act”),

Overinclusive Error

In relation to this question, [Surname] v

[Company Name] [1988] 1 WLR 116 is the

governing authority.

Underinclusive Error

This point was very clearly made in
[Company Name] v Office of Communications

[2008] CAT 11 at paragraph [164] :

Table 3: True Labels;
True Positives ; False Negatives ; False Positives .

RegEx example errors.

2020). Consequently, citation formats and conven-
tions common in UK judgments remained largely
unseen during pre-training. However, BERT-cased
still performed better on UK statutes than legal
BERT, indicating that including statutes in the pre-
training data will not necessarily improve identifi-
cation of statute references.

Additionally, the fine-tuning of both models may
have been sufficient for BERT-cased to acquire a ro-
bust representation of UK references from scratch,
narrowing the gap with LEGAL-BERT. Thus, the
benefit of domain pre-training is diluted by a juris-
dictional mismatch. It may also explain why the
newer ModernBERT achieves the slightly higher
performance (93.30% F1) on the full dataset.

Although the F1 difference is marginal be-
tween LEGAL-BERT and BERT-cased, LEGAL-
BERT demonstrated a notable recall advantage
(+3.4%) driven by superior recognition of statutory
acronyms and paragraph-level pinpoint citations.
In contrast, it simultaneously incurred a precision
penalty (-2.7%) due to over-labelling errors, such
as capitalised acronyms. In contrast, ModernBERT
achieves a more balanced precision-recall profile
than Legal-BERT and BERT-cased, achieving the
highest precision of all encoder models (92.73%)
while maintaining strong recall (93.88%).

ModernBERT’s superiority is most evident in
the Segeval F1 metric, where its score of 81.65%
significantly surpasses the next best models (Legal-

BERT 77.38%, BERT-cased 75.91%). This indi-
cates that ModernBERT is more accurate at identi-
fying the precise boundaries of legal citations. This
advantage is reinforced by the Jaccard Index, where
ModernBERT again leads with 87.44%, edging out
Legal-BERT (86.43%) and BERT-cased (86.05%).
The higher overlap underscores its consistency in
capturing full citation spans while minimising in-
correct additional tokens at the edges of the cita-
tion.

Error analysis The test set contains a total of
10,249 sentences. Of these, we identified 848 sen-
tences with a disparity between at least one of
LEGAL-BERT, RoBERTa, and ModernBERT pre-
dictions at the token level. Some examples are seen
in Table 5.

Overall, there are very few errors and places
where the models have diverging predictions, mak-
ing it hard to draw thorough conclusions. How-
ever, when we examine the errors made by the
models, we see some tendencies. All evaluated
transformer models perform substantially worse
on citation types with very low frequency in the
training set, notably historical legal references and
academic citations.

Historical legal references, primarily dating from
the 16th and 17th centuries, exhibit formatting and
linguistic patterns distinct from modern conven-
tions. These references typically appear as abbrevi-
ated reporters and often involve lexical forms un-
common in contemporary legal writing (historical
reference error in Table 5).

Academic citations, such as references to legal
journals or scholarly monographs, are not consid-
ered legal references but often take a similar cita-
tion style. The encoder models sometimes incor-
rectly label academic citations as legal references,
although such errors were more commonly made
by RoBERTa (academic citation error in Table 5).

RoBERTa frequently produced false negatives
on certain patterns; for example, it misses several
unusual reference formats, such as unpublished
references and one-word case name abbreviations.
Table 5 shows RoBERTa’s false negative on the
unpublished reference, which BERT-cased, BERT-
uncased, LEGAL-BERT, and ModernBERT all cor-
rectly labelled; and Roberta’s and ModernBERT’s
false negative on the abbreviated case reference,
which BERT-uncased and LEGAL-BERT correctly
labelled. Additionally, LEGAL-BERT and Mod-
ernBERT frequently incorrectly labelled one word
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Model Label set Statute Case
F1 R F1 P R

BERT-Cased UK 85.70% 80.67% 91.40% | 84.80% 81.02% 88.96%
BERT-Uncased UK 85.01% 80.59% 89.95% | 85.83% 81.47% 90.69%
Legal-BERT UK 84.34% 75.77% 95.10% | 85.50% 76.89% 96.28%
RoBERTa UK 81.85% 74.62% 90.64% | 84.10% 76.18% 93.86%
ModernBERT UK 84.31% 79.49% 89.76% | 85.49% 80.52% 91.12%
GPT-4.1-Static UK 46.29% 31.26% 89.18% | 51.16% 34.58% 98.32%
GPT-4.1-Dynamic UK 54.98% 38.46% 96.36% | 56.12% 39.63% 96.09%
BERT-Cased All 88.44% 84.11% 93.25% | 87.94% 83.91% 92.37%
BERT-Uncased All 87.80% 84.28% 91.63% | 87.70% 84.19% 91.51%
Legal-BERT All 87.74% 79.35% 98.12% | 86.17% 78.75% 95.14%
RoBERTa All 83.44% 77.07% 90.95% | 84.50% 77.38% 93.08%
ModernBERT All 88.34% 84.39% 92.68% | 88.52% 84.38% 93.10%
GPT-4.1-Static All 49.70% 34.45% 89.19% | 53.36% 36.62% 98.31%
GPT-4.1-Dynamic All 59.05% 42.54% 96.53% | 58.82% 42.36% 96.19%

Table 4: Performance comparison across UK and all labels for statute and case categories for the transformer models
and GPT-4.1. Encoder models are fine-tuned separately on the UK and all label set.

abbreviations that are capitalised in the case text but
lowercase in LEGAL-BERT and split into multiple
tokens. Both incorrectly label “NCCN 956 as a
reference, which is an acronym for Network Charge
Change Notice. While it may have been expected
that capitalisation would inform the model accu-
racy on such references, in many cases it doesn’t.
The tokenisation of these abbreviated words may
resemble other legal reference abbreviations.

Overall, these results confirm that transformer ar-
chitectures are highly effective for our task, but also
reveal that subtleties such as capitalisation, older
citation formats, and jurisdiction-specific conven-
tions may necessitate further domain adaptation,
fine-tuning or specialised training.

4.3 Decoder-Type Large Language Models

GPT-4.1 was evaluated in a few-shot,
temperature setting using the prompt shown in
Appendix E. On the UK-only label set GPT-4.1-
Dynamic achieves the higher F1 of 74.23%, and
on the all label set 76.57%. These scores place the
decoder model above the RegEx baselines but well
below the fine-tuned encoder models reported in Ta-
ble 4. GPT-4.1 exhibits high recall (94.05-96.74%)
but notably lower precision (53.73-63.36%), a pat-
tern that persists across all citation types.

The precision shortfall is most acute for UK ref-
erences. The prompt used for GPT-4.1 deliberately
does not differentiate between UK and non-UK ref-
erences to avoid the need for negative examples,
which would make the prompt excessively long

Z€10-

and less efficient. As a result, the model tends to
over-generalise when the evaluation label requires
fine-grained UK-specific patterns. This effect is
muted on the full label set, where a wider variety
of citation formats makes the model’s broad pre-
dictions less likely to be counted as false positives.
However, the more narrowly defined UK statute
and case references reveal lower performance (Ta-
ble 4). For UK statute references, for instance,
GPT-4.1-Dynamic recalls 96.36% of true labels yet
achieves only 38.46% precision, yielding a modest
54.98% F1. While UK case references has slightly
higher performance, of 96.19% recall and 39.63%
precision, with a 56.12% F1. GPT-4.1-Dynamic is
best at all UK and non-UK case references.

Error analysis GPT-4.1 tends to over-predict,
suggesting that few-shot prompting lacks the gran-
ularity to accurately identify token boundaries in
complex legal texts. Since CLC-Citation is heav-
ily imbalanced (mostly negative), the model is over-
cautious, predicting positive labels for many exam-
ples in an effort not to miss any actual positives.
GPT-4.1 frequently labels proper nouns, espe-
cially capitalised multi-word spans, as legal refer-
ences. General publications and names are often
misclassified as legal entities (see Table 6). It is
likely that the prompt examples, which predomi-
nantly feature capitalised legal entities and refer-
ences to publications, create these implicit asso-
ciations. Additionally, GPT-4.1 frequently over-
extends predicted spans, including adjacent words,
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Encoder Error Examples

Historical Reference Error

—Ersk ) 2, 6, 15;
Duke of Queensberry, Mor. 14, 251 .

Academic Citation Error

See David Vaver, Without Prejudice
Communications Their Admissibility And
Effect [1974] U Br Col LR 85, at 97-101 ,

an article commended in Phipson, para24-14,
fn 47

Capitalised Abbreviations

Essentially the NCCN 956 charges imposed a
sliding scale of payments...

Academic Citation Error

Subrogation, therefore, is a remedy, not a cause of
action: see

Goff & Jones Law of Restitution 4th .
Unpublished Reference

Lord Donaldson MR in the unreported case
[Surname] v [Surname] (21st May 1990) :

Abbreviated Case Name

...it is not open to this court to depart from the
[Surname] line of authority,

Table 5: Pre-trained encoder model example er-
rors. True Labels; True Positives ; False Negatives ;

False Positives .

punctuation, or introductory phrases. The prompt
request that the LLM responds in TANL format,
an approach that was generally successful (see Ap-
pendix G). However, this came with an increased
extraction cost of approximately $1 per case.

5 Conclusion

We study three main approaches to LER, and our
results demonstrate that pre-trained encoder mod-
els are highly effective, achieving especially high
F1 scores even with a training set as small as 110
cases. This underscores the effectiveness of data-
driven methods for capturing complex, evolving
citation formats. Nonetheless, both encoder-based
and decoder-based models exhibit lower perfor-
mance when encountering historical UK references
that deviate from modern norms, highlighting the

GPT-4.1 Error

By then he had read the articles in
The Sunday Times of 25th March,

Ordinarily I would quote at some length from
the judgment of [Judge Surname] LJ .

although subsequently repealed by the
Defamation Act 2013 .
Table 6: GPT-4.1 example errors.True Labels;

True Positives ; False Negatives ; False Positives .

need for more tailored domain adaptation. Our re-
sults also clearly point to the problem of using reg-
ular expressions for LER. Although this approach
has been popular in previous research, our results
clearly indicate that LER is too complex for Regex,
with very low F1 scores. While GPT-4.1 achieves
high recall, its extremely low precision, resulting in
a lower F1 and comparably high cost of a little less
than $1 per case (excluding prompt adaptation),
currently makes it less practical for this task. Our
findings confirm that flexible, context-aware en-
coder architectures deliver superior results across
varied legal citation styles.

Accurate and reliable citation extraction is foun-
dational for a wide range of downstream legal NLP
applications. These include constructing citation
networks for analysing legal precedent, enhancing
legal information retrieval and summarisation sys-
tems, and tracking case law evolution. Furthermore,
the dataset we have curated provides a valuable test
set for future research in domain adaptation and
comparative legal studies. Although our work fo-
cuses on UK judgments, the citation patterns and
challenges observed are relevant to other common
law jurisdictions, opening pathways for developing
more robust, cross-jurisdictional models.

A promising direction for improving perfor-
mance is to address the limitations of standard to-
kenisers. While domain-specific transformer-based
models such as LEGAL-BERT show considerable
promise for this task, the lack of cased, domain-
specific training tailored to UK legal texts seems
to limit performance. This points to working more
on domain adaptation of encoder models for UK
law, such as a “CLC-ModernBERT”. The develop-
ment of robust and adaptable models for citation
detection for UK law requires both domain-specific
innovation and interdisciplinary collaboration.
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Limitations

Our findings should be interpreted in light of two
main limitations.

Dataset scope. The annotated dataset comprises
only 190 UK court judgments from the CLC. While
all courts are represented, it still covers a limited
range of cases. Given the variability of legal ref-
erences across UK case law, it is likely that there
may be certain courts, periods of time, and types
of cases that would need additional annotations to
improve the quality of performance.

Compute cost. Experiments with commercial
large language models are prohibitively expensive.
While we were able to run experiments on GPT-4.1,
these experiments cost $45 for the final version for
the 50 test cases. GPT-40 was initially used for
testing but was left behind once GPT-4.1, which
showed better results in initial smaller testing and
was cheaper, was released. We explored using GPT-
o1, although it was prohibitively expensive. Rough
estimates showed that the cost for GPT-o1 would
have been 6 to 20 times the cost of GPT-4.1, de-
pending on the distribution of input-tokens, cached-
tokens and output tokens. Even if such experiments
revealed superior results, it would not be feasible
to use this method for identifying legal references
across the entire CLC, which contains over 320,000
cases.

GPT-4.1 was used in chat completion mode.
This has the obvious downside that all output is
raw text that later has to be parsed into a work-
able format. It would significantly reduce cost and
likely increase performance if we had direct access
to the embeddings and could use them for direct
token prediction, similar to the BERT-style models.

Research Ethics and Impact Statement

We believe there is very minimal ethical risk to our
current research, although we discuss two relevant
considerations.

Data. Our annotated dataset is based on the
underlying Cambridge Law Corpus (CLC). The
CLC is a corpus of publicly available UK court
judgments released under the Open Government
Licence, which grants worldwide, royalty-free, per-
petual and non-exclusive licence. Access to the
CLC, and to this annotated dataset, is restricted to
researchers under certain terms and conditions. For
details on the legal and ethical considerations con-
cerning the CLC dataset, see Ostling et al. (2023).
UK court judgments are typically not anonymised,

reflecting the principles of open justice. However,
courts may order anonymisation in specific situa-
tions, such as asylum cases or where required by
law (e.g., victims of sexual offences and children
in family law). Additionally, case names and ref-
erences contain the name of parties, including in-
dividuals, companies and other organisations, so it
is not practical or feasible to anonymise legal refer-
ences in the dataset but we have anonymised within
the paper. Our dataset retains the original names in
judgments, aligning with the legal framework for
court data in the UK.

This project received approval from the Univer-
sity of Cambridge Research Ethics Committee on
4 April 2022 and the Swedish Ethical Review Au-
thority in May 2022.

Impact. Automating legal entity recognition can
accelerate legal scholarship and improve access
to justice by enabling large-scale corpus studies.
There is a potential risk that, in subsequent work,
incorrectly identified citations could propagate into
downstream analyses, skewing empirical findings
or leading to flawed legal arguments. Court judg-
ments contain several documented biases (Sargeant
and Magnusson, 2024), but we do not expect these
biases to arise in our specific task of citation extrac-
tion. We encourage researchers in the field of legal
NLP to carefully consider citation accuracy before
relying on automated outputs.
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A Legal Reference Annotation Guidelines

A.1 UK Statute References
[UK_STATUTE_REFERENCE]

Definition References to primary and secondary
UK legislation. The annotation should, where pos-
sible, include the name of the statute, type, and
year. It also contains Bills and other parliamen-
tary documents, such as the Hansard. However, it
does not include government documents, such as
guidance notes or circulars.

Legislation type There are two main types of
legislation in the UK. Primary legislation, known
as Acts of Parliament or Statutes, are named Act
[1]. Secondary legislation, known as Statutory In-
struments, are named by their type, including reg-
ulations [2], orders [3], codes [4], and rules [5].
Secondary legislation is sometimes cited with the
statutory instrument number [6]. Parliamentary
documents should be annotated with all informa-
tion [7].

Older statutes Sometimes older statutes are ref-
erenced with the regnal year and chapter number
[8] or [9].

Abbreviations Legislation is often abbreviated,
particularly in cases that repeatedly refer to the
same legislation or have a long, full name. It can
be abbreviated by its name [10] or by year [11]. If
abbreviated only as “the Act” or “the Directive” it
is not annotated because of the lack of context [12].

Pinpoints A pinpoint is a reference to a particu-
lar part of the legislation. Statutes are composed of
elements such as chapters (ch/chs), parts (pt/pts),
sections (s/ss), subsections (sub-s/sub-ss), para-
graphs (para/paras), subparagraphs (subpara/sub-
paras), and schedules (sch/schs). Statutory instru-
ments include regulations (reg/regs), rules (r/rr),
and articles (art/arts). Pinpoint citations can either
be written in full [13] or using these abbreviations
[14]; both are annotated. For example, Section 15
can be written as "s 15", Subsection 1 of Section
15 as "s 15(1)", and Paragraph b of Subsection 1 of
Section 15 as "s 15(1)(b)". Certain references omit
the abbreviations, such as Civil Procedure Rules
[15].

Examples

1 Equality Act 2010

2 Equality Act 2010 (Amendment) Regulations
2023
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3 Equality Act 2010 (Age Exceptions) Order
2012

4 Statutory Code of Practice on Equal Pay
5 Civil Procedure Rules 1998

6 Equality Act 2010 (Age Exceptions) Order
2012, S12012/2466

7 ... they relied upon the Official Report
(Hansard) of the proceedings in Standing
Committee A on the Finance (No 2) Bill on
24 June 1993 at Cols 590.

8 Crown Debts Act 1801 (41 Geo 3 ¢ 90) was
the 90th Act to receive royal assent in the 41st
year of the reign of George III.

9 ...he did not enfeoff by the deed. Quod nota.
10H.6,7.

10 The relevant law is the Equality Act 2010
(“the EA”).

11 The issue falls under the 2010 Act.

12 It is clear that the Act instead of the Directive
applies.

13 Section 19 defines ...

14 ..., see Equality Act 2010, s 19(2).

15 This is an application under CPR 24.

A.2 Other Statute References
[STATUTE_REFERENCE]

Definition References to legislation from other
jurisdictions. Cases may either refer to legisla-
tion from other jurisdictions in the format that they
would be cited in the respective jurisdiction [1]
or in a similar style to the UK, but putting the
relevant jurisdiction in parentheses [2]. EU leg-
islation, including treaties, regulations, directives,
decisions, recommendations, and opinions, follows
a drastically different reference style and should
be annotated as Statute_Reference even if it was
enforceable UK law during its EU membership [3].
The annotation should follow, where appropriate,
the additional guidance for UK Statute References.

Examples

1 We now consider the French approach, see loi
n° 2019-22 du 23 mars 2019 de programma-
tion 2018-2022 et de réforme pour la justice.

2 Similar language is used in Human Rights Act
1993 (NZ).

3 See, e.g., Council Directive 2000/78/EC of 27
November 2000 establishing a general frame-

work for equal treatment in employment and
occupation [2000] OJ L 303/16.

A.3 UK Case References
[UK_CASE_REFERENCE]

Definition References to previous decisions by
a UK court or that follow the UK reference style.
The annotation should, where possible, include the
entire case name and year, then either the neutral
citation [1] or the volume, law report abbreviation
and first page [2], or both [3].

Pinpoints A pinpoint refers to a specific para-
graph of a judgment or page of a report. If the
judgment has numbered paragraphs, the pinpoint
to a particular paragraph number is often shown
in square brackets [4]. If the pinpoint reference
is to a page number, it is usually inserted after a
comma [5]. There are many instances where a
judge will refer to a pinpoint reference by writing
out the paragraph or page, annotate all relevant in-
formation that forms part of the citation [6], but not
extraneous text that becomes explanation [7].

Judges’ names A reference may be made to the
judge who wrote the judgment text. In some cases,
multiple judges will write separate opinions within
the same case. The judge’s name should only be
annotated where it is part of the formal citation [8],
but not when it is part of the natural text explaining
the case [9].

Abbreviations Where cases are abbreviated, the
annotation should include all the relevant abbrevi-
ated information, such as the case name [10], case
name and year [11], or neutral citation [12].

Cases from other jurisdictions with UK citation
While the UK was an EU member, several EU
cases were published in UK law reports. While
these cases may be from EU jurisdiction, when
published in UK law reports, they will be annotated
as UK case references [13].

The UK Privy Council, among other roles, was
formerly the court of last resort for the entire British
Empire. Canada abolished Privy Council appeals in
1949, India and South Africa in 1950, Australia in
1986, and New Zealand in 2003. Currently, eleven
Commonwealth countries outside the United King-
dom retain Privy Council appeals, in addition to
various British and New Zealand territories. There-
fore, several cases with subject matter from differ-
ent jurisdictions will be included in our UK dataset
and annotated as UK case references [14].

Not annotated There is a common way of refer-
encing in natural text that we have decided not to
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include in our annotations. A pinpoint citation may
be made separate from the initial case citation, of-
ten after case quotes, where in parenthesis the judge
name and pinpoint is referenced [15]. However, the
same style is also used to refer to another judge’s
judgment or transcript within the same or an earlier
case, so we have excluded this from citations to
avoid common use as internal cross-references.

Examples

1 [Company Name] v [Company Name] [1947]
EWCA Civ 1

2 [Company Name] v [ Company Name] (1948)
1 KB 223

3 [Company Name] v [Company Name] [1947]
EWCA Civ 1, (1948) 1 KB 223.

4 ..., see [Company Name] v [Company Name]
and others [2022] UKSC 25 [21]-[22].

5 ..., see [Company Name] v [ Company Name]
and others [2024] AC 211, 230.

6 In [Company Name] v [Company Name] and
others [2022] UKSC 25 at paragraphs 21 and
22,...

7 In [Company Name] v [Company Name] and
others, Lord [Judge Surname] discussed this
issue, in particular at paragraph 22 they said

8 ..., see [Company Name] v [ Company Name]
and others [2022] UKSC 25 [21]-[22], per
Lord [Judge Surname].

9 As Lady [Judge Surname] pointed out in
[Company Name] v [Company Name] and
others [2024] AC 211 ...

10 The court considered the test for [Company
Name] reasonableness.

11 In [Company Name], supra, the issue in dis-
pute ...

12 Therefore, the court must consider reasonable-
ness: [1947] EWCA Civ 1.

13 The EU Case C-464/01, [Surname] v [Com-
pany Name] [2005] ECR 1-439, was published
in UK law reports: [Surname] v [ Company
Name] (2006) QB 204.

14 An Australian case was appealed to the UK
Privy Council: [Surname] v [Government]
[1925] AC 338.

15 The meaning “includes ...” (per Lady [Judge
Surname], at 110).

A.4 Other Case References
[CASE_REFERENCE]

Cases from other jurisdictions References to
previous decisions by courts of other jurisdictions.
Cases from other jurisdictions are usually in the
format that they would be cited in the respective
jurisdiction. In several countries, primarily jurisdic-
tions based on English Common Law, the citations
follow the same format as UK Case References.
They are distinguishable by the difference in law
report abbreviations or neutral citations [1]. Other
jurisdictions have more distinct reference styles,
such as the US [2] and the EU [3]. The annotation
should follow, where appropriate, the additional
guidance for the UK Case Reference.

Examples

1 As held in the Australian case [Surname] v
[Government] (1992) 175 CLR 1, [1992] HCA
23, ...

2 Recently, the US Supreme Court overturned
[Surname] v [Surname] 410 US 113, 163-64
(1973).

3 ..., see Case C-176/03 Commission v Council
[2005] ECR 1-7879 at paragraph 51.

A.5 Header Text Legal References
[CASE_NAME_PARTIES,
CASE_NEUTRAL_CITATION,
CASE_LAW_REPORT_REFERENCE]

Definition References to the current case are con-
tained in the header of the case judgment text,
shown in the XML sample below. There are of-
ten three legal references that should be annotated
in this header, but are not true ‘“citations”, so are
tagged with separate labels. The case title contains
the party names separated by “v” [1]. The case
neutral citation is identified in the header, the label
excludes the date [2]. In some case headers, the
official law report references associated with the
current case is listed [3].

Examples

<?xml version="1.0" encoding="UTF-8"7>
<basic_case_document
xmlns="https://github.com/anon">
<CLC-ID>5f91 . 044</CLC-ID>
<case_text><![CDATA[
England and Wales Court of Appeal (Civil
— Division) Decisions
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<NAME> v <NAME> & <NAME>[1,

— CASE_NAME_PARTIES] [2019] EWCA Civ
— 125[2, CASE_NEUTRAL_CITATION] (19
— February 2019)

[2019] ICR 1155[3,

«» CASE_LAW_REPORT_REFERENCE],

[2019] EWCA Civ 125[2,

«»  CASE_NEUTRAL_CITATION],

[2019] IRLR 545[3,

< CASE_LAW_REPORT_REFERENCE]

Neutral Citation Number: [2019] EWCA Civ
— 125[2, CASE_NEUTRAL_CITATION]

]1></case_text>
</basic_case_document>

B Example Legal References

B.1 UK Legal References

Primary Legislation

Legislation
Template: Title | Act | Year
Example: Equality Act 2010

Pinpoint
Template: Title | Act | Year | Pinpoint
Example: Equality Act 2010 s 19

Pinpoint
Template: Pinpoint | Title | Act | Year
Example: Section 19 of the Equality Act 2010

Abbreviation
Template: Title | Act | Year (abbrev)
Example: Equality Act 2010 (the “Act”)

Abbreviation
Template: Title | Act | Year (abbrev)
Example: Equality Act 2010 (EqA 2010)

In-text abbreviation

Template: In-text abbreviation

Example: I shall refer to the Equality Act 2010 as
“the 2010 Act”.

Secondary Legislation

Regulation

Template: Title | Regulations | Year
Example: Equality Act 2010 (Amendment) Regula-
tions 2023

Order

Template: Title | Order | Year

Example: Equality Act 2010 (Age Exceptions) Or-
der 2012

Pinpoint

Template: Title | Type | Year | Pinpoint
Example: Equality Act 2010 (Amendment) Regula-
tions 2023 s 19

Pinpoint

Template: Phrase with pinpoint

Example: Section 19 of the Equality Act 2010
(Amendment) Regulations 2023

Abbreviation

Template: Title | Type | Year | (abbrev)
Example: Equality Act 2010 (Age Exceptions) Or-
der 2012 (the “Order”)

In-text abbreviation

Template: In-text abbreviation

Example: Hereinafter referred to as the “Regula-
tions”.

Case Law

Neutral citation
Template: Case name |
[number]

Example: [Government], R (On the Application
Of) v Police Appeals Tribunal [2024] EWHC 2348
(Admin)

[year] | abbrev |

Law-report citation
Template: Case name |
Report | [number]
Example: R (on the application of [Surname]) v
[Government] (Rev 1) (2020) 3 WLR 1298

(year) | vol | Law

Pinpoint

Template: Case name | (year) | Law Report
| Cnumber], [page]

Example: [Surname] v [Government] (1893) QB
256, 287

Pinpoint

Template: Pinpoint | Case name | [year] |
abbrev | [number]

Example: At para 334 of [Company Name] v [ Com-
pany Name] & Ors [2022] UKSC 25, [2023] 2 All
ER 303, Lord [Judge Surname] said ...

Abbreviation
Template: Case name | (year) | Law Report
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| [number] | (abbrev)
Example: Regina ([Surname] and others) v [Gov-
ernment] [2021] 1 WLR 2326 ([Surname])

Abbreviation

Template: “Quote” Abbrev (at pinpoint)
Example: “excessively long documents serve to
conceal rather than illuminate”, [Surname] (at
2348 per Lord [Judge Surname] CJ)

B.2 EU Legal References

Primary Legislation

EU Directive

Template: Legislation type and number |
Legislation title | [year] | 0J series |
issue/first page

Example: Directive 2006/54/EC of the European
Parliament and of the Council of 5 July 2006
on the implementation of the principle of equal
opportunities and equal treatment of men and
women in matters of employment and occupation
(recast) [2006] OJ L 204/23.

EU Regulation

Template: Legislation type and number |

Legislation title (abbrev) | [year] | 0J
series | issue/first page

Example: Regulation (EU) 2016/679 of the Euro-
pean Parliament and of the Council of 27 April
2016 on the protection of natural persons with re-
gard to the processing of personal data and on the
free movement of such data, and repealing Direc-
tive 95/46/EC (GDPR) [2016] OJ L 119/1

Abbreviation pinpoint
Template: abbrev | article/recital number
Example: GDPR art 22(1)

Case Law

Case

Template: Case number | Case name | [year]
| ECR | volume-| first page

Example: Case C-170/84 [Company Name] v [Sur-
name] [1986] ECR I-01607

Pinpoint (case number)
Template: Case number | pinpoint
Example: Case C-170/84, paras 4748

C Dataset Statistics of Cases per Court

Court

Train

Val.

Test

Total

UKAITUR
EWCA-Civ
UKEAT
EWHC-Admin
UKET
UKICO
UKPC
UKFTT-TC
EWCA-Crim
EWHC-Ch
EWLVT
UKHL
EWHC-Comm
EWHC-Fam
EWHC-QB
EWHC-TCC
UKSSCSC
CAT
EWCC-Fam
EWCOP
EWCST
EWEC-0J
EWHC-CP
EWHC-Exch
EWHC-KB

EWHC-Mercantile

EWLandRA
Misc
UKFSM
UKFTT-HESC
UKIAT
UKIT
UKSC
UKSPC
UKUT-AAC
UKUT-IAC
UKUT-LC
UKVAT

UKVAT-Customs

UKVAT-Excise
EWHC-Admlty
EWHC-IPEC
EWHC-Patents
EWLands
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D Regular Expressions Patterns

Legislation

\b
(?:

# Legislation Reference Pattern
(?P<legislation_reference>
(?:
# Pattern A: Legislation Reference followed by Pinpoint
(?:the\s+)? # Optional "the" at the start, not captured
(?P<legislation_title>
(?P<act_title>
(?:[A-ZJ[a-zA-Z]* # First word starting with uppercase letter
(?:\s+
(?:0f |[the|and|for|in]on]by|to|\([*\)I*\) |[A-ZI[a-zA-Z]%*)
# Conjunctions or more uppercase words

) *
)

\s+

(?P<type>Act|Rules|Order|Regulations) # Legislation type

\s+

(?P<year>\d{4}) # Year

)
(?P<pinpoint_legislation_a>

\s*,?\s*

(?:[Ss]1|[Ss1[Ss]|[Sslection|[Ss]ections]|
[Pplt|[Pplts|[Pplart|[PpJlarts]|
[CcIlh|[Cclhs|[Cclhapter|[Cclhapters|
[Sslch|[Ss]chs|[Ss]chedule|[Ss]chedules)

\s*

[\Nd\s*\-\(\)\/]+

)?
)
|
# Pattern B: Pinpoint following the Legislation Reference
(?:
(?P<pinpoint_legislation_b>
(?:[Ss]ection|[Ss]|[Ss1[Ss]]|
[Sslch|[Ss]chs|
[Pplt|[Pplts|[PpJlart|[Pplarts|
[Cclh|[Cclhs|[Cclhapter|[Cclhapters)
\'s*
CNAN-N(\) N/ T+
)
\s+of\s+(?:the\s+)? # "of the” pattern, with "the"” optional and not
captured
(?P<legislation_title_b>
(?P<act_title_b>
(?:[A-Z]J[a-zA-Z]* # First word starting with uppercase letter
(?:\s+
(?:of |the|and|for|in|on|by|to|\N([*\)I*\) |[A-Z]1[a-zA-Z]1*) #
Conjunctions or more uppercase words

) *
)
)
\s+
(?P<type_b>Act|Rules|Order|Regulations) # Legislation type
\'s+

(?P<year_b>\d{4}) # Year
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Legislation and Overinclusive Case Law RegEx

\b
# Overinclusive Case Citation Pattern
(?P<case_citation>

(?P<case_name>
(?:[A-Z1[a-zA-Z"',.\s()-Ix\sx(?:v|and|of |the|for|in|on|by|to|&)\s+)+
[A-Z][a-zA-Z7", . \s()-1*

)

\s+

(?7P<date>\[\s*\d{4F\s*\]|\(\s*\d{4}\s*\))

\s+

(?:
(?P<court_abbrev>[A-Z21{2,}(?:\s+[A-Z][a-z]+)*)
\'s*
(?P<case_number >\d+)
(?:\s*\(\sx(?P<division_after>Ch|Fam|QB|KB|Admin|Admlty|Comm|Pat|TCC)\s

*\))?

|
(?P<volume_number >\d+)
\s+
(?P<law_report_abbrev>[A-Z][A-Za-z\s()&]+)
\'s+
(?P<page_number >\d+)

)

(?P<pinpoint_case>
(?:

\s*x,?\s*

(?:
(?:at\s+)?(?:paragraph|para|paras|p|pp)\.?\s*
(?2:\d+(?:\s*x=\s*\d+) ?|\[\d+\](?:\sx-\s*\[\d+\]1)?)
|
NIND+NT(?2:\s*x-\sx\[\d+\])?
|
,2\s*x\d+(?:\sx-\sx\d+)?

)

)
)?
)
\b
|
\b
(?:

# Legislation Reference Pattern
(?P<legislation_reference>
(?:
# Pattern A: Legislation Reference followed by Pinpoint
(?:the\s+)? # Optional "the" at the start, not captured
(?P<legislation_title>
(?P<act_title>
(?:[A-Z1[a-zA-Z]* # First word starting with uppercase letter
(?:\s+
(?:0f |[the|and|for|in]on]by|to|\([*\)I*\) |[[A-ZI[a-zA-Z]x*)
# Conjunctions or more uppercase words

) *
)
)
\s+
(?P<type>Act|Rules|Order|Regulations) # Legislation type
\s+
(?P<year>\d{4}) # Year
)
(?P<pinpoint_legislation_a>

\s*x,?\s*

(?:[Ss]|[Ss1[Ss1|[Sslection|[Ss]ections]|
[Pplt|[Pplts|[Pplart|[PpJlarts]|
[CcIh|[Cclhs|[Cclhapter|[Cclhapters]|
[Sslch|[Ss]chs|[Ss]chedule|[Ss]chedules)

\s*

[\Nd\s*\-\(\)\/]+
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)?

)
|
# Pattern B: Pinpoint following the Legislation Reference
(?:
(?P<pinpoint_legislation_b>
(?:[Ss]ection|[Ss]|[Ss1[Ss]]|
[Ss]ch|[Ss]chs|
[Pplt|[Pplts|[Pplart|[Pplarts]|
[Cclh|[Cclhs|[Cclhapter|[Cclhapters)
\'s*
CNAN-N(\) N/ T+
)
\s+of\s+(?:the\s+)? # "of the” pattern, with "the"” optional and not

captured
(?P<legislation_title_b>
(?P<act_title_b>
(?:[A-Z1[a-zA-Z1* # First word starting with uppercase letter
(?:\s+
(?:0f |the|and|for|in|on|by|to|\N([*\)Ix\)|[A-ZI[a-zA-Z1%) #
Conjunctions or more uppercase words

) *
)
)
\s+
(?P<type_b>Act|Rules|Order|Regulations) # Legislation type
\s+
(?P<year_b>\d{4}) # Year
)
)
)
)
\b
Underinclusive Case Law and Legislation Reference RegEx
\b
# Underinclusive Case Citation Pattern
(?P<case_name >
(?:[A-Z1[a-z]+\s*x(?:[''-I\s[A-Z]?[a-z]+)*\s*)+ # Words in case name
(?:,2\s*(?:and | &|v\.?2]vs\.?)\s* # Connectors between parties
(?:[A-Z1[a-z]+\s*x(?:[ ' '-J[A-Z1?[a-z]+)*\s*x)+)*x # More words after
connectors
)
\s*
(?P<date>\[\s*\d{43\s*\1|\(\s*\d{4}\sx\)) # Date in square brackets or
parentheses
\s+
(?:
(?P<court_abbrev>[A-Z21{2,}(?:\s+[A-Z][a-z]+)*x) # Court abbreviation
\s+
(?P<case_number >\d+)
(?:\s*x\(\sx(?P<division_after>Ch|Fam|QB|KB|Admin|Admlty|Comm|Pat|TCC)\sx\))?
# Division after (optional)
|
(?P<volume_number >\d+)
\s+
(?P<law_report_abbrev>[A-ZJ[A-Za-z\s()&]+)
\s+
(?P<page_number >\d+)
)
(?P<pinpoint_case>

(?:\sx,?2\s*
(?:
(?:at\s+)?(?:paragraph|para|paras|p|pp)\.?\s*
(2:\d+(?2:\s*x=\s*\d+) ?2|\[\d+\J(?:\sx-\sx\[\d+\])?)
|
NOINA+NT(?2:\s*-\sx\[\d+\])?
|
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\b

\b

(?:

)?

y\s*\d+(?:\s*x-\sx\d+)?

# Legislation Reference Pattern
(?P<legislation_reference>

(?:

)
|

# Pattern A: Legislation Reference followed by Pinpoint
(?:the\s+)? # Optional "the" at the start, not captured
(?P<legislation_title>

(?P<act_title>

(?:[A-Z1[a-zA-Z]* # First word starting with uppercase letter
(?:\s+
(?:0f |[the|and|for|in]on]by|to|\([*\)I*\) |[A-ZI[a-zA-Z]%*)
# Conjunctions or more uppercase words

)*
)
)
\s+
(?P<type>Act|Rules|Order |Regulations) # Legislation type
\s+
(?P<year>\d{4}) # Year
)
(?P<pinpoint_legislation_a>
\sx,?\s*
(?:[Ss]|[Ss1[Ss1|[Sslection|[Ss]ections|
[Pplt|[Pplts|[Pplart|[Pplarts|
[Cclh|[Cclhs|[Cclhapter|[Cclhapters|
[Sslch|[Sslchs|[Ss]lchedule|[Ss]lchedules)
\sx*
[\Nd\s*\-\(\)\/]1+
)?

# Pattern B: Pinpoint following the Legislation Reference

(?:

)

(?P<pinpoint_legislation_b>

(?:[Ss]ection|[Ss]|[Ss1[Ss]]|
[Ss1ch|[Ss]chs]|
[Pplt|[Pplts|[Pplart|[Pplarts]
[Cclh|[Cclhs|[Cclhapter|[Cclhapters)

\s*

C\Nd\-\(\)\/]+

\s+of\s+(?:the\s+)? # "of the” pattern, with "the" optional and not

captured

(?P<legislation_title_b>

(?P<act_title_b>
(?:[A-Z1[a-zA-Z1* # First word starting with uppercase letter
(?:\s+
(?:0f |the|and|for|in|on|by|to|\N([*\)Ix\)|[A-ZI[a-zA-Z1*) #
Conjunctions or more uppercase words

) *
)

\'s+

(?P<type_b>Act|Rules|Order|Regulations) # Legislation type
\'s+

(?P<year_b>\d{4}) # Year
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E GPT-4.1 Prompt

The following Python code is used to generate the prompt for the OpenAl API call. The
few_shot_examples are the closest eight sentences, with at least four containing an entity example
among the training data, based on the OpenAl text-embedding-3-small embeddings. An example
output is shown in Appendix E.1

def construct_prompt(tokens, use_iob=False, uk_only=False,
few_shot_examples=None):
"""Return a TANL-based prompt for the given list of =*tokensx*.

* The model must output the sentence back in TANL format (
entities wrapped in
braces with a pipe and their label).
* “use_iob~ is kept only so existing callers don't break, but it
is ignored
- TANL is always requested now.
* ~few_shot_examples™ is a list of dicts each containing keys "
text” and "tanl”.

nnn

sentence = " ".join(tokens)

# Introductory instruction
prompt = (
"Convert the following text from a UK legal judgment into
TANL format.\n"
"Wrap every legal reference (statute or case law) with braces
and append its label.\n”
"The only label you should use is REFERENCE.\n"”
"Return ONLY the transformed text - no commentary, no JSON.\n
\n"

# Few-shot section -----------
if few_shot_examples:
prompt += "Examples:\n\n"
for i, ex in enumerate(few_shot_examples, 1):
prompt += (
f"{i}. Original: <{ex['text']}\n"
" Output: {ex['tanl "I1}\n\n"

else:
prompt += (

"Examples:\n\n"

"1. Original: The issue falls under the Equality Act
2010 (\"the EA\").\n"

! Output: The issue falls under the { Equality Act
2010 | REFERENCE 3} (\"the EA\").\n\n"

"2. Original: Indirect discrimination is relevant here;
see Equality Act 2010, s 19(2).\n"

! Output: Indirect discrimination is relevant here;
see { Equality Act 2010 , s 19(2) | REFERENCE 3}.\n\n"
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"3. Original: See, e.g., Council Directive 2000/78/EC of
27 November 2000 establishing a general framework for
equal treatment in employment and occupation [2000]

0J L 303/16.\n"

! Output: See, e.g., { Council Directive 2000/78/EC
of 27 November 2000 | REFERENCE } establishing a
general framework for equal treatment in employment
and occupation { [2000] 0J L 303/16 | REFERENCE 3}.\n\n

"4, Original: This issue has been considered before, see
BTI 2014 LLC v Sequana SA and others [2022] UKSC 25

[21]1-[22], per Lord Reed.\n”

! Output: This issue has been considered before, see
{ BTI 2014 LLC v Sequana SA and others [2022] UKSC 25
[21]-[22] , per Lord Reed | REFERENCE 3}.\n\n"

"5. Original: In BTI, supra, the legal issue is the same
.A\n"
" OQutput: In { BTI , supra | REFERENCE }, the legal

issue is the same.\n\n"

"6. Original: The EU Case C-464/01, Gruber v Bay Wa AG
[2005] ECR I1-439, was published in other law reports.\
n"

" Output: The EU { Case C-464/01 , Gruber v Bay Wa
AG [2005] ECR I-439 | REFERENCE }, was published in
other law reports.\n\n"

"7. Original: It is clear that the Act instead of the
Directive applies.\n”"

! Output: It is clear that the Act instead of the
Directive applies.\n\n"
"8. Original: The meaning \"includes this definition\" (
per Lady Hale, at 110).\n"
" Output: The meaning \"includes this definition\" (
per Lady Hale, at 110).\n\n"”
)
# Add the actual text to be labelled
prompt += "Text: " + sentence + "\n\nReturn ONLY the transformed
text." # Keep last instruction crystal-clear

return prompt

E.1 Prompt output example

The prompt for the sentence:

Those properties were registered in the names of 2 Gibraltar
companies namely Rosork Holdings Ltd ( " Rosork ) and Fairlann
Trading Ltd ( " Fairlann " ) ( together the " vendor companies " )

n
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is fed to the API as follows:

Convert the following text from a UK legal judgment into TANL format.

Wrap every legal reference (statute or case law) with braces and
append its label.
The only label you should use is REFERENCE.

Return ONLY the transformed text - no commentary.

Examples:

1. Original: The issue falls under the Equality Act 2010 ("the EA").
Output: The issue falls under the { Equality Act 2010 |

REFERENCE 3} ("the EA").

2. Original: 1Indirect discrimination is relevant here; see Equality
Act 2010, s 19(2).
Output: Indirect discrimination is relevant here; see {

Equality Act 2010 , s 19(2) | REFERENCE }.

3. Original: See, e.g., Council Directive 2000/78/EC of 27 November
2000 establishing a general framework for equal treatment in
employment and occupation [2000] OJ L 303/16.

OQutput: See, e.g., { Council Directive 2000/78/EC of 27
November 2000 | REFERENCE } establishing a general framework
for equal treatment in employment and occupation { [2000] OJ L
303/16 | REFERENCE }.

4. Original: This issue has been considered before, see BTI 2014 LLC

v Sequana SA and others [2022] UKSC 25 [21]-[22], per Lord Reed.
OQutput: This issue has been considered before, see { BTI 2014

LLC v Sequana SA and others [2022] UKSC 25 [21]-[22] , per Lord

Reed | REFERENCE }.

5. Original: In BTI, supra, the legal issue is the same.
OQutput: In { BTI , supra | REFERENCE 3}, the legal issue is the
same.

6. Original: The EU Case C-464/01, Gruber v Bay Wa AG [2005] ECR I
-439, was published in other law reports.
Qutput: The EU { Case C-464/01 , Gruber v Bay Wa AG [2005] ECR
I1-439 | REFERENCE }, was published in other law reports.
7. Original: It is clear that the Act instead of the Directive
applies.
Output: It is clear that the Act instead of the Directive
applies.
8. Original: The meaning "includes this definition” (per Lady Hale,
at 110).
Output: The meaning "includes this definition” (per Lady Hale,
at 110).

Text: Those properties were registered in the names of 2 Gibraltar
companies namely Rosork Holdings Ltd ( " Rosork ) and Fairlann
Trading Ltd ( " Fairlann " ) ( together the " vendor companies "

n

Return ONLY the transformed text.

)
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F Additional Results

Below are supplementary metrics that were used for model development and data enhancement. Table 7
shows F1, precision, recall, Jaccard Index and Seqeval F1 for UK and all label sets, and performance
across statute and case references.

Model Label set | Reference F1 | R Jaccard Seqeval F1
Regex (Leg.) All Case 0.00% 0.00% 0.00% 0.00% 0.00%
Regex (Over.) All Case 43.15% 62.01% 33.08% 27.51% 3.00%
Regex (Under.) All Case 3527% 94.99% 21.65% 21.41% 5.79%
BERT-Cased All Case 87.94% 8391% 92.37% 78.47% 57.05%
BERT-Uncased All Case 87.710% 84.19% 91.51%  78.09% 60.39%
Legal-BERT All Case 86.17% 78.75% 95.14%  75.70% 56.97%
RoBERTa All Case 84.50% 77.38% 93.08%  73.16% 48.95%
ModernBERT All Case 88.52% 84.38% 93.10% 79.41% 64.05%
GPT-4.1-Static All Case 53.36% 36.62% 98.31%  36.39% 23.86%
GPT-4.1-Dynamic All Case 58.82% 42.36% 96.19%  41.66% 25.04%
Regex (Leg.) All Statute 2740% 93.74% 16.04% 15.87% 5.40%
Regex (Over.) All Statute 23.62% 4439% 16.09%  13.39% 4.96%
Regex (Under.) All Statute 27.67% 93.46% 16.24%  16.06% 5.38%
BERT-Cased All Statute 88.44% 84.11% 93.25%  79.28% 75.18%
BERT-Uncased All Statute 87.80% 84.28% 91.63% 78.25% 74.29%
Legal-BERT All Statute 87.74% 79.35% 98.12%  78.16% 75.36%
RoBERTa All Statute 83.44% 77.07% 9095%  71.58% 59.19%
ModernBERT All Statute 88.34% 84.39% 92.68%  79.12% 79.46%
GPT-4.1-Static All Statute 49.70% 34.45% 89.19% 33.07% 31.10%
GPT-4.1-Dynamic All Statute 59.05% 42.54% 96.53%  41.90% 34.15%
Regex (Leg.) UK Case 0.00%  0.00%  0.00% 0.00% 0.00%
Regex (Over.) UK Case 41.99% 58.90% 32.63%  26.58% 3.11%
Regex (Under.) UK Case 34.14% 88.60% 21.14%  20.58% 5.36%
BERT-Cased UK Case 84.80% 81.02% 88.96%  73.62% 54.47%
BERT-Uncased UK Case 85.83% 81.47% 90.69%  75.18% 57.22%
Legal-BERT UK Case 85.50% 76.89% 96.28%  74.67% 53.88%
RoBERTa UK Case 84.10% 76.18% 93.86%  72.56% 55.56%
ModernBERT UK Case 85.49% 80.52% 91.12%  74.66% 54.94%
GPT-4.1-Static UK Case 51.16% 34.58% 98.32%  34.38% 22.46%
GPT-4.1-Dynamic UK Case 56.12% 39.63% 96.09%  39.00% 23.30%
Regex (Leg.) UK Statute 28.82% 91.70% 17.10%  16.83% 5.90%
Regex (Over.) UK Statute 24.24% 41.67% 17.10%  13.79% 5.36%
Regex (Under.) UK Statute 28.81% 8583% 1731% 16.83% 5.83%
BERT-Cased UK Statute 85.70% 80.67% 91.40% 74.98% 71.22%
BERT-Uncased UK Statute 85.01% 80.59% 89.95%  73.93% 71.19%
Legal-BERT UK Statute 84.34% 75.77% 95.10%  72.92% 69.81%
RoBERTa UK Statute 81.85% 74.62% 90.64%  69.28% 63.61%
ModernBERT UK Statute 84.31% 79.49% 89.76%  72.88% 69.50%
GPT-4.1-Static UK Statute 46.29% 31.26% 89.18%  30.12% 28.20%
GPT-4.1-Dynamic UK Statute 5498% 38.46% 96.36% 37.91% 30.88%

Table 7: Performance comparison with statute and case reference types.
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G Experiment details

Precision, recall and F1 were computed using the
scikit-learn library (Pedregosa et al., 2011).
The Jaccard Index, also known as the intersec-
tion over union, is calculated as TP/(TP + FP +
FN) (Jaccard, 1901). Sequeval F1 calculates the
predictions at the full entity level and will only
count as a true positive if the entire sequence of
tokens is correctly classified (Nakayama, 2018).
During analysis, one additional reference in the
test set was found to be incorrectly classified and
corrected before the final results were computed.
For the GPT 4.1, analysis revealed that six out-
put sentences were truncated from all test sentences
because they exceeded 15,000 tokens. These sen-
tences were excluded from the GPT analysis.

Label All UK

Binary Statute Case|Binary Statute Case
o 0 0 0 0 0 0
SR 1 1 NA| O 0 NA
UKSR| 1 1 NA| 1 1 NA
CR 1 N/A 1 0 N/A O
UKCR| 1 N/A 1 1 N/A 1
CNC 1 N/A N/A| 1 N/A  N/A
CNP 1 N/A N/A| 1 N/A N/A
CLRR| 1 N/A N/A| 1 N/A  N/A

Table 8: Label usage (Binary) across Full and UK train/-
val/test datasets and label configurations for detailed
evaluation (Statute & Case). Other (O), Statute Refer-
ence (SR), UK Statute Reference (UKSR), Case Refer-
ence (CR), UK Case Reference (UKCR), Case Neutral
Citation (CNC), Case Name Parties (CNP), Case Law
Report Reference (CLRR). 0 and 1 are used to denote
negative and positive labels. Tokens corresponding to
labels marked with N/A are ignored for computing per-
formance metrics for those subsets.

26825



