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Abstract
This paper explores the use of existing state-
of-the-art speech recognition models (ASR) for
the task of transcribing speech with narrow pho-
netic transcriptions using the International Pho-
netic Alphabet (Speech-to-IPA, STIPA). Un-
like conventional ASR systems focused on or-
thographic output for high-resource languages,
STIPA can be used as a language-agnostic inter-
face valuable for documenting under-resourced
and unwritten languages. We introduce a new
STIPA dataset for South Levantine Arabic and
present a large-scale evaluation of STIPA mod-
els across 21 language families. Additionally,
we provide a use case on Sanna, a severely
endangered language. Our findings show that
fine-tuned ASR models can produce accurate
IPA transcriptions with limited supervision, sig-
nificantly reducing phonetic error rates even in
extremely low-resource settings. The results
highlight the potential of STIPA for scalable
language documentation and the relevance of
training data composition.

1 Introduction and Motivation

Spoken language is a vital channel of communi-
cation for the majority of the world’s population.
In light of the advances in language technology,
spoken language can also serve as an intuitive in-
terface, effectively bridging technical hurdles for
many non-expert users (Tellex et al., 2020). Conse-
quently, Automatic-Speech-Recognition (ASR) has
become a key component for a variety of Natural
Language Processing (NLP) applications, such as
automatic subtitles, virtual chatbots, and automatic
answering machines. In the past decade, ASR –
and thus the quality of these applications – has
seen vast improvements, with the state-of-the-art
(SOTA) ASR systems rivaling and even outper-
forming humans (Radford et al., 2023; Yadav and
Sitaram, 2022).

However, the focus of a majority of ASR systems
along with the aforementioned impressive perfor-

mance (1) only apply to high-resource languages,
and (2) rely on Speech-to-Text (STT), i.e. map-
ping spoken language to standardized orthographic
representations.

In this paper, we aim to address these caveats
with a practical approach targeted at shifting the fo-
cus of ASR from language-dependent orthographi-
cal representations to a universal, phonetically mo-
tivated notation using the International Phonetic
Alphabet (IPA). We achieve this by fine-tuning
a SOTA ASR model to predict narrow phonetic
transcriptions in IPA, i.e. Speech-to-IPA (STIPA).
STIPA models offer a universal pathway from
audio to written representation (not necessarily
orthography). This audio-to-’text’ mapping can
serve as an input/output interface for models that
operate exclusively on textual data, such as text-
based LLMs, which cannot process other modali-
ties. Thus, STIPA models can be particularly bene-
ficial for languages without a standardized orthog-
raphy and overcome the paradigm centered on high-
resource languages. As such, STIPA or phoneme
recognition models have also gathered interest as
an intermediate step for multi- and cross-lingual
orthographic ASR with a subsequent phoneme-to-
grapheme conversion stage (Yusuyin et al., 2025;
Ma et al., 2025).

Moreover, manual IPA transcription is highly
time-consuming, requiring 40–100 hours of human
labor per hour of speech—a challenge known as the
transcription bottleneck (Seifart et al., 2018), which
STIPA models can help to mitigate. Field linguists,
particularly those working on under-documented or
endangered languages, need phonetic and phono-
logical—rather than orthographic—transcriptions.
Orthography often fails to capture pronunciation
details crucial for documentation, and many oral
languages do not have standardized writing sys-
tems.1

1Even widely spoken languages may not have an estab-
lished orthography, e.g. Nigerian Pidgin (100M speakers, Lin
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Although STIPA has been an area of research for
quite some time, more traditional systems have fo-
cused on recognizing language-specific phonemes
(e.g., Marjou, 2021). Some of these further allow
for the subsequent conversion to phonetic symbols
through a language-specific phone inventory (e.g.,
Li et al., 2020; Boulianne, 2022), creating phone-
mic transcriptions that already encode language-
dependent phonological knowledge.

Recently, with the advances of STT-ASR and
a growing awareness of the aforementioned bias
in NLP to prioritize high-resource languages, re-
search interest in STIPA has been renewed (e.g.,
Gao et al., 2021; Xu et al., 2021; Taguchi et al.,
2023; Zhu et al., 2025). However, the focus is shift-
ing towards cross-lingual or universal phone recog-
nition aimed at predicting language-independent
phonetic transcription from speech directly. Given
the advantages of multilingual and diverse pretrain-
ing demonstrated in ASR (Pratap et al., 2020; Ya-
dav and Sitaram, 2022) and STIPA (Żelasko et al.,
2020; Xu et al., 2021; Zhu et al., 2024) the recent
SOTA ASR model Whisper (Radford et al., 2023)
has remained under-explored for STIPA.

1.1 Contributions:

1. We construct IPA transcriptions for the Ara-
bic Speech Corpus (ASC, Halabi, 2016) by
mapping the provided Buckwalter notations
to IPA, thus creating a novel STIPA dataset
for South Levantine Arabic2;

2. We demonstrate that Whisper can be fine-
tuned for the STIPA task, showing that its
latent phonetic representations can be effec-
tively leveraged to go beyond orthographic
transcription and produce accurate IPA tran-
scriptions3;

3. We present a large-scale evaluation with
revised evaluation metrics of STIPA mod-
els—including the SOTA MultIPA (Taguchi
et al., 2023) and our fine-tuned Whisper mod-
els—across 21 language families, as well as
an evaluation on an extremely low-resource,
severely endangered language (Sanna);

4. Our results show that while MultIPA per-
forms well in zero-shot settings, models
based on Whisper achieve SOTA results
on CommonVoice (CV) seen languages and

et al., 2024).
2The dataset is available in Zenodo
3All the models developed in this work are available in

Huggingface and the code is provided in Github.

ASC, and remain competitive on unseen
languages—highlighting the advantages of
parameter-efficient fine-tuning and leveraging
typological similarity.

2 Related Work

This section reviews relevant literature in ASR and
STIPA, with a focus on multilingual robustness,
zero-shot generalization, and suitability for low-
resource scenarios.

ASR In designing a robust ASR pipeline for
STIPA, it is essential to evaluate models not only
for accuracy, but also for adaptability to multilin-
gual and low-resource scenarios.

Among self-supervised methods, Wav2Vec 2.0
(Baevski et al., 2020) learns contextualized speech
features from raw audio using a CNN encoder
and Transformer context network, performing
well in low-resource settings. Whisper (Radford
et al., 2023), a supervised Transformer encoder-
decoder trained on 680k hours of multilingual au-
dio (83% English), shows strong general perfor-
mance, though its multilingual consistency varies
(Rouditchenko et al., 2023). It comes in sizes from
39M to 1550M parameters; larger variants offer
improved accuracy at the cost of latency (Radford
et al., 2023).

Distilled Whisper variants (e.g., distil-large-
v2/v3, Kotoba-Whisper) or CrisperWhisper (Zusag
et al., 2024) have a mono- or bilingual focus, thus
lacking sufficient multilingual support, as is the
case for alternative models like Canary (Puvvada
et al., 2024), Parakeet (Xu et al., 2023), and State
Space Models like Mamba (Shakhadri et al., 2025).

Given Whisper’s multilingual strengths and fine-
tuning flexibility, it is the most suitable foundation
for our STIPA pipeline.

STIPA The STIPA task poses unique challenges
in zero-shot and cross-linguistic scenarios, particu-
larly when transcribing under-resourced or undoc-
umented languages.

An early and influential model in this space is Al-
losaurus (Li et al., 2020), which employs a shared
BiLSTM encoder and an allophone projection layer
trained with CTC loss to produce phonemic tran-
scriptions. By leveraging Phoible (Moran and Mc-
Cloy, 2019) phoneme inventories, Allosaurus maps
predicted phones to language-specific phonemes
across approximately 2,000 languages. Despite
this broad phonemic coverage, performance dete-
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riorates in zero-shot scenarios of universal phone
recognition—for example, the model reports phone
error rates (PER) exceeding 80% on languages such
as Inuktitut and Tusom. This degradation is likely
due to its reliance on training data from only 12
languages.

Building on this, Gao et al. (2021) introduced a
Wav2Vec2-based model that integrates typological
embeddings from Glottolog and Phoible. This ap-
proach enhances phonetic token error rates (PTER)
across both seen and unseen languages by en-
riching the acoustic representations with linguis-
tic context. Similarly, Wav2vec2Phoneme (Xu
et al., 2021) fine-tunes Wav2Vec2 on multilin-
gual datasets while employing articulatory-feature-
based mappings to support zero-shot phoneme pre-
diction without requiring explicit language labels.
This model achieves performance comparable to
Wav2vec-U while reducing data requirements by
up to 80%, underscoring the utility of large-scale
multilingual pretraining in phoneme recognition.

More recently, MultiIPA (Taguchi et al., 2023)
has advanced the state of STIPA through an end-to-
end approach. Fine-tuned from Wav2Vec2, Multi-
IPA is trained on seven orthographically transparent
languages from CommonVoice 11.0, using high-
quality grapheme-to-phoneme (G2P) mappings and
a unified IPA vocabulary. The model achieves supe-
rior zero-shot transfer performance across typolog-
ically diverse, manually transcribed languages, par-
ticularly when trained on small but diverse datasets.
This work highlights the importance of transcrip-
tion quality and linguistic diversity over raw data
volume in achieving robust STIPA performance.
Despite its strengths, MultiIPA exhibits notable
limitations, such as the lack of explicit modeling of
tonal and suprasegmental phenomena, which are
critical in many languages. Additionally, its evalua-
tion is constrained by a limited test set, which may
not fully capture the diversity of real-world inputs.

Finally, we highlight the concurrent work of
(Zhu et al., 2025) which presents a novel SOTA
STIPA model family for broad phonetic transcrip-
tion, ZIPA, with an efficient Zipformer backbone.
Moreover, they introduce IPA-PACK++, an open-
source STIPA corpus of more than 17k hours across
88 languages with G2P-based IPA transcriptions, as
a refined version of IPA-PACK (Zhu et al., 2024).

3 Data

In this section, we introduce the datasets used for
model training and evaluation, and describe the
process of creating the dataset for South Levantine
Arabic.

CommonVoice (CV) Taguchi et al. (2023) builds
on Japanese, Finnish, Greek, Hungarian, Maltese,
Polish, and Tamil data from CommonVoice 11.0
(Ardila et al., 2020), a popular, multilingual crowd-
sourced corpus consisting of read speech and or-
thographic transcriptions.

To transliterate the orthographic transcriptions
into IPA, Taguchi et al. (2023) used Epitran
(Mortensen et al., 2018) for Polish and Tamil
(62.78% of training data), and applied their own
hand-crafted rules to the other five languages.
Taguchi et al. (2023) also refer to the reliable qual-
ity of these G2P tools, which they assessed manu-
ally, as a prerequisite. The zero-shot test data used
to evaluate MultIPA consists of about 100 samples
of Hakha Chin, Luganda, Tatar, and Upper Sorbian
recordings taken from CommonVoice 11.0. The
IPA transcriptions had been created for the study
by two human annotators.

VoxAngeles (Chodroff et al., 2024) is a recent
corpus based on the UCLA Phonetics Lab Archive
(Ladefoged et al., 2009). Building on the CMU
UCLA corpus (Li et al., 2021), VoxAngeles adds
corrected transcriptions, phone-level alignments,
and 1,669 new utterances from 11 languages; for
a total of 21 language families and 95 unique lan-
guages. While word-level alignments are manu-
ally verified, phone-level ones remain unvalidated.
VoxAngeles’ phonetic diversity, spanning 5,355
samples across 95 languages, and low-resource fo-
cus make it valuable for phone recognition and
low-resource ASR (Mortensen et al., 2021).

THCHS-30 The THCHS-30 corpus, released by
Tsinghua University’s CSLT, includes c.a. 35 hours
of Mandarin read speech from 40 young speakers
recorded in 2000–2001 (Wang and Zhang, 2015).
Each speaker read 500 news-based sentences for
phonetic coverage (Li et al., 2004). The training set
has 10k utterances (25.5 h) from 30 speakers; devel-
opment and test sets contain 893 (2.3 h) and 2495
(6.3 h) utterances, respectively. Taubert (2023)
added phone-level IPA annotations with timing,
silence, and punctuation for use as ground truth.
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Corpus Creation for South Levantine Arabic
(ASC) The Arabic Speech Corpus (ASC), devel-
oped by (Halabi, 2016), aims to support speech
synthesis and includes ∼4 hours of South Lev-
antine Arabic (Damascian accent) speech across
1813 studio-recorded files. A single native speaker
read transcripts sourced from Aljazeera Learn (Al
Jazeera Media Network, n.d.) and auto-generated
nonsense utterances (896/1780) to optimize pho-
netic coverage via a greedy algorithm (Halabi and
Wald, 2016). Recordings were post-processed for
tempo, intensity, pauses, and silences (100 ms);
average utterance length is 7.5 s (1–36 s range). Or-
thographic and phonetic transcriptions in Buckwal-
ter format (Buckwalter, 2002) are included. Buck-
walter transcripts were generated from fully dia-
critized orthographic text using a custom pronunci-
ation dictionary—adapted per source, informed by
speaker idiolect, and corrected post-alignment.

We devised a Buckwalter-to-IPA transliteration
module to create IPA-based phonetic transcriptions
using the tables provided in Halabi (2016, Tables
4-7, pp.46f.) and supplementary information from
the Wikipedia entries pertaining to the Buckwal-
ter transliteration4 and Arabic romanization5 to re-
solve missing segments and inconsistencies from
the original itself. If diacritized, Arabic is described
as having a highly consistent G2P correspondence
and Halabi (2016) resolved the few opaque excep-
tions, e.g., the implicit (unwritten) Alif vowel, with
a lookup table.

4 Fine-tuning Whisper

As a first step, we verified that the pretrained Whis-
per tokenizer already includes all common IPA
symbols in its vocabulary, eliminating the need
for additional tokens to handle unknown characters.
Since our approach is language-agnostic—that is,
we do not assume prior knowledge of a language’s
identity nor phone inventory—we use the full pre-
diction space and leave inventory discovery to fu-
ture work (see Żelasko et al., 2022). To adapt Whis-
per’s decoder, which requires a language ID token,
we introduce a new ipa token and resize the em-
bedding layer accordingly.6 All inputs are prefixed
with the ipa token and the special token signaling
the transcribe task. We fine-tuned Whisper with

4Buckwalter transliteration
5Romanization of Arabic
6While reusing an existing language ID token can yield

consistent results (Qian et al., 2024), we create a new token to
avoid any unintended influence from prior language IDs.

and without LoRA adaptation (LoWhIPA/WhIPA,
i.e. Whisper-for-IPA), training a total of ten mod-
els:

1. WhIPA Base/Large-v2 (trained on CV)
2. LoWhIPA Base/Large-v2 (trained on CV,

Mandarin (THCHS-30), South Levantine
Arabic (ASC), and their combination
(CV+THCHS-30+ASC)

For the Sanna case study, we trained an additional
model, referred to as LoWhIPA Large-SR (Sanna
Related), using data from related languages: Greek
(CV), Maltese (CV), and South Levantine Arabic
(ASC). Details on parameter tuning and the decod-
ing strategy are provided in Appendix D and E.
In all cases, we subsampled the datasets, using no
more than 1,000 examples per language in accor-
dance with Taguchi et al. (2023).

5 Evaluation

This section details the evaluation metrics used, as
well as the performance on the CV, THCHS-30,
ASC, and VoxAngeles datasets. Among the Mul-
tIPA models introduced in Taguchi et al. (2023),
this work focuses on MultIPA-1k for comparison,
as it is the only publicly released model and the
one that achieved the highest cross-lingual transfer
performance in the original study. CV WhIPA and
LoWhIPA (Base/Large) are directly comparable
to MultIPA-1k, having been trained with the same
data. Appendix A provides statistics on the number
of examples in each dataset, including the training,
validation, and test splits.

5.1 Metrics

There are no standardized metrics and benchmarks
for evaluating STIPA models. We use both string-
level (PER) and phonologically informed (PFER)
metrics, with modifications to Taguchi et al. (2023)
to improve reliability (see Appendix C).

5.2 Common Voice

The performance across CV seen and unseen lan-
guages are reported in Table 1. Whisper-Large
models consistently outperform base models, es-
pecially for seen languages—LoWhIPA Large
achieves the best results (14.18% PER, 4.95%
PFER). Larger models generally offer stronger and
more stable PER improvements. LoRA fine-tuning
improves performance, often surpassing full fine-
tuning. For Whisper-Base, LoRA improves PER by
10.59% and PFER by 4.31%. Gains for Whisper-
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Metric Model el fi hu ja mt pl ta cnh hsb lg tt Mean

PER

MultIPA 23.96 36.79 36.37 25.21 18.86 29.27 37.63 73.48 60.38 75.99 62.37 43.66
WhIPA Base 50.36 49.90 42.18 40.87 57.38 68.34 61.62 89.30 72.73 84.76 92.26 64.52
WhIPA Large 9.67 7.75 19.58 11.27 20.55 16.29 21.97 81.61 68.77 73.86 76.32 37.06
LoWhIPA Base 29.81 46.64 34.84 37.07 45.19 55.48 47.52 82.45 68.51 80.54 75.69 54.89
LoWhIPA Large 8.27 7.61 17.24 10.49 20.12 15.47 20.08 81.68 65.81 72.63 71.90 35.57

PFER

MultIPA 7.33 9.27 8.94 7.90 6.99 10.20 11.01 20.08 17.56 20.57 17.25 12.12
WhIPA Base 12.74 12.81 13.26 21.90 17.94 26.18 19.12 26.28 21.44 24.02 33.43 20.85
WhIPA Large 3.71 2.40 5.35 3.30 7.62 6.62 8.03 24.66 22.87 25.61 23.98 11.35
LoWhIPA Base 7.83 11.20 11.37 19.46 11.80 17.84 14.29 23.04 18.39 20.99 21.81 16.34
LoWhIPA Large 3.94 2.49 4.72 2.94 7.54 6.88 6.57 25.64 20.11 27.83 21.84 10.65

Table 1: Combined results for PER% and PFER% across all models. Mean is computed across all language scores. Vertical line
separates seen (left) and unseen (right) test languages.

Large are smaller but still positive. In unseen set-
tings, error rates rise sharply, and model size ad-
vantage shrinks—base models sometimes outper-
form large ones in PFER. Notably, LoWhIPA Base
achieves the best mean PFER across the unseen
languages (21.06%), nearly matching MultIPA de-
spite minimal training. MultIPA leads in PER for
many unseen languages, such as Hakha Chin and
Upper Sorbian. Performance on seen data does not
predict generalization: LoWhIPA Base excels on
unseen PFER despite modest seen-language results,
while LoWhIPA Large struggles in cross-lingual
transfer. This suggests large models may overfit
to training languages, highlighting the limits of
seen-language validation. PER and PFER often
diverge due to the coarser nature of PER. For ex-
ample, WhIPA Base has a large PER gap between
Greek and Hungarian, but similar PFERs. Like-
wise, LoWhIPA Base shows comparable PFER
for Japanese and Luganda despite a PER gap of
nearly 40 points. WhIPA and LoWhIPA perform
well on Greek and Finnish in both settings, pos-
sibly due to phonological regularity or Whisper’s
STT pretraining. MultIPA shows consistent PFER
across languages, excelling on Maltese. Finally,
zero-shot transfer (ZT) models can rival fine-tuned
ones (results are reported in Appendix B). ZT-Base
outperforms on Hakha Chin and achieves the best
PER (63.83%) when excluding outliers. However,
ZT PFERs are typically higher, indicating weak
overlap between orthographic and IPA transcrip-
tions, and the models are prone to breaking down
on unseen languages.

5.3 Monolingual Evaluation on Levantine and
Mandarin

The evaluation results on the ASC (South Levan-
tine) and THCHS-30 (Mandarin) corpora are sum-

Model THCHS-30 ASC
PER PFER PER PFER

MultIPA 88.52 24.27 49.46 11.48
CV
WhIPA Base 119.05 49.07 66.09 19.13
WhIPA Large 94.66 34.53 47.34 9.14
LoWhIPA Base 109.07 41.57 53.87 14.94
LoWhIPA Large 97.16 32.70 50.91 10.90
Levantine
LoWhIPA Base 129.04 62.86 9.96 2.80
LoWhIPA Large 99.67 78.19 5.48 1.56
Mandarin
LoWhIPA Base 43.25 5.67 96.23 30.24
LoWhIPA Large 33.31 2.11 95.99 22.05
Combined
LoWhIPA Base 54.96 9.90 16.32 3.50
LoWhIPA Large 36.40 2.04 6.44 1.64

Table 2: Evaluation on THCHS-30 (Mandarin) and
Arabic-Speech-Corpus (South Levantine) test sets.

marized in Table 2. Larger models generally per-
form better, though exceptions exist in monolingual
and cross-lingual settings. Monolingual Levantine
models outperform all others on ASC, with Lev-
antine LoWhIPA Large achieving 5.48% PER and
1.56% PFER. Mandarin LoWhIPA Large achieves
2.11% PFER and 33.31% PER on THCHS-30.
Tone errors account for only about 1% of PER,
while a much larger portion is due to suprasegmen-
tal features, mainly duration labels—such as extra-
short, half-long, or long. This suggests that tone
modeling is strong, but challenges remain in accu-
rately capturing prosody. Cross-lingual CV models
achieve performance comparable to MultIPA, par-
ticularly excelling in ASC with a PFER of 9.14%.
MultIPA offers a balanced trade-off, outperforming
CV-based models on THCHS-30 by around 10%,
demonstrating robust generalization. The multilin-
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gual model Combined LoWhIPA Large matches or
exceeds monolingual models, suggesting that mul-
tilingual fine-tuning is effective even with limited
data. CV-based models perform worse on THCHS-
30, with PERs and PFERs two to three times higher
than on ASC. This drop is likely due to phonetic in-
ventory mismatches and Mandarin’s linguistic com-
plexity. Several THCHS-30 phones (e.g., [@, Ä, 7])
are absent from CV training inventories. Overall,
the low PFERs on ASC across all models affirm
the quality and consistency of its phonetic tran-
scriptions. In contrast, THCHS-30 presents more
challenges due to detailed prosodic annotations and
less training overlap.

5.4 VoxAngeles
Table 3 presents the results on the VoxAngeles
dataset. We evaluated models on both seen and
unseen languages, with a focus on zero-shot per-
formance. The results for each seen language are
presented in Appendix F.

The results reveal that MultIPA achieves the best
overall performance among the models, with the
lowest PFER at 15.38% and a competitive PER
of 60.11%. The CV WhIPA Base model shows a
PFER of 32.09% and a PER of 87.80%. The larger
Whisper variants demonstrate slightly improved
performance, with CV LoWhIPA Large reducing
the PER to 66.55% and the PFER to 19.08%. How-
ever, the performance gap between the base and
large models remains modest, likely due to the ab-
sence of Whisper pretraining knowledge on the
unseen languages, which diminishes the advantage
typically gained from model size.

Related languages form three subgroups: (1) CV-
related (Greek, Finnish, Hungarian, Maltese), (2)
ASC-related Arabic (aeb, ajp, apc), and (3) Chi-
nese languages (hak, wuu, yue) partially related to
THCHS-30. CV-based models perform worse on
VoxAngeles than on in-domain CV, though prior
fine-tuning still provides benefits. PER degrada-
tion is notable; PFER increases are more modest.
Hungarian is particularly challenging, with PFERs
doubling compared to CV. MultIPA shows robust
generalization: it yields the lowest average PER
(61.6%) and PFER (15.0%) across the 10 related
languages. Combined LoWhIPA Large is the clos-
est baseline. MultIPA also achieves the least degra-
dation on unseen languages.

Levantine models trained on ASC transfer well,
especially to Tunisian (aeb) and North Levantine
(apc, PFER < 14%). In contrast, Mandarin models

trained on THCHS-30 do not transfer well to other
Chinese varieties (e.g., Wu PFER > 40%).

Performance on the 85 unrelated languages
is most challenging due to diversity, short ut-
terances, and low data overlap. The best base
model is CV LoWhIPA Base (PER: 74.65%, PFER:
21.59%). Large multilingual models perform bet-
ter, with PFERs in the 19–21% range. MultIPA
again achieves the best average performance (PER:
59.94%, PFER: 15.43%) across unrelated lan-
guages. Model size and multilingual training help
transfer, but the composition of training data is key.
ASC-trained models also perform well despite be-
ing monolingual and recorded under controlled con-
ditions, suggesting quality and consistency matter.
Mandarin models degrade significantly on VoxAn-
geles, often producing overly long outputs, likely
since THCHS-30’s long-form speech is poorly
matched to VoxAngeles’ short utterances. In sum-
mary, multilingual models like MultIPA are most
robust across domains and languages, with typical
PFERs of 15–21%. The Chinese group remains an
exception and warrants further study.

6 Error Analysis

Assuming STIPA models learn cross-lingual
speech representations aligned to a near-universal
phone inventory, transcription errors should re-
flect phonetic proximity or plausible articulatory
processes. To test this, we sample single phone
mismatch errors from the Combined LoWhIPA
Large model predictions. Samples are restricted
to reference-hypothesis pairs with identical phone
counts and non-zero PER, reducing inclusion of
errors unrelated to the actual audio. From 3,534
such samples, we extract the first phone mismatch
to minimize alignment-related distortions.

Inspired by Loweimi et al. (2023), mismatched
phones are collapsed into broad phonetic classes
(BPCs): vowels, stops, fricatives, nasals, affricates,
approximants (incl. taps/trills), and a seventh "dia-
critics" class to distinguish intra-phone differences.
Tone mismatches are excluded due to their confine-
ment to THCHS-30.

The results are reported in Figure 1. Most mis-
matches occur within the same BPC (e.g., approx-
imants to approximants). Diacritic mismatches
make up 30–50% of errors per BPC, reflecting
phonetic similarity. Vowel mismatches are most
common: 1,775 cases (50% of all), with 682 in-
volving diacritics. This pattern replicates Loweimi
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Model CV Arabic Chinese Unrelated Overall
PER PFER PER PFER PER PFER PER PFER PER PFER

MultIPA 46.8 9.3 65.1 14.6 73.7 20.8 59.94 15.43 60.11 15.38

CV
WhIPA Base 88.7 39.6 84.9 29.5 91.4 33.3 87.70 31.80 87.80 32.09
WhIPA Large 50.3 12.4 75.0 18.6 80.3 25.5 70.98 20.64 70.66 20.45
LoWhIPA Base 61.6 15.3 74.2 20.3 81.2 24.3 74.65 21.59 74.39 21.41
LoWhIPA Large 51.4 14.5 69.7 16.4 78.4 25.0 66.59 19.10 66.55 19.08

Levantine
LoWhIPA Base 70.2 20.7 65.6 16.3 87.1 28.0 81.99 26.83 81.27 26.34
LoWhIPA Large 67.6 19.6 66.5 18.0 89.3 28.7 79.79 24.87 79.31 24.62

Mandarin
LoWhIPA Base 169.3 93.7 145.1 68.7 179.7 109.6 175.46 98.81 174.51 98.16
LoWhIPA Large 89.7 21.6 96.3 26.9 108.4 37.1 98.66 30.62 98.63 30.41

Combined
LoWhIPA Base 69.2 18.0 76.5 18.9 95.2 32.7 81.65 22.94 81.55 23.01
LoWhIPA Large 54.1 11.9 67.5 12.4 84.8 25.5 76.76 19.23 75.94 18.99

Table 3: Average PER and PFER scores on VoxAngeles languages related to at least one of the training corpora, with results on
novel languages and overall performance in the last columns.

Figure 1: Confusion heatmap of broad phonetic classes (rela-
tive frequencies per gold class).

et al. (2023)’s findings and supports the idea that
the model attends to perceptual acoustic features.
Intra-BPC errors and diacritic mismatches reflect
strong phonetic modeling, explaining the common
discrepancy between PER and PFER. Following,
we provide examples of transcription errors display-
ing phonetic grounding and not merely text-biases,
supporting the model’s acoustic alignment.

Example 1 (Greek CV data; 31.58% PER,
9.97% PFER) illustrates that transcription intel-
ligibility remains high despite a 31.58% PER, as
many errors are phonetically close or potentially
rule-conforming.

(1) an o
an o

kaTenas skeptodan
kafenasketoaDen

Example 2 (Japanese CV data; 5.00% PER,
5.00% PFER) highlights devoicing/assimilation:
a dropped /u/ near a voiceless consonant is acousti-
cally plausible.

(2) joflRoflCikWoflneflgäiCimäsW

joflRoflCikoflneflgäiCimäsW

7 Language documentation: A use case
on Sanna

Sanna, or Cypriot Maronite Arabic, is spoken by
fewer than two thousand Christian Maronites in
Kormakiti, Cyprus. All speakers are bilingual
in Sanna and Cypriot Greek, often also knowing
Cypriot Turkish, English, or French. This study
draws on six audio samples—one from the 1970s
(Roth, 1979) (Speaker 3), and five recorded dur-
ing 2022–2024 fieldwork in Kormakiti (El-Shazli,
2024b,a). Transcriptions were completed by a co-
author specializing in phonetic transcription and
Sanna. Sociolinguistic data is available for speak-
ers interviewed between 2022–2024. Speaker 1
was aged 76 and the spoken language shows North-
ern Lebanese Arabic influences, while Speaker 2
was 97-year old and illiterate but orally understood
Cypriot Turkish.
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S1 S2 S3 Mean
Model PER PFER PER PFER PER PFER PER PFER

MultIPA 67.02 23.11 64.36 20.87 62.27 20.11 64.55 21.36
CV

WhIPA Base 85.92 30.76 80.53 25.41 81.08 26.10 82.51 27.42
WhIPA Large 77.77 29.68 69.06 22.11 60.50 17.61 69.11 23.13
LoWhIPA Base 79.00 26.78 74.09 21.89 71.05 20.47 74.71 23.05
LoWhIPA Large 70.61 25.65 65.05 20.18 56.61 16.54 64.09 20.79
Levantine

LoWhIPA Base 79.19 27.91 77.45 25.60 71.15 23.07 75.93 25.53
LoWhIPA Large 65.45 23.92 68.39 22.35 61.13 15.20 64.99 20.49
Mandarin

LoWhIPA Base 118.82 37.41 104.61 32.26 102.09 29.19 108.51 32.96
LoWhIPA Large 97.35 27.75 82.08 24.46 97.28 24.43 92.24 25.54
Combined

LoWhIPA Base 80.01 27.13 75.61 22.47 64.94 16.87 73.52 22.16
LoWhIPA Large 67.01 23.20 70.38 20.88 56.50 15.60 64.63 19.89
LoWhIPA Large-SR 63.39 21.59 63.74 21.36 53.56 15.03 60.23 19.33
Avg. 76.12 24.18 74.47 23.27 69.91 20.16 73.50 22.54

Table 4: STIPA performance for each Sanna speaker. Estimated mean difficulty associated with each speaker is given as the
average across all models in the bottom row.

The Sanna results, split by speaker, are shown in
Table 4. Alongside average error rates per model,
the bottom row estimates each speaker’s difficulty
via the mean error across all models.

Multilingual and Levantine Large models per-
form best. Their average PFER hovers around
20%, and PER near 65%, consistent with earlier
transfer results. This is notable, as Sanna features
spontaneous speech with disfluencies, noise, and a
different speaking style. Top performance comes
from the LoWhIPA Large-SR model with 60.23%
PER and 19.33% PFER. Its design mirrors Sanna’s
typology, supporting the benefit of typological sim-
ilarity in cross-lingual transfer. Among Mandarin
models, only the large variant (25.54% PFER) ap-
proaches LoWhIPA level performance.

MultIPA lags slightly behind LoWhIPA and
LoWhIPA Large-SR, especially for Speaker 3,
whose 1970s recordings—despite no background
noise—have lower audio quality. Yet, non-MultIPA
models achieve strong scores here (e.g., 53–61%
PER, 15–17% PFER). Speaker 1 sees higher error
rates (76.12% PER, 24.18% PFER), possibly due
to a persistent background insect noise. Despite
clear speech, this noise may challenge STIPA mod-
els trained on clean data. Overall, performance is
stable across speakers: average scores differ ≤ 6%
in both metrics.

Example 3 presents an average transcription
sample of Speaker 3 by LoWhIPA Large-SR, as

ascertained by scores of 46.15% PER and 16.03%
PFER. White spaces were manually added to the
model’s transcription for readability. The phonetic
forms of the reference and hypothesis string bear
close resemblance despite a PER of >45%. More-
over, erroneous segments are often phonetically
close to the gold transcription (e.g., [x]/[è], helping
to preserve legibility.

(3) u istéra
u jistRERa

bitxaviSon
bitèapi:Son

allik
al:iP

illi
ili

flúss ill-Qarús
fluis ililPaRut

8 Conclusion

This paper investigates the fine-tuning of Whis-
per for STIPA using mono- and multilingual
data across diverse seen and unseen test settings.
We demonstrate that Whisper-Large outperforms
Whisper-Base on seen STIPA tasks, achieving state-
of-the-art (SOTA) results, though this advantage
diminishes in unseen conditions. Fine-tuning with
LoRA-based PEFT further improves seen perfor-
mance, enhances cross-lingual robustness, and re-
duces computational requirements.

Our findings reinforce previous evidence that
multilingual fine-tuning benefits cross-lingual
transfer, particularly when fine-tuning and target
languages are typologically similar. We also show
that high seen STIPA performance can be achieved
with as few as 1,000 training samples per language,
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supporting previous results from (Taguchi et al.,
2023). Additionally, we observe that the number
of STT pretraining hours in a language is not a req-
uisite for strong seen or unseen STIPA outcomes.

Our analysis of STIPA fine-tuning in both mono-
and multilingual settings under low-resource and
low-compute conditions also highlights the efficacy
of small, curated datasets combined with PEFT.
A custom Buckwalter-to-IPA conversion module
is introduced to enrich the ASC dataset, yielding
high-quality IPA transcriptions and strong STIPA
performance in both seen and unseen evaluations.
Furthermore, we explore the ASC and THCHS-
30 datasets for fine-tuning, and VoxAngeles for
evaluation, extending the scope of STIPA to tonal
and suprasegmental phenomena.

Building on these insights, we introduce
LoWhIPA Large-SR, a Whisper-Large-v2 model
fine-tuned with LoRA on CV Maltese, CV Greek,
and ASC South Levantine Arabic data. This model
outperforms mono- and multilingual STIPA sys-
tems, including the current SOTA MultIPA, in
zero-shot transcription of the endangered language
Sanna.

Limitations

STIPA research remains in its early stages, as ev-
idenced by the performance gaps across seen, un-
seen, and cross-lingual settings. Our setup as-
sumed Whisper’s encoder learns universal, pho-
netically rich speech representations. However,
this assumption warrants further testing, includ-
ing the joint fine-tuning of the encoder-decoder or
the fine-tuning using different parameter-efficient
methods like AdaLoRA. We also left the tokenizer
unchanged, letting Whisper implicitly learn IPA to-
kens. Explicitly restricting the output to IPA tokens
could accelerate learning and reduce interference
from pretraining. Additionally, neither LoRA set-
tings nor hyperparameters underwent a thorough
search. The weak correlation between seen and
unseen results suggests both tuning and model se-
lection can be refined. Despite strong seen and
cross-lingual performance on ASC and THCHS-
30, scaling monolingual data had limited bene-
fits. This suggests that curated, diverse, and clean
datasets are more effective. CV fine-tuning data,
in particular, could benefit from manual cleaning
and consistent IPA transcription standards. No-
tably, even minimal multilingual input improved
over monolingual baselines, supporting few-shot

strategies and the inclusion of under-resourced lan-
guages—highlighting DoReCo or IPA-PACK++
(Zhu et al., 2025) as valuable resources. STIPA
research still lacks a unified evaluation benchmark
and universally accepted evaluation metrics which
impairs the comparability between previous and
concurrent works. Furthermore, although the PFER
metric has been revised for this work to capture
more phonetic detail, shortcomings – such as an
oversensitivity to length discrepancies leading to
counter-intuitive scores – remain.

9 Ethical considerations

The recording and phonetic transcription of the
Sanna samples were kindly shared with us, and
not part of our contributions. We acknowledge the
substantial efforts involved and extend our sincere
gratitude to both the linguists and the speakers for
providing the opportunity to contribute to the doc-
umentation of Sanna. We were informed that the
original interviews may contain potentially sensi-
tive material. To the best of our knowledge, no
such content was included in the excerpts provided
for analysis, and every effort has been made to en-
sure that no such information has been disclosed
or published. Apart from the audio recordings and
the socio-demographic details referenced in this
work, no personally identifying information about
the participants was retained.

Our work holds potential for diversifying the
field of NLP and supporting the documentation of
low-resource languages. However, any work uti-
lizing our assets should be undertaken with the ex-
plicit consent of the speakers being transcribed and
comply with privacy laws regarding the storage and
processing of the contained data. We further urge
external research parties to take into consideration
the agency and interest of the communities asso-
ciated with low-resource languages, and to mind
spoken language as more than a data resource to
commodify.

It must be underlined that the models developed
here should not and cannot replace human experts,
since their stochastic nature bears the risk of hallu-
cinations and producing otherwise undesirable or
unexpected outputs. The recommendation is to use
STIPA as a mean of computer-assisted transcrip-
tion, not computer-based transcription.
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A Data statistics

Table 5 presents the statistics of the speech corpora
used in fine-tuning and evaluation. It includes the
number of audio samples and total duration (in
hours or minutes) for the training, development,
and test splits, as well as aggregate statistics. The
table is organized by dataset source (e.g., MultIPA
CV baseline, Arabic Speech Corpus, THCHS-30),
and includes additional information such as data
filtering criteria and the type of IPA or grapheme-
to-phoneme (G2P) conversion used.

B Whisper zero-shot baselines

We evaluate the pretrained Whisper’s transcription
performance by comparing its outputs to IPA tran-
scriptions on the CV data. This evaluation set-
ting, though uncommon in the literature, is feasible
for languages using Latin scripts or reliable Latin
transliterations (given the overlap with the IPA).
Off-the-shelf Whisper models are used with en-
forced transcription tasks and language IDs. The
first 7 target languages (el–ta) are known to Whis-
per, though Maltese and Tamil have limited pre-
training data (1.26 h and 129.6 h respectively), in-
creasing the chance of transcription errors.

Results in Table 6 exclude non-Latin-script lan-
guages (Greek, Japanese, Tamil) from the mean.
Two score sets are reported: one including out-
liers—defined as predictions with >400% PER or
>200% PFER—and one excluding them. These out-
liers, though rare (e.g., only 9 instances or 2.25%
among 400 samples in Finnish, Hungarian, Mal-
tese, and Polish for Whisper-Base), significantly
skew results, inflating average PER and PFER by
c.a. 17.5 points.

Whisper-Large-v2 generally performs better
than Whisper-Base, except for Maltese when out-
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Language ID Training split Dev. split Test split Total Filter IPA/G2P
samples time samples time samples time samples time frac.

MultIPA CV baseline (Ardila et al., 2020)
Greek (el) 1 832 1.92h 1 567 1.73h 1 539 1.73h 4 938 5.34h 93% >6s rules*
Finnish (fi) 1 739 1.95h 1 408 1.53h 1 284 1.47h 4 431 4.95h 80% >6s rules*
Hungarian (hu) 5 659 6.75h 3 634 4.0h 3 554 1.33h 12 847 12.04h 78% >6s rules*
Japanese (ja) 5 245 6.4h 3 521 4.0h 3 218 3.83h 11 984 14.19h 77% >6s rules*
Maltest (mt) 1 743 2.04h 1 375 1.62h 1 229 1.55h 4 347 5.23h 84% >6s rules*
Polish (pl) 11 046 13.04h 6 176 7.23h 6 197 7.37h 23 419 27.6h 71% >6s Epitran
Tamil (ta) 10 046 12.49h 3 692 4.42h 4 301 5.14h 18 039 22.05h 28% >6s, Ca Epitran

MultIPA CV transfer test set (Ardila et al., 2020)
Hakha Chin (cnh) 25 1m 30s - - human
Upper Sorbian (hsb) 24 2m 40s - - human
Luganda (lg) 22 1m 57s - - human
Tatar (tt) 29 1m 45s - - human

Arabic Speech Corpus (Halabi, 2016)
South Levantine - 1 631 3.45h 182 0.37h 100 0.29h 1913 4.10h - - Buckw.2IPA

THCHS-30 (Wang and Zhang, 2015)
Mandarin - 10 000 25.55h 893 2.3h 2 495 6.31h 13 388 34.16h - - Taubert (2023)

VoxAngeles (Chodroff et al., 2024)
(95 languages) - 5355 92m 3s - - human

Sanna (Roth, 1979; El-Shazli, 2024b,a)
Speaker 01 52 1m 43s - - human
Speaker 02 446 11m 15s - - human
Speaker 03 82 2m 46s - - human

Table 5: Metadata on fine-tuning and testing corpora. *Custom G2P rules by Taguchi et al. (2023).

Metric Model el fi hu ja mt pl ta cnh hsb lg tt Mean

PER%

Base (130.29) 40.74 74.99 (100.25) 81.39 93.32 (139.04) 63.83 158.14 236.77 188.80 116.59
(107.58) - 62.13 - 49.19 67.51 (113.93) - 70.16 64.79 63.84 65.66

Large (108.25) 32.74 52.36 (100.00) 87.75 63.48 (121.88) 327.43 79.06 63.29 67.48 96.70
- - - - 50.22 - (110.01) - 83.43 - - 73.32

PFER%

Base (69.20) 12.26 37.71 (66.29) 46.56 46.50 (82.13) 23.64 112.7 193.20 148.14 72.12
(46.69) - 24.98 - 15.01 21.00 (57.04) - 25.7 24.12 23.90 24.34

Large (47.05) 9.65 22.36 (67.02) 55.97 19.94 (65.00) 278.83 32.8 25.39 24.14 67.39
- - - - 19.97 - (53.14) - 38.51 - - 30.21

n outliers Base 1 - 1 - 4 1 2 - 1 3 1 14/800
Large - - - - 5 - 1 7 - - - 13/800

Table 6: Comparison of zero-shot vanilla Whisper output to IPA transcriptions across train and test languages. The second rows
for each model/metric exclude repetition loop outliers. Values in parentheses are excluded from overall means due to non-Latin
native scripts.

Metric Model el fi hu ja mt pl ta Mean

PER% Base 27.09 19.2 33.97 15.09 65.89 47.16 63.78 38.88
Large 5.26 3.8 7.37 7.95 47.41 9.07 27.92 15.54

PFER% Base 19.88 6.66 16.23 7.88 39.17 35.52 43.03 24.05
Large 2.5 1.84 3.15 4.4 27.84 5.32 19.54 9.23

Table 7: Evaluation of zero-shot orthographic vanilla Whisper output with subsequent G2P-based conversion to IPA in
comparison to the gold IPA transcriptions generated from the source data’s given gold orthographic transcriptions themselves.
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liers are removed. Finnish shows strong per-
formance due to its transparent orthography and
phoneme-grapheme consistency—Whisper-Large
achieves 32.74% PER, indicating about two-thirds
correct phone predictions. Given Whisper-Large’s
reported WER of 14.4% on Finnish CV data, IPA
and orthography appear closely aligned here.

For these languages, the G2P-rules used to create
the STIPA fine-tuning data can in turn be employed
to convert the vanilla Whispers’ orthographic out-
puts to IPA. While the thus achievable error rates
(Table 7) are remarkably low in some cases, the
rule-based approach has the advantage of compar-
ing standardized transcriptions. This advantage due
to standardization also represents a shortcoming
however, since dialectal and ideolectal variations
that can be present in an utterance are disregarded
by the ASR model. Therefore, it is possible that
in comparison to G2P-based IPA transcriptions,
a STIPA model would score slightly worse than
an ASR model with subsequent G2P output trans-
formation, yet be phonetically more accurate. If
STIPA results fell well below the orthographcially
standardized baselines, it would have been indica-
tive of issues in the training or IPA data quality.
Audio-text misalignment is unlikely as evidenced
by these zero-shot ASR baselines.

We would like to emphasize that the ASR + G2P
approach is only applicable to languages with trans-
parent orthography - that is, languages with a high
correspondence between graphemes and phonemes.
However, such regularity is not the case for many
languages where pronunciation is often irregular
(e.g., English, Danish, or French). Orthographic
ASR and performant G2P tools are not available
for many low-resource and especially endangered
languages.

For the unseen set of CV languages (cnh–tt),
baselines are more difficult as only Tatar is known
to Whisper, and only in limited (14 h) x-to-English
training data. To avoid unpredictable behavior from
Whisper’s automatic language detection, we sub-
stitute related Latin-script languages: Hakha Chin
→ Tibetan, Upper Sorbian → Polish, Luganda →
Swahili, Tatar → Turkish. These choices balance
linguistic similarity with the goal of producing
naïve but interpretable baselines.7 Since we do
not have established G2P rules for these languages,
only the pseudo-orthographic outputs can be evalu-

7Alternative IDs like Burmese or Kazakh were avoided
due to frequent non-Latin output.

ated with regard to their similarity to the provided
phonetic transcriptions.

Whisper-Base outperforms Whisper-Large on
three of four unseen languages (Hakha Chin, Up-
per Sorbian, Tatar), particularly when outliers are
excluded. Its PFER is also lower for all but Lu-
ganda. Whisper-Large struggles most with Hakha
Chin—28% of its predictions are flagged as out-
liers—while other languages show no such cases.

Compared to seen baselines, unseen results show
more frequent breakdowns (1% vs. 6% outlier rate),
and higher PER/PFER overall. Still, Whisper-Base
yields surprisingly competitive PFERs under out-
lier exclusion—approaching seen values for Hun-
garian (23.7%) and Polish (20.5%).

C PER/PFER Metrics

Phone Error Rate (PER) is a common metric for
evaluating phone recognition, based on Phone Edit
Distance (PED)—a phone-level version of Lev-
enshtein distance. It treats each phone, includ-
ing those with diacritics, as a single unit, but
ignores phonetic similarity, counting all errors
equally. Phonetic Feature Error Rate (PFER) ex-
tends beyond phone comparisons. Using PanPhon
(Mortensen et al., 2016) we map phones to 24-
dimensional feature vectors with values in {-1, 0,
+1}. We compute PFER using a normalized partial
Hamming edit distance, assigning a cost of 1/24
for full feature mismatches, 1/48 for mismatches
with undefined features, and 1 for insertions and
deletions. The revised implementation of the PER
and PFER metrics in this work addresses key short-
comings in the version used by (Taguchi et al.,
2023). For PER, improvements include consis-
tent Unicode normalization (e.g., NFD decompo-
sition, diacritic handling), refined tokenization of
IPA symbols, and correction for previously mishan-
dled composite phones. The revised PFER metric
reintroduces the [+/- syllabic] feature, bringing the
phonetic feature vector length back to 24 dimen-
sions as intended, and ensures all feature values
remain within the valid {-1, 0, +1} set. Unknown
or non-standard phones are handled via a principled
fallback system based on PanPhon’s diacritic rules
rather than naive summation of character vectors,
which had previously distorted feature representa-
tions. Insertions and deletions are assigned fixed
penalties, while substitutions are scored propor-
tionally based on articulatory feature mismatches,
yielding a more linguistically informed and stable
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error estimate.

D Hyperparameters

Across all fine-tuning configurations, we employed
fp16 mixed precision, warmup steps equal to
10% of the total fine-tuning steps, and the default
AdamW optimizer with linear learning rate decay.
The maximum generation length was set to 225
tokens. No hyperparameter search was conducted;
instead, hyperparameters were selected based on
prior work (Gandhi, 2022; Liu et al., 2023; Hillah
et al., 2024; Liu and Qu, 2024; Qian et al., 2024;
Timmel et al., 2024). For LoRA fine-tuning, we
used r=32, alpha=64, and a dropout rate of 0.05
(Song et al., 2024; Liu and Qu, 2024). A summary
of the parameters used is provided in the Table 8.
The best checkpoint was selected based on perfor-
mance on the validation set.

E Decoding strategy

Whisper orthographic STT typically employs 5-
beam search, but other strategies have also been
applied (e.g., greedy decoding, Yang et al., 2024).
STIPA, however, differs from standard STT and tar-
gets a more narrow vocabulary. We investigate the
impact of beam sizes n ∈ {1, 3, 5, 7} on validation
performance using the selected checkpoints of our
CV models. Furthermore, we introduce a heuris-
tic to detect repetition-induced outlier predictions
which exceed the maximum number of phones that
are physiologically possible to articulate within the
sample duration, followed by a fallback strategy to
reduce their frequency and impact.

We compute each sample’s maximum in-
tended speech rate (isr) in (G2P-transliterated)
phones/second (ph/s):

isrmax =

∑
phones
sec

, sec =
len(audio array)
sampling rate

Calculated on the filtered validation set of each
training language (Figure 2), our isrmax values near
alignment with the rates reported in Trouvain et al.
(2001) (avg. 13.1 ph/s, max. 21–25 ph/s) and repre-
sent realistic speech rate ceilings for read speech.8

Our average isrmax (dashed line) are slightly
lower in comparison, likely because the calculation
does not account for pause segments and trailing

8The number of phones per sample and the number of
BPE tokens required to represent them with the WhisperTok-
enizer can diverge, depending on phone complexity and token
granularity.

Figure 2: Maximum speech rates per sample as intended
phones per second, differentiated by language (validation set).

silences, relying only on IPA transcriptions and to-
tal duration. However, since CV samples are short,
read-aloud sentences—with participants control-
ling start/stop—extended silences are rare.

Lenient upper bounds isrmaxL are defined by
rounding the highest observed isrmax per language:
el: 13, fi: 17, hu: 15, ja: 16, mt: 14, pl: 16, ta: 17,
unseen languages: 20 ph/s. This limit is used to
calculate the maximum expected phones per sam-
ple:

iphmaxL = sec × isrmaxL

Predictions exceeding iphmaxL trigger decoding
fallback strategies and the model retries sequen-
tially with: 1) alternate beam sizes, 2) repetition
penalty of 1.15 (Keskar et al., 2019), 3) exponential
decay length penalty ∈ {2.0, 3.5, 5.0} for tokens
beyond d = iphmaxL × 0.8, and 4) forced trunca-
tion at iphmaxL .

The repetition penalty reduces the likelihood of
repeated tokens and is useful against short-loop
errors. It may harm longer or repetitive speech,
but our maximum input length is known (15 s) and
the penalty is only applied to implausible outputs,
making adverse effects unlikely.

Fallback option (1) also defines the second core
component of our decoding strategy: the primary
and backup beam sizes. Validation predictions
were run with beam sizes n ∈ {1, 3, 5, 7}—both
without and with our fallback system. Backup de-
coding increases the beam size first, then cycles
through smaller values.

For simplicity, we assume beam size effects are
consistent across checkpoints. Figure 3 shows
PFER per checkpoint in all eight conditions (aver-
aged per language; dashed line: macro avg., col-
ored line: medians).

31426



Model Variant PEFT Learn. rate Batch size Epochs Data/Lang. Lang. Ckpt

CV
WhIPA Base Base - 1e-5 64 10 1k 7 4
WhIPA Large Large-v2 - 1e-5 64 10 1k 7 6
LoWhIPA Base Base LoRA 1e-3 64 10 1k 7 4
LoWhIPA Large Large-v2 LoRA 1e-3 64 10 1k 7 8

Levantine
LoWhIPA Base Base LoRA 1e-3 16 10 1k 1 6
LoWhIPA Large Large-v2 LoRA 1e-3 16 10 1k 1 6

Mandarin
LoWhIPA Base Base LoRA 1e-3 16 10 1k 1 4
LoWhIPA Large Large-v2 LoRA 1e-3 16 10 1k 1 10

Combined
LoWhIPA Base Base LoRA 1e-3 64 10 1k 9 4
LoWhIPA Large Large-v2 LoRA 1e-3 64 10 1k 9 6
LoWhIPA Large-SR Large-v2 LoRA 1e-3 32 10 1k 3 10

Table 8: Fine-tuning hyperparameters and checkpoint choices across baseline, monolingual (Levantine, Mandarin), and
Combined (Lo)WhIPA models.

avg. PFER%/beam size
Model 1 3 5 7 Chosen

WhIPA Base 20.27 20.27 20.59 20.38 5 → (7, 3, 1)
LoWhIPA Base 13.85 13.68 13.43 13.49 3 → (1, 7, 5)
WhIPA Large 5.84 5.72 5.79 5.69 3 → (7, 5, 1)
LoWhIPA Large 5.75 5.57 5.52 5.53 3 → (7, 5, 1)

Table 9: Models’ average PFER% on the validation subset using outlier detection and fallback heuristics under variation of
beam sizes together with the selection of primary and secondary decoding beam sizes.

Beam size has only minor impact on PFER but
the monitoring and fallback heuristics significantly
reduce outliers–outliers and means stabilize across
WhIPA Base and LoWhIPA Large.

This experiment also informs the choice of pri-
mary and fallback beam sizes for each model vari-
ant (Table 9, including average PFER per beam
size using fallback). Although an initial round of
testing—based on an earlier PFER implementation
from Taguchi et al. (2023)—guided the strategy se-
lection, minor differences and extensive completed
work led us to retain the existing configuration.

F VoxAngeles per language performance
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Figure 3: Beam-size dependent performance of model checkpoints on the validation subset and efficacy of speech rate
monitoring and fallback heuristics to detect and mitigate repetition loops.

Model el fi hu mt aeb ajp apc hak wuu yue Mean

PE
R

%

MultIPA 34.7 45.0 55.3 52.1 59.6 71.8 64.0 72.2 92.1 69.0 61.6
CV

WhIPA Base 65.5 61.8 160.5 67.2 102.6 73.9 78.2 94.5 104.6 77.9 88.7
WhIPA Large 36.3 45.0 67.6 52.3 69.4 87.9 67.6 76.0 105.1 72.1 67.9
LoWhIPA Base 51.1 62.0 69.1 64.0 72.6 75.4 74.7 79.1 97.9 75.7 72.2
LoWhIPA Large 35.9 40.0 74.8 54.8 64.8 79.0 65.3 76.4 100.0 70.8 66.2
Levantine

LoWhIPA Base 64.0 63.6 93.0 60.3 61.2 76.5 59.0 88.8 103.3 81.3 75.1
LoWhIPA Large 64.6 51.7 97.0 57.0 56.2 86.3 56.9 91.5 105.9 84.7 75.2
Mandarin

LoWhIPA Base 176.7 139.4 211.2 150.1 144.1 108.7 182.6 100.6 255.6 196.1 166.5
LoWhIPA Large 94.7 73.0 100.5 90.7 96.6 98.1 94.0 103.2 115.9 116.1 98.3
Combined

LoWhIPA Base 54.8 61.8 86.6 73.6 65.1 96.0 68.3 94.0 116.7 89.4 80.2
LoWhIPA Large 43.9 49.9 70.2 52.5 61.6 78.8 62.0 84.6 111.5 74.1 68.9
LoWhIPA Large-SR 40.4 45.9 93.4 48.3 57.9 82.1 60.0 86.4 106.4 89.3 71.0

PF
E

R
%

MultIPA 4.1 8.2 16.3 8.7 16.7 14.0 13.3 19.5 34.4 14.4 15.0
CV

WhIPA Base 19.9 16.9 100.8 20.7 44.9 22.1 21.4 33.1 44.8 20.9 34.6
WhIPA Large 4.6 13.9 19.1 12.1 16.0 28.2 11.6 25.7 43.2 14.3 18.9
LoWhIPA Base 11.6 17.3 18.3 13.8 16.7 26.9 17.3 20.8 38.3 18.1 19.9
LoWhIPA Large 5.7 12.4 29.2 10.8 16.5 21.1 11.6 23.7 43.1 14.4 18.9
Levantine

LoWhIPA Base 12.6 18.8 37.3 14.0 17.3 18.8 12.9 25.6 45.0 19.3 22.2
LoWhIPA Large 10.5 12.8 40.8 14.4 15.1 27.9 11.0 27.0 43.4 22.0 22.5
Mandarin

LoWhIPA Base 102.7 63.3 131.0 77.8 69.6 30.8 105.6 38.6 184.9 122.2 92.6
LoWhIPA Large 14.9 14.2 37.6 19.9 29.6 26.1 25.1 32.4 46.5 40.7 28.7
Combined

LoWhIPA Base 9.5 12.7 28.7 21.1 11.2 31.9 13.7 26.9 51.8 28.5 23.6
LoWhIPA Large 5.8 11.7 19.5 10.4 9.5 16.9 10.6 22.7 46.0 16.3 17.0
LoWhIPA Large-SR 8.3 15.8 38.9 9.9 14.4 23.6 8.8 33.7 50.9 24.5 22.9

Table 10: Individual PERs and PFERs on VoxAngeles languages related to at least one of the training corpora, divided by
language group.

31428


