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Abstract

Cognitive Restructuring (CR) uses multi-turn
dialogue to identify and restructure one’s nega-
tive thoughts, arising from mental health issues,
into more helpful and positive ones. Clinician
shortage and stigma urge the development of
human-LLM interactive psychotherapy for CR.
Yet, effectively implementing CR is hindered
by entrenched cognitive distortions, emotional
resistance, and individual differences, which
existing works have not overcome. To bridge
this gap, we propose CRDIAL, a novel frame-
work that structures CR as theory-grounded
multi-stage multi-turn dialogue, integrating
multi-aspect supportive strategies for emotional
management and a multi-channel loop mech-
anism to account for diverse individual distor-
tions. With CRDIAL, we distill @CRISP, a
large-scale and high-quality bilingual dialogue
dataset, from LLM. We then train CRISPERS,
CRIsP-based conversational LLMs for CR, at
7B and 14B scales. Extensive human studies
show the superiority of CRISPERS in pointwise,
pairwise, and intervention evaluations.'

1 Introduction

Negative thoughts arise from cognitive distortions
that create a distorted view of reality and are en-
trenched in individuals facing mental health issues,
which may lead to depression and even suicidal
ideation (Beck, 1979). A proven intervention for
such thoughts is Cognitive Restructuring (CR,
Beck 2011). As shown in Figure 1, CR is a thera-
peutic process where a therapist would first initiate
a dialogue from one’s negative situation (e.g., “re-
ceiving numerous comments from his/her advisor’)
and progressively explores their thoughts from sur-
face (e.g., “I just feel more and more lost”) to core
negative thought (e.g., catastrophizing: “Even if
“Equal contribution.
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w I have faced multiple rejections when itting my papers, and my thesis advisor has
g@j given me numerous comments that need to be addressed. This has left me feeling

overwhelmed and unsure where to start. )
------------------- Cognitive Theory-guided Identification of Negative Thoughts -

Yeah... even if I manage to finish my thesis, I still won't have a successful carcer. Maybe I’m just B:
not cut out for academia.

eflecting Feelings) Sounds like youre putiing i a lot of effort but not sceing the results you
&8 < Boped for. That must be extiausiing (Questions) Do you think this has affected your confidonce?

1 used to be confident, but constant rejections and feedback make me feel like I'm just not good ﬁ:
enough. Now, I just feel more and more lost.

a g{esiatemem) So, the feedback has made you doubt your choices. (Affirmation and
eassurance) But getting to this stage already shows your hard work and capability. (Questions)
Have you thought about other ways fo find a sense of accomplishment beyond your papers?

EQ Omitted Multi-turn Dialogue for Identifying Automatic Thoughts and Immediate Beliefs

=, (Proyiding Suggestions) You mightbe =, (Information) It sounds like you believe no
viewing success too rigidly, feeling it requires effort will change the outcome, meaning no
perfection. success or new opportunities.

Maybe you're right... If my work isn’t perfect, o,
it doesn’t feel like success. I doubt I can finish
my thesis, and all my efforts were wasted.

[Cognitive Distortion: Overgeneralization]

Yeah... even f | manage to finish my thesi.
still won't have a successful career. Maybe I'm
just not cut out for academia.

[Cognitive Distortion: Catastrophizing]

G

--------- Defense Attorney Technique-driven Restructuring of Negative Thoughts -

e, (Restatement) You're worried you'll never (Question) What worries you about your
inish your thesis. (Question) What makes you {2}  career development?
feel that way? X
8 I feel I'm not good enou%h, and academia is @
Tve had several papers rejected before, and v o, ighly competitive.
now I feel like no matter how hard I try, it
won’t make a difference. (Providing Suggestions) It makes sense, but
yowve alteady come sa far. You're actively
(2P doing research and working toward finishing

(Restatement) So past rejections have made
=) it. That shows your academic potential.

you feel like future efforts are pointless.
ép Omitted Multi-turn Dialogue for Defense EQ Onmitted Multi-turn Dialogue for Defense
(Question) Do you think “never finishing” is (Question) Do you think this belief is

entirely true, or could your emotions be making completely true, or have you faced challenges
it feel that way? before and managed to overcome them?

Maybe I'm just feeling emotional... I mean, T o, Well.... ma{)be it’s not entirely true. I was  yqq,
ave finished parts of it, but there’s still So @) really wortied about grad school applications, @)
ich left to do. but in the end, I still got a good offer.

__ (Providing Suggestions) Since you’ve (Affirmation and Reassurance) Exactly! You
already made progress, maybe breaking pushed through that uncertainty and
the rest into smaller steps could make it (2 Successfully navigated the application process.
feel more manageable. That’s proof that you can handle challenges.
@& Omitted Multi-turn Dialogue for Prosecution : g& Omitted Multi-turn Dialogue for Prosecution
(Affirmation and Reassurance) I get (Reflecting Feelings) It’s normal to fear the
why this feels overwhelming, but the fact unknown. (Providing Suggestions) But you
(2 that you've been making steady progress (29} can tumn that fear into mofivation to plan your
shows that you can finish your thesis. career goals instead of letting it hinder you.

(Restructured Thought) Focusingonmy , ¢
progress instead of end goal can boost @5
my confidence and keep me motivated.

Figure 1: A data example of CRSIP crafted via LLMs us-
ing CRDIAL, which identifies and restructures mul-
tiple negative thoughts (i.e., cognitive distortions) via
multi-stage multi-turn dialogue with emotional support.

(Restructured Thought) Yeah, it’s , ¢
normal. If I stay positive and focus on my Qgﬂ
strengths, I can plan my career goals well!

1 finish the thesis, I still won’t have a successful
career”). The therapist should then apply restruc-
turing techniques to transform this catastrophizing
thought into a more positive one (e.g., “The fear is
normal and will motivate me to plan career goals”).

Yet, barriers like clinician shortages and stigma
often limit people’s access to therapists (Olfson,
2016), urging the development of human-machine
interactive psychotherapy for CR. But the process
of CR often faces several key challenges which
make it non-trivial for machines to successfully
carry out CR. (1) Cognitive Persistence: Cogni-
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tive distortions are rooted in individuals’ thought
patterns, impeding their self-awareness of negative
thoughts (Beck, 1979). (2) Emotional Manage-
ment: Engaging in CR may cause individuals to
feel discomfort or resist changing their entrenched
thought patterns (Agarwal and Sirts, 2025; Kim
et al., 2025c¢), thus evoking intense emotions and
disrupting the therapeutic process. (3) Individual
Differences: Individuals’ personalities shape their
cognitive styles (Sperry and Sperry, 2020), result-
ing in diverse thought patterns, e.g., in Figure 1,
an individual may also experience cognitive distor-
tions like overgeneralization (“all my efforts were
wasted”) or catastrophizing (“I still won’t have a
successful career’), or even both. Professional ther-
apists have to navigate these challenges adaptively.

The fast development of large language models
(LLMs, Touvron et al. 2023a,b) ignites researchers’
hope for LLM-based CR solutions, but existing
research in this line still remains incompetent in
addressing the above challenges, following three
main methods: (1) Text Rewriting (Sharma et al.,
2023; Maddela et al., 2023): Implementing CR
simply as a text rewriting task, where reframed pos-
itive thoughts are directly presented to individuals.
The lack of a progressive cognitive guidance pro-
cess may cause individuals to perceive the thoughts
as preachy or coercive, leading to resistance. (2)
Fixed-Pattern Dialogue (Na, 2024; Goel et al.,
2024; Kim et al., 2025a): Using a rigid conversa-
tional pipeline, e.g., fixed three-turn dialogue (Xiao
et al., 2024). This mechanical dialogue flow is inef-
fective at emotional management, thus harming the
effectiveness of CR. (3) One-shot CR Workflow:
Following the “one interaction addresses one cogni-
tive distortion” paradigm (Lee et al., 2024), which
fails to account for individual differences that often
manifest as multiple overlapping or interconnected
distortions in a single mental health issue, poten-
tially leading to fragmented or superficial therapy.

To address the challenges, we propose CRDIAL,
a novel framework that structures CR as a theory-
grounded multi-stage multi-turn DIALogue, inte-
grating multi-aspect supportive strategies for emo-
tional management and a multi-channel loop mech-
anism to account for individual differences. Specif-
ically: (1) Multi-stage CR. To align with realis-
tic psychotherapy for CR, we design multi-turn
dialogues featuring two stages: i) Cognitive The-
ory (CT, Beck 1979)-guided identification of nega-
tive thoughts, and ii) Defense Attorney Technique
(DAT, de Oliveira 2011)-driven restructuring of

negative thoughts. (2) Multi-aspect Supportive
Conversation Strategies: To provide emotion sup-
port during CR, we draw on psychological theories
(Hill, 2009; Linehan, 2014) to design a scheme
of supportive conversation strategies for CRDIAL.
This scheme involves 5 strategy categories across 8
sub-categories to carefully constrain the therapist’s
responses at the sentence level. (3) Multi-channel
Loop Mechanism: This mechanism is designed
for flexibly identifying individualized cognitive dis-
tortions and a loop mechanism to cycle the CR
process, enabling iterative addressing of potential
multiple negative thoughts in a mental health issue.
With CRDIAL, we distill €5 CRIsP from LLMs
(i.e., GPT-40, OpenAl 2024), which is a large-scale
bilingual dialogue dataset with 22k dialogues, de-
signed to simulate CR in multi-stage multi-turn sup-
portive dialogues (§3). Strict quality control proce-
dures are implemented to ensure the quality, safety,
and professionalism of CRISP (§4). With CRISP,
we train CRISPERS, CRISP-based convERsation
LLMs for CR, at 7B & 14B scales (§5). Manual
evaluations show CRISPERS-14B outperforms its
teacher model in both interactive pointwise and
pairwise evaluations. Our psychological interven-
tion trial also further highlights its potential for
human-LLM interactive psychotherapy (§6).

2 Related Work

LLMs are powerfully driving the advancements of
human-computer interactive psychotherapy (Chen
et al., 2023; Qiu et al., 2024a,b; Zhang et al.,
2024a,b; Qiu and Lan, 2024). In this field, a typical
paradigm is empathetic dialogue (Rashkin et al.,
2019), incorporating affective (Lin et al., 2019;
Li et al., 2020) and cognitive (Zhou et al., 2023)
empathy. Another milestone is that introducing
emotional support dialogue (Liu et al., 2021) to
regulate one’s emotional distress. Yet, they mainly
draw on emotional management, failing to address
cognitive distortions central to mental health issues.

To bridge this gap, existing studies (Qi et al.,
2025; Kim et al., 2025b) introduce CR based on
three main methods. The first is text rewriting
(Ziems et al., 2022; Maddela et al., 2023; Sharma
et al., 2023), which rewrites one’s negative situa-
tion into a more positive view. The second, fixed-
pattern dialogue, restricts CR to a rigid dialogue
flow (Goel et al., 2024; Kim et al., 2025a), e.g.,
single- or three-turn dialogue (Na, 2024; Xiao et al.,
2024). The third is a one-shot CR workflow, which
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addresses a single cognitive distortion within one
interaction (Lee et al., 2024). Yet, these methods
remain ineffective at managing complex emotional
dynamics or individual differences inherent during
CR, potentially harming their overall effectiveness.

3 CRDIAL Framework

In Figure 2, we follow clinical therapy practices
and work with mental health experts to develop
the CRDIAL framework when crafting dialogues
between an individual and a therapist from LLMs
via self-play. The process is as follows: (1) The
dialogue begins with an individual’s help-seeking
situation, with the constrains defined by our sup-
portive conversation strategies of the therapist’s
responses. (2) Cognitive theory (CT) guides the
therapist to identify the individual’s surface-to-core
negative thoughts (i.e., cognitive distortions) via
multi-turn dialogues. (3) A courtroom analogy is
then adopted to transform the identified cognitive
distortions until a verdict of successful restructur-
ing is reached. (4) CRDIAL allows to identify
multiple cognitive distortions, i.e., multi-channel
loop mechanism, to adapt individual differences.

3.1 Multi-aspect Supportive Strategies

Supportive Strategy Scheme To provide emo-
tional comfort and prevent resistance during CR,
we develop a supportive strategy scheme using
Hill’s Help Skill Theory (Hill, 2009) and Dialecti-
cal Behavior Therapy (Linehan, 2014), including
strategies with 5 categories across 8 subcategories:
(1) Description: Helping individuals objectively
describe their situations by guestions and restate-
ment; (2) Expression: Reflecting feelings and using
self-disclosure to express empathy; (3) Assertion:
Providing suggestions and information to guide
positive thoughts and behaviors; (4) Reinforce-
ment: Enhancing individuals’ agency by affirma-
tion and reassurance. (5) Negotiation: Negotiating
with individuals when they present challenges. De-
tails of these strategies are shown in Appendix B.1.

Sentence-Level Strategy Constraints These
strategies guide the therapist’s responses through-
out the dialogues, ensuring CR consistently accom-
panies emotional support. To enhance responses’
supportiveness, we prompt GPT-4o to use sentence-
level constraints, where each sentence of response
is generated paired with an appropriate strategy.
Details of the prompt are shown in Appendix A.1.

( ® | have faced r when ing my papers, and my thesis
advisor has given me numerous comments that need to be addressed. This has
p

left me feeling overwhelmed and unsure where to start.

CT-guided Identification Stage
& Understanding Automatic Thoughts

"My advisor’s comments are overwhelming, and even after revisions, I'm
still afraid they aren’t good enough."

v
() Exploring Intermediate Beliefs
"If I can’t meet my advisor’s expectations, it means I'm not good enough."
Dissecting Core Beliefs (i.e., Cognitive Distortions)
NTET can’t meet my advisor’s
Overseneralization ©&” If ! can’t meet my adus'?r S expectations, it
= means I’'m not good enough.

% .o e.g. "Even if I finish the thesis, I still won’t have a
Ceteniiig iy successful career. I'm just not suited for academia.”

@ DAT-driven Restructuring Stage E LOOP\V

u4% Defense ]

“Multi-Channel

I "What makes you think finishing your thesis won’t help your career?"

Prosecution
"Have you feared the worst, but things turned out better than expected?"

Verdict
e.g. "Completing my thesis is a significant achievement that proves my
&3 resilience and ability. Even if academia feels competitive, it opens doors to
many opportunities, both within and beyond academia."”

Figure 2: The CRDIAL framework is used to guide the
distillation of dialogues from LLMs stage by stage.

3.2 CT-guided Identification Stage

Help-seeking Situation Collection The identi-
fication stage begins with the individual’s help-
seeking situation. To ensure the authenticity of
situations, we crawl anonymous posts from Yixinli,
a famous Chinese mental health service platform,
and the subreddit “r/mentalhealth”. These posts
offer detailed descriptions of individuals facing
mental health challenges in daily life. We carefully
remove sensitive information from these posts and
summarize them into help-seeking situations by
prompting GPT-40. Furthermore, to enhance the in-
dividual differences in dialogue interactions across
various situations, we prompt GPT-40 to extract dis-
tinctive personality from the posts, which is then
used to guide individuals’ behavior in dialogue.

CT-guided Identification Process An individ-
ual’s distorted thoughts are often rooted in the situ-
ations they encounter. We draw on cognitive theory
to realize the process of identifying cognitive distor-
tions that contribute to mental health challenges via
multi-turn dialogues. This process often progres-
sively probes 3 levels of thoughts: (1) Automatic
thoughts: surface-level thoughts that occur spon-
taneously in responses. (2) Intermediate beliefs:
underlying assumptions that influence automatic
thoughts and help interpret situations. (3) Core
beliefs: deeply ingrained cognitive distortions that
shape the foundation of an individual’s thinking.

Implementation We prompt GPT-40 to realize
self-play, i.e., playing both a strategy-constrained
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therapist and a personality-constrained individual
to dissect the individual’s distorted thoughts in a
multi-turn dialogue. We found that generating a
long multi-turn dialogue all at once tends to pro-
duce generic content. Thus, we divide the iden-
tification stage into two steps: (i) reassurance of
automatic thoughts and intermediate beliefs and (ii)
dissection of core beliefs. Details of the prompts
used in this stage are provided in Appendix A.2.

3.3 DAT-driven Restructuring Stage

DAT-driven Restructuring Process We use the
well-known Defense Attorney Technique (DAT,
de Oliveira 2011) to restructure the identified dis-
torted thoughts. DAT is a CBT tool that uses the
metaphor of a court trial to encourage individuals to
play “defense lawyers”, making their challenges to
negative thoughts clear and concrete by defending
more positive thoughts. DAT drives restructuring
process by using three mechanisms: (1) Defense:
The individual, as the defense lawyer, is guided
by the therapist to consider factual evidence that
supports their negative thoughts. (2) Prosecution:
The therapist, as the prosecutor, identifies flaws
in the evidence and provides counter-evidence to
challenge the individual’s negative thoughts. (3)
Verdict: After the prosecution, assess whether the
individual’s distortions have been successfully re-
structured into more positive and helpful thoughts.

Implementation Using the dialogue history from
the previous stage as input, we prompt GPT-40
to determine the next appropriate dialogue phase
(Defense or Prosecution) and then engage in self-
play to generate multi-turn dialogue between the
therapist and the individual. This process iterates,
with each generated dialogue added to the dialogue
history, until the Verdict phase reports that restruc-
turing is completed. We grant flexibility in de-
termining the number of iterations to emulate the
complex alternation between Defense and Prosecu-
tion in real-world courts. Details of prompts used
in this stage are provided in Appendix A.3.

3.4 Multi-channel Loop Mechanism

Multi-channel Mechanism Case conceptualiza-
tion suggests that personal traits shape individuals’
different cognitive styles, affecting how they per-
ceive, interpret, and respond to situations (Sperry
and Sperry, 2020). Thus, unlike traditional single-
channel dialogues (one query corresponds to one
response), we design a multi-channel mechanism

to infer multiple possible cognitive distortions in
the “dissection of core beliefs” step. Each distorted
thought creates its own channel, with a dedicated
restructuring process. In practice, we prompt GPT-
4o to adaptively infer multiple (<3) channels based
on the dialogue history, each in the form of “thera-
pist identifies a cognitive distortion and individual
responds to confirm”. Each channel then indepen-
dently proceeds to its own restructuring stage. De-
tails of the prompt are provided in Appendix A.2.

Loop Mechanism After completing a restructur-
ing stage, we prompt GPT-40 to reason whether
the individual may still maintain other cognitive
distortions, thus looping the dialogue back to the
identification stage. This loop mechanism is criti-
cal for two reasons. First, individuals facing men-
tal health issues often exhibit multiple irrational
thinking patterns (Beck, 1979). The multi-channel
mechanism sets the order of restructuring, while
the loop mechanism improves CR’s thoroughness.
Second, an individual’s cognitive patterns in one sit-
uation may automatically trigger related distorted
thoughts from other situations (Bargh and Char-
trand, 1999). This requires an iterative identifica-
tion and restructuring process, ensuring all relevant
cognitive distortions are addressed, thus enhanc-
ing the intervention’s effectiveness (Beck, 2011).
Details of the prompt are shown in Appendix A.4.

3.5 Integrating Commonsense Knowledge

Following Kim et al. (2023), we integrate exter-
nal commonsense knowledge into each sub-step
of identification and restructuring, providing two
advantages to LLLM-based dialogue construction:
(1) Reducing nonsensical conversations: Sampling
naively from an LLM without external informa-
tion can lead to redundant and generic dialogues
(Kim et al., 2023). (2) Improving diversity: Exter-
nal information increases topic diversity, leading
to varied dialogue dynamics. We use Atomic!'* as
our commonsense knowledge graph (Hwang et al.,
2021), which describes events using (head, rela-
tion, tail) triples, e.g., (a situation is “I am strug-
gling to finish my thesis”: Head: PersonX struggles
with thesis, xReact: PersonX feels overwhelmed).
Before each sub-step begins, we summarize the
individual’s situation from the dialogue history as
the head and use relations related to mental health
(intention, desire, reaction, need) to infer common-
sense knowledge. The inferred knowledge is then
used to guide current sub-step dialogue generation.
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Datasets

Human-curated ~ Strategy Constrain  Specialized for CR  Language

#Dialog #Avg. Turns #Avg. Uttr. Length  #Lexical Diversity

ESConv (2021) (4 Utterance-level X En 1,300 13.40 18.70 34.27
AugESC (2023a) X Utterance-level X En 65,077 14.50 18.80 30.12
EXTES (2023b) X Utterance-level X En 11,177 9.10 26.00 50.66
Healme (2024) X X v En 1,300 3.00 63.20 48.21
Cactus (2024) X X v En 31,577 16.60 26.93 58.66
< CRrIsP X Sentence-level (4 En&Zh 22,063 36.48 38.12 70.51

Table 1: Statistics of CRISP compared to related dialogue datasets. Utt. is utterance. More details are in App. B.5.

4 < CRisP Dataset

Based on CRDIAL, we distill @CRISP, a large-
scale high-quality dialogue dataset for CR, from
GPT-40 using 2,985 seed situations. We break
each channel into individual dialogues for quality
control. The prompts used for quality control with
LLMs (i.e., GPT-40) are provided in Appendix B.2.

4.1 Postprocessing for Quality Control

Basic Filtering Starting with an initial set of 27k
dialogues, we prompt GPT-4o to filter dialogues
with 3 basic quality criteria: (a) Remove dialogues
with unnatural (e.g., mechanical phrasing), inap-
propriate (e.g., off-fopic expressions), or erroneous
(e.g., repetition, contradiction) statements (6.34%).
(b) Remove dialogues that exhibit incoherent or
illogical social dynamics, especially between sub-
steps of CRDIAL (2.54%). (c) Remove dialogues
with statements that violate commonsense (2.15%).

Safety Filtering The seed situations used for
dialogue construction have already undergone a
strict manual safety filtering, with a removal rate
of 29.8%. To further prevent harmful or danger-
ous content in the created dialogues, we apply two
safety filters: Canary and LLM. First, we employ
Canary, a dialogue safety classification model (Kim
et al., 2022), to remove dialogues marked as need-
ing intervention (e.g., crimes, emergencies). Next,
we prompt GPT-4o to identify unsafe content and
remove any dialogues with unsafe tendencies. Fi-
nally, about 0.02% of the dialogues are removed.

Expert Filtering To ensure the dialogues re-
flect a professional CR process, we define three
expert criteria for filtering: (1) Therapist Stan-
dard (5 metrics): Evaluate whether the therapist’s
responses are specific to the help-seeker’s situa-
tion and empathetic to their emotional state, i.e.,
whether they provide rational evidence, positive
perspectives on the struggles, and actionable sug-
gestions to help overcome negative thoughts during
CR (Sharma et al., 2023). (2) Help-Seeker Stan-
dard (9 metrics): Evaluate the authenticity of the

help-seeker’s responses using: simplicity, collo-
quialism, mistrust, details, lack of self-awareness,
staying in role, resembling typical case, challeng-
ing the psychologist, and readiness as trainee.
These metrics are summarized from behaviors ob-
served in real help-seekers during therapy (Louie
et al., 2024). (3) Supervisor (2 metrics): Evaluate
whether the overall dialogue aligns with the norma-
tive principles of CR with emotional support and
the effectiveness of CR within the dialogue. De-
tails of each criterion are in Appendix B.2.2. We
prompt GPT-40 to evaluate the dialogues on these
three expert criteria, scoring each criterion from 1
to 5. We calculate 3 average scores for each dia-
logue, one for each expert criterion, and remove
any dialogues with an average score below 3.5, re-
sulting in an 11% removal rate. Human experts
inspect 500 randomly sampled dialogues from the
retained set, with a 95% pass rate, showing the high
quality of the retained dialogues.

Final Dataset After all filtering steps, 77.95%
of the initial dialogues remain, resulting in a final
dataset of 22,063 bilingual dialogues in CRISP.

4.2 Comparing < CRISP with Related
Dialogue Datasets

Bilingual and Large-Scale CRISP is the first
bilingual dataset with large-scale multi-stage multi-
turn supportive dialogues for CR. It contains 22k
dialogues from 3k situations, with over 796k utter-
ances and an average of 36.48 turns per dialogue
(Table 1). Our multi-channel loop mechanism gen-
erates an average of 7.39 dialogues per situation,
each with an average of 2.28 loops (App. B.5). It
shows that CRISP is well-suited to address individ-
ual differences with diverse cognitive distortions.

Fine-grained Annotations of Strategy and Cog-
nitive Distortion CRISP is the first dataset for CR
to specify sentence-level strategy constraints, with
each therapist’s response containing an average of
2.23 strategies. We also prompt GPT-40 to generate
the distortion type addressed by each looped CR,
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Romantic Family
Education
Lifestyle
Career
Technology

Friendship
Neighborhood

Finance  Health

Figure 3: Distributions of mental health situations in
our CRISP, with 10 categories across 54 sub-categories.

Datasets Sensi.  Speci. Overall

ESConv (2021) 3.43 3.23 3.32 320 321 3.26
AugESC (2023a)  3.51 3.16 3.00 283 323 3.03
ExTES (2023b) 4.28 3.83 3.79 3.60 3.5 3.90
Healme (2024) 420  4.06 3.69 3.66 3.84 3.93

Support. Help. Trust.

Cactus (2024) 410  4.08 430 402 416 410
< CRISP 4381 442t 440f 414" 4260  4.36f
kappa 0.61  0.70 066  0.62 065 059

Table 2: Results of CRISP compared to related dialogue
datasets on 6 criteria: Sensibleness (Sensi.), Specificity
(Speci.), Supportiveness (Support.), Helpfulness (Help.),
Trustworthiness (Trust.), and Overall. The agreement ra-
tio kappa<[0.61, 0.8] denotes the substantial agreement.
“$/1” is the statistical significance for p < 0.05/0.001
compared with the best baseline. Bold is the best result.

their distribution within CRISP is reported in Ap-
pendix B.4. To verify the accuracy of the strategy
and distortion labels, we randomly sample 200 ex-
amples (evenly split by en&zh) and hire 3 psycho-
logical experts to inspect them. Results show that
the accuracy for the strategy labels is 97.6% and for
the distortion labels is 85.5%, with substantial inter-
annotator agreement (kappa=0.712&0.681, Fleiss
1971). This indicates that the fine-grained annota-
tions provided by the LLM are highly reliable.

Diverse Situations and Lexicon CRISP covers
10 categories across 54 subcategories of situations
where individuals face mental health challenges
(Figure 3). The diverse situations help train di-
alogue models to perform well in out-of-domain
settings, as supported by our experiment results.
Additionally, we calculate MTLD (McCarthy and
Jarvis, 2010) to measure CRISP’s lexical diversity.
In Table 1, CRISP shows the highest lexical diver-
sity, 2.1 times that in other manual dataset (i.e.,
ESConv). This is attributed to the introduction of

external commonsense knowledge across diverse
situations, leading to a broader range of words.

High Quality To quantitatively evaluate CRISP’s
quality, we compare it with 3 emotional support
conversation datasets and 2 dialogue datasets for
CR (Table 2). We randomly sample 50 dialogues
from each dataset and score them using six criteria
(especially the therapist’s response): (1) Sensible-
ness: makes sense and contains no contradictions.
(2) Specificity: coherent with the context and deep
in content. (3) Supportiveness: effectiveness of
emotional support. (4) Helpfulness: effectiveness
in guiding positive thoughts. (5) Trustworthiness:
the therapist’s appeal and credibility. (6) Overall
quality. Each criterion is scored from 1 to 5. We
hire five annotators to score these datasets and take
the average score as the result. As shown in Table
2, CRISP achieves the highest scores on all criteria
and outperforms human-curated ESConv dataset
by a large margin, showing the superiority of our
CRDIAL in generating high-quality dialogues.

Cost In comparison to crowdsourced data with
shorter dialogue turns, generating one dialogue
with the multi-channel loop mechanism using GPT-
40 costs about $0.20 and takes <1 minute. This
shows that collecting CRISP via CRDIAL frame-
work is significantly more cost- and time-efficient.

5 [ElCRISPERS: <& CRISP-based
Conversation LLMs for CR

With @)CRISP, we train CRISPERS, CRISP-
based convERsation LLMS, aimed at generating
supportive responses to improve one’s mental state
by restructuring distorted thoughts. CRISPERS uses
Qwen-2.5-7B & 14B (Qwen et al., 2025) as back-
bone models and has two optimization objectives.

Sentence-level Strategy-controlled Generation
Given the multi-turn dialogue history C,—; =
{u1,91,...,Un—1, Yn—1, un } between help-seeker
u and therapist y, next response vy, = fs(yn) =
{Sn.1:Yn1s- -+, Snm, Yn,m}, Where s, ; is a spe-
cial token representing a supportive strategy and
Yn,i 18 the ith sentence in the therapist’s response
Yn. CRISPERS learn to generate responses with
sentence-level strategy control by:

Lstrategy = Ps,@(fs(yn) | Cn—l)a (D

where P represents the conditional probability (i.e.,
for calculating the likelihood), 6 represents the
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Models Sensi. Speci. Support. Help. Trust. Overall
) en/zh en/zh en/zh en/zh en/zh en/zh
Qwen-2.5-14B 3.50/3.50 3.22/3.72 3.22/3.78 3.61/3.61 3.44/3.78 3.33/3.83

[EICRISPERS-TB  3.44/3.83 3.44/324 3.45/3.82 3.50/4.06 3.56/4.12 3.56/3.83

GLM-4 3.67/3.61 3.28/3.66 3.50/3.55 3.89/3.72 3.56/4.22 3.67/4.11
Qwen-2.5-72B 4.00/4.05 3.83/3.82 4.00/3.76 3.94/4.06 4.16/4.12 4.11/4.29
GPT-40 4.33/3.88 4.00/3.75 4.05/4.00 4.27/400 4.21/422 4.22/4.30

[EICRISPERS-14B 4.36/4.11" 4.141/4.06! 4.117/4.06" 4.311/4.22 4.311/4.61" 4.281/4.33

- w/o SSCG 3.44/3.78 3.56/3.78 3.56/3.78 3.78/3.72 3.72/4.28 3.78/4.06
- w/o MDI 4.11/3.78 3.50/3.78 4.00/3.94 4.00/3.61 3.94/4.06 4.06/4.28
- w/o SSCG&MDI 3.85/3.70 3.47/3.76 3.54/3.78 3.75/3.61 3.67/3.85 3.74/3.90

Table 3: Results of interactive pointwise evaluation. w/o
refers to removing the component from CRISPERS-14B.

model’s parameters, and s is meant to indicate
that this probability is conditioned on generating
strategy-aware sentences.

Multi-channel Distortion Identification Given
Cn—1={u1,¥y1,..,Un—1,Yn—1, u,} and the next
response y, = {d;, fs(yn)}, where y,—1 =
{di,yn—1,1, - di, Yn—16} (B < 3), {di, yn—1,i}
is i'" channel, d; denotes a special token
for a distortion type (e.g., [Catastrophizing],
[Overgeneralization]), yn—1; = fs(Yn—1,) is
the response of i*" channel. CRISPERS learns
to generate multi-channel responses with identi-
fied distortions through a standard supervised fine-
tuning objective (i.e., minimizing negative log-
likelihood):

Lchannel,l = Pc,@,l(dh fs (yn—l,l)a sy
dka fs(yn—l,k:) | Can)a (2)
Lchannel,? = PC,G,Q(dia fs(yn) | Cnfl)a (3)

where P, g1 and P, g o are optimized parameters.

Joint Training Our CRISPERS is finally jointly
trained by optimizing L i loss:

Ljoint = Lstrategy + Lchomnel,l + Lchannel,2- (4)

6 Experiments

We compare ElCRrISPERS with 4 representative
LLMs: 1) closed-source GPT-40 (OpenAl, 2024)
and GLM-4 (GLM et al., 2024), and 2) open-source
Qwen-2.5-14B&72B (instruction version). Each
LLM is prompted by CRDIAL framework, which
is carefully refined to adapt these LLMs for CR
with multi-stage multi-turn supportive dialogue, en-
suring a fair comparison (prompts are in Appendix
C.2). To ensure that our evaluation results can
more accurately reflect the real-world client experi-
ence, we recruit volunteers for manual evaluation,
with model names anonymized during this process.
More results are reported in Appendix C.

6.1 Interactive Pointwise Evaluation

To evaluate how well the models improve one’s
mental state via multi-turn dialogues, we use six
criteria defined in §4.2: Sensibleness, Specificity,
Supportiveness, Helpfulness, Trustworthiness,
and Overall quality. Here, we respectively recruit
10 volunteers for English and Chinese evaluations,
each tasked with creating two dialogues to interact
with nine models (including CRISPERS-14B’s abla-
tions) for at least 30 dialogue turns. Each volunteer
selects two topics with mental health challenges
from different situations, and all volunteers’ dia-
logue topics are evenly distributed across 10 situa-
tions (Figure 3). After the interactions, volunteers
score the models on six criteria using a 1-to-5 scale.
We average the scores of each model as the result.

Overall Results The results are shown in Table 3.
First, CRISPERS-14B slightly exceeds its teacher
model, GPT-40, on all criteria, showing that the
crafted CRISP, which undergoes rigorous quality
control, enables small LMs to achieve high perfor-
mance of larger LMs (Mehta et al., 2024). Second,
CRISPERS-14B significantly (p<0.05/0.001) out-
performs all baselines on supportiveness, helpful-
ness, especially trustworthiness. This shows that
CRISPERS provides responses in CR that can better
support users’ emotional state, earning their trust
to help them embrace positive thinking. Third,
CRISPERS-14B consistently exhibits superior per-
formance in the bilingual evaluation, outperform-
ing its backbone model by a large margin. This
shows its ability to effectively learn the interactive
patterns of the CRDIAL framework from CRISP, as
well as its potential to offer bilingual CR services.

Ablation Study As shown in Table 3, first, we re-
move sentence-level strategy-controlled generation,
i.e., w/o SSCG. All criteria drop significantly, indi-
cating that fine-grained control of multiple strate-
gies in sentence-level responses is crucial to im-
prove the overall dialogue quality. Second, we
remove multi-channel distortion identification, i.e.,
w/o MDI. Both helpfulness and trustworthiness de-
crease significantly, highlighting that accurately
identifying an individual’s cognitive distortions
plays a crucial role in helping them overcome nega-
tive thoughts and earning their trust. Third, we re-
move both components, i.e., w/o SSCG&MDI. The
significant decline in all criteria further validates
the importance of these two components in per-
forming CR with multi-turn supportive dialogue.
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Family

Education ‘

Overall

VS.

En

Zh

En

En

Zh

ElCcrisPERs-14B ‘|
\

Win

Tie Loss

Win

Tie

Loss Win

Tie

Loss Win Tie Loss‘ Win Tie

Loss Win Tie Loss

|
|
\
38.89 | 52.67

Qwen-2.5-14B 57111 444 3845 57200 391 11.50
ElCrIsPERS-7TB | 54.921 482 4026 55.61% 3.14 4125 |5397F 3.17
GLM-4 56.20° 250 4130 53.49' 641 40.10 | 51.77F  6.68
Qwen-2.5-72B 5537 826 3636 54.16' 9.11 36.73 | 50.11F 8.57
GPT-40 5323 1129 3548 52.46' 588 41.66 | 50.76! 9.89

3583 53.14% 974 37.12|50.12F 6.81 43.08 51.10" 9.89 39.01
42.86 54.11% 4.03 41.86 | 50.48" 6.54 4298 51.29' 6.14 42.56
41.55 5246° 6.19 4135 | 47970 1051 4151 48170 975 4197
4132 51.19% 654 4226 | 48.557 568 4577 48.681 629 4503
3934 50570 514 4429 | 48.60 527 46.13 47261 799 44.75

Table 4: Results of interactive pairwise evaluation (%) in family and education situations and overall performance.

Positive Affect Schedule

‘ Negative Affect Schedule

|
Models ‘
|

Scores Changes(%) Student ¢t-test Tukey HSD ‘ Scores Changes(%) Student ¢t-test Tukey HSD
Pre  Post Improve? pl pl ‘ Pre  Post Drop? pl pl
Emohaa 23.04 28.19 22.37 1.42x107° 0.0072 3423 23.03 32.70 2.96x107° 0.0087
GPT-40 2296 29.04 26.45 2.04x1076 0.0108 3396 21.70 36.10 1.77x107° 0.0269
ElCrispErs-14B \ 21.16 3148 48.77 5.40x1078 - \ 34.08 19.08 44.01 1.07x10710 -

Table 5: Positive and negative affect scores of our intervention trial. Student’s t-test measures the significance of
affect changes within each group. Tukey HSD assesses effects between CRISPERS-14B against the control groups.

6.2 Interactive Pairwise Evaluation

To compare CRISPERS-14B with 5 baselines more
finely, we pair them in turn-level evaluation. Sim-
ilar to the pointwise evaluation, we respectively
recruit 10 volunteers for English and Chinese eval-
uations, each tasked with creating three dialogues
from three varying situations for each model pair.
They interact with five paired models, each with at
least 30 turns, and compare their outputs in each
turn holistically by considering all criteria from the
pointwise evaluation. The preferred one is chosen
as the dialogue context to continue the interaction.
In case of a tie, a response is randomly selected.
We calculate the win/tie/loss ratio for CRISPERS-
14B in two common situations (family, education)
and overall performance, detailed in Table 4, with
results in more situations reported in Appendix C.3.

As shown in Table 4, first, CRISPERS-14B con-
sistently performs strongly in bilingual evaluations
of various situations, showing its robustness in
adapting to diverse out-of-domain situations. This
can be attributed to its strong ability to handle indi-
vidual differences, learning from our CRISP dataset
built on CRDIAL framework with a multi-channel
loop mechanism. Second, CRISPERS-14B signifi-
cantly (p<0.001) outperforms all baselines in com-
mon family and education situations, highlighting
its potential for clinical psychotherapy.

6.3 Psychological Intervention Trial

To further examine the potential of LLMs in psy-
chotherapy, we conduct an intervention trial. As
recruiting a large number of native English partici-

pants was difficult, we conducted this trial in Chi-
nese environments. We use CRISPERS-14B in the
experimental group, while GPT-40 (best baseline)
and Emohaa?, a commercial Chinese emotional
support LLLM, in the control groups. We adopt the
Positive and Negative Affect Schedule (PANAS,
introduced in Appendix D) to measure affective
changes before and after interacting with these psy-
chotherapeutic LLMs. We recruit 90 volunteers
as participants, randomly divide them into three
groups, each assigned to an anonymized model.
Before the interaction starts, participants complete
a PANAS questionnaire to establish their initial
affective state. With these PANAS results, we con-
duct an ANOVA analysis (Fisher, 1970) across
the groups, yielding a p-value = 0.74 and hy =
0. This indicates no significant difference among
the groups and affirms that each model faces a com-
parable psychotherapeutic challenge. During the
interactions, participants engage in multi-turn di-
alogues with their assigned model, sharing recent
experiences that negatively impacted their mental
state. The dialogue continues until the participants
choose to end. Afterwards, we collect the PANAS
questionnaire again from each participant to ana-
lyze and compare the models’ intervention effects.

We calculate each participant’s positive and neg-
ative affect scores before and after the interven-
tion. We use the Student’s t-test to measure the
significance of affect changes within each group
and Tukey HSD (Tukey, 1949) to assess the dif-
ferences between groups by comparing the inter-

22024.08 version
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vention effects of CRISPERS-14B against the con-
trol groups. As shown in Table 5, first, from the
within-group analysis, CRISPERS-14B exhibits sig-
nificant intervention effect, increasing participants’
positive affect by 49% and decreasing their nega-
tive affect by 44% (p<0.001, Student’s t-test). Sec-
ond, from the between-group analysis, CRISPERS-
14B significantly outperforms the control groups
with p<0.01 for Emohaa and p<0.05 for GPT-40
(Tukey HSD) on both positive and negative affect
scores. This shows that CRISPERS-14B is more ef-
fective in improving participants’ mental state than
prompt-based GPT-40 and Emohaa, which only
provides emotional support. The results also reveal
CRISPERS’ potential for clinical psychotherapy.

7 Conclusions

In this paper, we propose CRDIAL, a novel CR
framework that aims to transform an individual’s
negative thoughts into more helpful and positive
ones via multi-stage multi-turn dialogues with emo-
tional support and a multi-channel loop mechanism.
With CRDIAL, we distill € CRIsP from GPT-4o,
which is then used to train | CRISPERS. CRISPERS
outperforms its teacher model in various mental
health situations and shows its potential for human-
LLM interactive psychotherapy for CR. We believe
our work will inspire further research to advance
the development of LLM-assisted psychotherapy.

Limitations
‘We discuss the limitations of this work as follows.

Model Choice for Dialogue Construction In
this work, we use GPT-40 to construct dialogues.
The choice of LLM can affect various aspects of
the generated dialogue, such as content and style.
In future research, we plan to explore other po-
tential LLMs as sources to diversify the generated
dialogues. Similarly, we will investigate alternative
backbone models for CRISPERS, which may lead
to variations in response quality.

Annotation Bias We employed a large number of
annotators to review the quality of CRISP and con-
duct pointwise and pairwise manual experiments.
These annotators come from diverse backgrounds,
including domain experts and college students. Al-
though each annotator received thorough training
before performing their tasks, and we achieved high
inter-annotator agreement (Table 2), there may still
be unintended biases.

Intervention Experiment Scale From an initial
pool of 200 applicants, we selected 90 participants
based on their PANAS results. This selection en-
sures a representative and appropriate sample for
this type of non-clinical intervention. The selec-
tion process involved two main steps: (1) Filtering
Extremes: We excluded applicants with extreme
PANAS scores. Those with very high positive/low
negative affect were filtered as they were not expe-
riencing the target level of distress for the interven-
tion. Those with extremely low positive/high nega-
tive affect were excluded as they might represent
severe clinical cases requiring professional human
intervention, which is beyond the ethical scope of
this study. (2) Balancing Demographics: From
the remaining pool of applicants, we selected the fi-
nal 90 participants while ensuring a balanced distri-
bution across key demographic factors such as age
and gender. Importantly, after randomly assigning
these 90 participants to the three model groups, we
performed an ANOVA test on their initial PANAS
scores. The results showed no significant differ-
ence between the groups (p = 0.74), confirming
that all models faced a statistically equivalent psy-
chotherapeutic challenge at the start of the trial. To
more comprehensively evaluate the model’s poten-
tial for clinical psychotherapy, we plan to expand
the scale of experiments in future studies to further
validate.

Ethical Considerations

In this work, we constructed CRISP by prompting
GPT-40, ensuring strict quality controls that elimi-
nate any sensitive and personal information as well
as unethical content. Our crafted CRISP dataset
and trained CRISPERS will be released for research
purposes only.

In our experiments, we recruited a large num-
ber of human workers for manual evaluations. We
obtained informed consent from all participants,
who were informed that they would be interacting
with an Al-based model designed to help alleviate
negative emotions. Following the Right to With-
draw principle (American Psychological Associa-
tion, 2017), all participants were given full auton-
omy to exit the dialogue at any time without any
penalties. We maintained strict confidentiality mea-
sures: all dialogue content was encrypted during
storage, and recording ceased immediately upon
dialogue termination. Additionally, participant-
reported PANAS scores and personal reflections
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were anonymized.

We implemented rigorous safety filtering to our
dataset to reduce the risk of the trained model pro-
ducing harmful content. However, in practice, it
remains crucial to employ strict sensitive content
filtering for both inputs and outputs. Moreover,
for high-risk situations (e.g., self-harm or suicide-
related conversations), we do not claim that our
model has a therapeutic or improvement effect. Our
data and models are approved by the Institutional
Review Boards, and we believe our work meets
ACL’s Code of Ethics.

Acknowledgments

This work was supported by the National Key
Research and Development Program of China
2024YFC3606800. This work was also supported
by the NSFC projects 62441614 and Beijing Natu-
ral Science Foundation (.252009).

References

Navneet Agarwal and Kairit Sirts. 2025. Exploratory
study into relations between cognitive distortions and
emotional appraisals. Preprint, arXiv:2503.15979.

American Psychological Association. 2017. Ethical
principles of psychologists and code of conduct.
Amended effective June 1, 2010, and January 1,
2017.

John A Bargh and Tanya L Chartrand. 1999. The unbear-
able automaticity of being. American psychologist,
54(7):462.

Aaron T Beck. 1979. Cognitive therapy and the emo-
tional disorders. Penguin.

Judith S Beck. 2011. Cognitive behavior therapy: Ba-
sics and beyond. Guilford Publications.

Yirong Chen, Xiaofen Xing, Jingkai Lin, Huimin Zheng,
Zhenyu Wang, Qi Liu, and Xiangmin Xu. 2023.
Soulchat: Improving llms’ empathy, listening, and
comfort abilities through fine-tuning with multi-turn
empathy conversations. In Findings of the Associa-
tion for Computational Linguistics: EMNLP 2023,
Singapore, December 6-10, 2023, pages 1170-1183.
Association for Computational Linguistics.

Irismar Reis de Oliveira. 2011. Kafka’s trial dilemma:
proposal of a practical solution to joseph k.’s un-
known accusation. Medical Hypotheses, 77(1):5-6.

Ronald Aylmer Fisher. 1970. Statistical methods
for research workers. In Breakthroughs in statis-
tics: Methodology and distribution, pages 66—70.
Springer.

Joseph L Fleiss. 1971. Measuring nominal scale agree-
ment among many raters. Psychological bulletin,
76(5):378.

Team GLM, :, Aohan Zeng, Bin Xu, Bowen Wang,
Chenhui Zhang, Da Yin, Diego Rojas, Guanyu Feng,
Hanlin Zhao, Hanyu Lai, Hao Yu, Hongning Wang,
Jiadai Sun, Jiajie Zhang, Jiale Cheng, Jiayi Gui, Jie
Tang, Jing Zhang, Juanzi Li, Lei Zhao, Lindong Wu,
Lucen Zhong, Mingdao Liu, Minlie Huang, Peng
Zhang, Qinkai Zheng, Rui Lu, Shuaiqi Duan, Shu-
dan Zhang, Shulin Cao, Shuxun Yang, Weng Lam
Tam, Wenyi Zhao, Xiao Liu, Xiao Xia, Xiaohan
Zhang, Xiaotao Gu, Xin Lv, Xinghan Liu, Xinyi Liu,
Xinyue Yang, Xixuan Song, Xunkai Zhang, Yifan
An, Yifan Xu, Yilin Niu, Yuantao Yang, Yueyan Li,
Yushi Bai, Yuxiao Dong, Zehan Qi, Zhaoyu Wang,
Zhen Yang, Zhengxiao Du, Zhenyu Hou, and Zihan
Wang. 2024. Chatglm: A family of large language
models from glm-130b to glm-4 all tools. Preprint,
arXiv:2406.12793.

Anmol Goel, Nico Daheim, and Iryna Gurevych. 2024.
Socratic reasoning improves positive text rewriting.
CoRR, abs/2403.03029.

Clara E Hill. 2009. Helping skills: Facilitating explo-
ration, insight, and action. American Psychological
Association.

Jena D. Hwang, Chandra Bhagavatula, Ronan Le Bras,
Jeff Da, Keisuke Sakaguchi, Antoine Bosselut, and
Yejin Choi. 2021. (comet-) atomic 2020: On sym-
bolic and neural commonsense knowledge graphs.
In Thirty-Fifth AAAI Conference on Artificial Intel-
ligence, AAAI 2021, Thirty-Third Conference on In-
novative Applications of Artificial Intelligence, IAAI
2021, The Eleventh Symposium on Educational Ad-
vances in Artificial Intelligence, EAAI 2021, Virtual
Event, February 2-9, 2021, pages 6384-6392. AAAI
Press.

Hyunwoo Kim, Jack Hessel, Liwei Jiang, Peter West,
Ximing Lu, Youngjae Yu, Pei Zhou, Ronan Le Bras,
Malihe Alikhani, Gunhee Kim, Maarten Sap, and
Yejin Choi. 2023. SODA: million-scale dialogue dis-
tillation with social commonsense contextualization.
In Proceedings of the 2023 Conference on Empirical
Methods in Natural Language Processing, EMNLP
2023, Singapore, December 6-10, 2023, pages 12930—
12949. Association for Computational Linguistics.

Hyunwoo Kim, Youngjae Yu, Liwei Jiang, Ximing
Lu, Daniel Khashabi, Gunhee Kim, Yejin Choi,
and Maarten Sap. 2022. Prosocialdialog: A proso-
cial backbone for conversational agents. Preprint,
arXiv:2205.12688.

Subin Kim, Hoonrae Kim, Heejin Do, and Gary Ge-
unbae Lee. 2025a. Multimodal cognitive reframing
therapy via multi-hop psychotherapeutic reasoning.
CoRR, abs/2502.06873.

Subin Kim, Hoonrae Kim, Heejin Do, and Gary Ge-
unbae Lee. 2025b. Multimodal cognitive reframing

32472


https://arxiv.org/abs/2503.15979
https://arxiv.org/abs/2503.15979
https://arxiv.org/abs/2503.15979
https://www.apa.org/ethics/code/
https://www.apa.org/ethics/code/
https://doi.org/10.18653/V1/2023.FINDINGS-EMNLP.83
https://doi.org/10.18653/V1/2023.FINDINGS-EMNLP.83
https://doi.org/10.18653/V1/2023.FINDINGS-EMNLP.83
https://arxiv.org/abs/2406.12793
https://arxiv.org/abs/2406.12793
https://doi.org/10.48550/ARXIV.2403.03029
https://doi.org/10.1609/AAAI.V35I7.16792
https://doi.org/10.1609/AAAI.V35I7.16792
https://doi.org/10.18653/V1/2023.EMNLP-MAIN.799
https://doi.org/10.18653/V1/2023.EMNLP-MAIN.799
https://arxiv.org/abs/2205.12688
https://arxiv.org/abs/2205.12688
https://doi.org/10.48550/ARXIV.2502.06873
https://doi.org/10.48550/ARXIV.2502.06873
https://arxiv.org/abs/2502.06873

therapy via multi-hop psychotherapeutic reasoning.
Preprint, arXiv:2502.06873.

Subin Kim, Hoonrae Kim, Jihyun Lee, Yejin Jeon, and
Gary Geunbae Lee. 2025¢. Mirror: Multimodal cog-
nitive reframing therapy for rolling with resistance.
Preprint, arXiv:2504.13211.

Suyeon Lee, Sunghwan Kim, Minju Kim, Dongjin
Kang, Dongil Yang, Harim Kim, Minseok Kang,
Dayi Jung, Min Hee Kim, Seungbeen Lee, Kyoung-
Mee Chung, Youngjae Yu, Dongha Lee, and Jiny-
oung Yeo. 2024. Cactus: Towards psychological
counseling conversations using cognitive behavioral
theory. In Findings of the Association for Compu-
tational Linguistics: EMNLP 2024, Miami, Florida,
USA, November 12-16, 2024, pages 14245-14274.
Association for Computational Linguistics.

Qintong Li, Hongshen Chen, Zhaochun Ren, Pengjie
Ren, Zhaopeng Tu, and Zhumin Chen. 2020. Empdg:
Multi-resolution interactive empathetic dialogue gen-
eration. In Proceedings of the 28th International
Conference on Computational Linguistics, COLING
2020, Barcelona, Spain (Online), December 8-13,
2020, pages 4454-4466. International Committee on
Computational Linguistics.

Zhaojiang Lin, Andrea Madotto, Jamin Shin, Peng Xu,
and Pascale Fung. 2019. Moel: Mixture of empa-
thetic listeners. In Proceedings of the 2019 Confer-
ence on Empirical Methods in Natural Language Pro-
cessing and the 9th International Joint Conference
on Natural Language Processing, EMNLP-IJCNLP
2019, Hong Kong, China, November 3-7, 2019, pages
121-132. Association for Computational Linguistics.

Marsha Linehan. 2014. DBT? Skills training manual.
Guilford Publications.

Siyang Liu, Chujie Zheng, Orianna Demasi, Sahand
Sabour, Yu Li, Zhou Yu, Yong Jiang, and Minlie
Huang. 2021. Towards emotional support dialog
systems. In Proceedings of the 59th Annual Meeting
of the Association for Computational Linguistics and
the 11th International Joint Conference on Natural
Language Processing, ACL/IJCNLP 2021, (Volume
1: Long Papers), Virtual Event, August 1-6, 2021,
pages 3469-3483. Association for Computational
Linguistics.

Ilya Loshchilov and Frank Hutter. 2019. Decoupled
weight decay regularization. In 7th International
Conference on Learning Representations, ICLR 2019,
New Orleans, LA, USA, May 6-9, 2019. OpenRe-
view.net.

Ryan Louie, Ananjan Nandi, William Fang, Cheng
Chang, Emma Brunskill, and Diyi Yang. 2024.
Roleplay-doh: Enabling domain-experts to create
IIm-simulated patients via eliciting and adhering to
principles. In Proceedings of the 2024 Conference on
Empirical Methods in Natural Language Processing,
EMNLP 2024, Miami, FL, USA, November 12-16,
2024, pages 10570-10603. Association for Computa-
tional Linguistics.

Mounica Maddela, Megan Ung, Jing Xu, Andrea
Madotto, Heather Foran, and Y-Lan Boureau. 2023.
Training models to generate, recognize, and reframe
unhelpful thoughts. In Proceedings of the 61st An-
nual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), ACL 2023,
Toronto, Canada, July 9-14, 2023, pages 13641—
13660. Association for Computational Linguistics.

Philip M McCarthy and Scott Jarvis. 2010. Mtld, vocd-
d, and hd-d: A validation study of sophisticated ap-
proaches to lexical diversity assessment. Behavior
research methods, 42(2):381-392.

Sachin Mehta, Mohammad Hossein Sekhavat, Qingqing
Cao, Maxwell Horton, Yanzi Jin, Chenfan Sun,
Seyed-Iman Mirzadeh, Mahyar Najibi, Dmitry Be-
lenko, Peter Zatloukal, and Mohammad Rastegari.
2024. Openelm: An efficient language model family
with open training and inference framework. CoRR,
abs/2404.14619.

Hongbin Na. 2024. CBT-LLM: A chinese large lan-
guage model for cognitive behavioral therapy-based
mental health question answering. In Proceedings of
the 2024 Joint International Conference on Computa-
tional Linguistics, Language Resources and Evalua-
tion, LREC/COLING 2024, 20-25 May, 2024, Torino,
Italy, pages 2930-2940. ELRA and ICCL.

Mark Olfson. 2016. Building the mental health work-
force capacity needed to treat adults with serious
mental illnesses. Health Affairs, 35(6):983-990.

OpenAl. 2024. Hello gpt-4o.

Yilin Qi, Dong Won Lee, Cynthia Breazeal, and
Hae Won Park. 2025. Does "reasoning" with
large language models improve recognizing, gener-
ating, and reframing unhelpful thoughts? Preprint,
arXiv:2504.00163.

Huachuan Qiu, Hongliang He, Shuai Zhang, Angqi Li,
and Zhenzhong Lan. 2024a. SMILE: single-turn to
multi-turn inclusive language expansion via chatgpt
for mental health support. In Findings of the Associ-
ation for Computational Linguistics: EMNLP 2024,
Miami, Florida, USA, November 12-16, 2024, pages
615-636. Association for Computational Linguistics.

Huachuan Qiu and Zhenzhong Lan. 2024. Interactive
agents: Simulating counselor-client psychological
counseling via role-playing llm-to-1lm interactions.
CoRR, abs/2408.15787.

Huachuan Qiu, Anqi Li, Lizhi Ma, and Zhenzhong Lan.
2024b. Psychat: A client-centric dialogue system for
mental health support. Preprint, arXiv:2312.04262.

Qwen, :, An Yang, Baosong Yang, Beichen Zhang,
Binyuan Hui, Bo Zheng, Bowen Yu, Chengyuan Li,
Dayiheng Liu, Fei Huang, Haoran Wei, Huan Lin,
Jian Yang, Jianhong Tu, Jianwei Zhang, Jianxin Yang,
Jiaxi Yang, Jingren Zhou, Junyang Lin, Kai Dang,
Keming Lu, Keqin Bao, Kexin Yang, Le Yu, Mei Li,
Mingfeng Xue, Pei Zhang, Qin Zhu, Rui Men, Runji

32473


https://arxiv.org/abs/2502.06873
https://arxiv.org/abs/2504.13211
https://arxiv.org/abs/2504.13211
https://aclanthology.org/2024.findings-emnlp.832
https://aclanthology.org/2024.findings-emnlp.832
https://aclanthology.org/2024.findings-emnlp.832
https://doi.org/10.18653/V1/2020.COLING-MAIN.394
https://doi.org/10.18653/V1/2020.COLING-MAIN.394
https://doi.org/10.18653/V1/2020.COLING-MAIN.394
https://doi.org/10.18653/V1/D19-1012
https://doi.org/10.18653/V1/D19-1012
https://doi.org/10.18653/V1/2021.ACL-LONG.269
https://doi.org/10.18653/V1/2021.ACL-LONG.269
https://openreview.net/forum?id=Bkg6RiCqY7
https://openreview.net/forum?id=Bkg6RiCqY7
https://aclanthology.org/2024.emnlp-main.591
https://aclanthology.org/2024.emnlp-main.591
https://aclanthology.org/2024.emnlp-main.591
https://doi.org/10.18653/V1/2023.ACL-LONG.763
https://doi.org/10.18653/V1/2023.ACL-LONG.763
https://doi.org/10.48550/ARXIV.2404.14619
https://doi.org/10.48550/ARXIV.2404.14619
https://aclanthology.org/2024.lrec-main.261
https://aclanthology.org/2024.lrec-main.261
https://aclanthology.org/2024.lrec-main.261
https://openai.com/index/hello-gpt-4o/
https://arxiv.org/abs/2504.00163
https://arxiv.org/abs/2504.00163
https://arxiv.org/abs/2504.00163
https://aclanthology.org/2024.findings-emnlp.34
https://aclanthology.org/2024.findings-emnlp.34
https://aclanthology.org/2024.findings-emnlp.34
https://doi.org/10.48550/ARXIV.2408.15787
https://doi.org/10.48550/ARXIV.2408.15787
https://doi.org/10.48550/ARXIV.2408.15787
https://arxiv.org/abs/2312.04262
https://arxiv.org/abs/2312.04262

Lin, Tianhao Li, Tianyi Tang, Tingyu Xia, Xingzhang
Ren, Xuancheng Ren, Yang Fan, Yang Su, Yichang
Zhang, Yu Wan, Yuqiong Liu, Zeyu Cui, Zhenru
Zhang, and Zihan Qiu. 2025. Qwen2.5 technical
report. Preprint, arXiv:2412.15115.

Hannah Rashkin, Eric Michael Smith, Margaret Li, and

Y-Lan Boureau. 2019. Towards empathetic open-
domain conversation models: A new benchmark and
dataset. In Proceedings of the 57th Conference of
the Association for Computational Linguistics, ACL
2019, Florence, Italy, July 28- August 2, 2019, Vol-
ume 1: Long Papers, pages 5370-5381. Association
for Computational Linguistics.

Ashish Sharma, Kevin Rushton, Inna E. Lin, David

Wadden, Khendra G. Lucas, Adam S. Miner, Theresa
Nguyen, and Tim Althoff. 2023. Cognitive refram-
ing of negative thoughts through human-language
model interaction. In Proceedings of the 61st Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), ACL 2023, Toronto,
Canada, July 9-14, 2023, pages 9977-10000. Associ-
ation for Computational Linguistics.

Len Sperry and Jon Sperry. 2020. Case conceptual-

ization: Mastering this competency with ease and
confidence. Routledge.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier

Martinet, Marie-Anne Lachaux, Timothée Lacroix,
Baptiste Roziere, Naman Goyal, Eric Hambro, Faisal
Azhar, Aurélien Rodriguez, Armand Joulin, Edouard
Grave, and Guillaume Lample. 2023a. Llama: Open
and efficient foundation language models. CoRR,
abs/2302.13971.

Hugo Touvron, Louis Martin, Kevin Stone, Peter Al-

bert, Amjad Almahairi, Yasmine Babaei, Nikolay
Bashlykov, Soumya Batra, Prajjwal Bhargava, Shruti
Bhosale, Dan Bikel, Lukas Blecher, Cristian Canton-
Ferrer, Moya Chen, Guillem Cucurull, David Esiobu,
Jude Fernandes, Jeremy Fu, Wenyin Fu, Brian Fuller,
Cynthia Gao, Vedanuj Goswami, Naman Goyal, An-
thony Hartshorn, Saghar Hosseini, Rui Hou, Hakan
Inan, Marcin Kardas, Viktor Kerkez, Madian Khabsa,
Isabel Kloumann, Artem Korenev, Punit Singh Koura,
Marie-Anne Lachaux, Thibaut Lavril, Jenya Lee, Di-
ana Liskovich, Yinghai Lu, Yuning Mao, Xavier Mar-
tinet, Todor Mihaylov, Pushkar Mishra, Igor Moly-
bog, Yixin Nie, Andrew Poulton, Jeremy Reizen-
stein, Rashi Rungta, Kalyan Saladi, Alan Schelten,
Ruan Silva, Eric Michael Smith, Ranjan Subrama-
nian, Xiaoqing Ellen Tan, Binh Tang, Ross Tay-
lor, Adina Williams, Jian Xiang Kuan, Puxin Xu,
Zheng Yan, Iliyan Zarov, Yuchen Zhang, Angela Fan,
Melanie Kambadur, Sharan Narang, Aurélien Ro-
driguez, Robert Stojnic, Sergey Edunov, and Thomas
Scialom. 2023b. Llama 2: Open foundation and
fine-tuned chat models. CoRR, abs/2307.09288.

John W Tukey. 1949. Comparing individual means in

the analysis of variance. Biometrics, pages 99-114.

D. Watson, L. A. Clark, and A. Tellegen. 1988. Devel-

opment and validation of brief measures of positive

and negative affect: The panas scales. Journal of Per-
sonality and Social Psychology, 54(6):1063—-1070.

Mengxi Xiao, Qiangian Xie, Ziyan Kuang, Zhicheng
Liu, Kailai Yang, Min Peng, Weiguang Han, and
Jimin Huang. 2024. Healme: Harnessing cognitive
reframing in large language models for psychother-
apy. In Proceedings of the 62nd Annual Meeting of
the Association for Computational Linguistics (Vol-
ume 1: Long Papers), ACL 2024, Bangkok, Thailand,
August 11-16, 2024, pages 1707-1725. Association
for Computational Linguistics.

Chenhao Zhang, Renhao Li, Minghuan Tan, Min Yang,
Jingwei Zhu, Di Yang, Jiahao Zhao, Guancheng Ye,
Chengming Li, and Xiping Hu. 2024a. Cpsycoun:
A report-based multi-turn dialogue reconstruction
and evaluation framework for chinese psychological
counseling. In Findings of the Association for Com-
putational Linguistics, ACL 2024, Bangkok, Thai-
land and virtual meeting, August 11-16, 2024, pages
13947-13966. Association for Computational Lin-
guistics.

Tenggan Zhang, Xinjie Zhang, Jinming Zhao, Li Zhou,
and Qin Jin. 2024b. Escot: Towards interpretable
emotional support dialogue systems. In Proceedings
of the 62nd Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers),
ACL 2024, Bangkok, Thailand, August 11-16, 2024,
pages 13395-13412. Association for Computational
Linguistics.

Chujie Zheng, Sahand Sabour, Jiaxin Wen, Zheng
Zhang, and Minlie Huang. 2023a. Augesc: Dialogue
augmentation with large language models for emo-
tional support conversation. In Findings of the As-
sociation for Computational Linguistics: ACL 2023,
Toronto, Canada, July 9-14, 2023, pages 1552-1568.
Association for Computational Linguistics.

Zhonghua Zheng, Lizi Liao, Yang Deng, and Ligiang
Nie. 2023b. Building emotional support chatbots in
the era of llms. CoRR, abs/2308.11584.

Jinfeng Zhou, Chujie Zheng, Bo Wang, Zheng Zhang,
and Minlie Huang. 2023. CASE: aligning coarse-to-
fine cognition and affection for empathetic response
generation. In Proceedings of the 61st Annual Meet-
ing of the Association for Computational Linguis-
tics (Volume 1: Long Papers), ACL 2023, Toronto,
Canada, July 9-14, 2023, pages 8223-8237. Associa-
tion for Computational Linguistics.

Caleb Ziems, Minzhi Li, Anthony Zhang, and Diyi
Yang. 2022. Inducing positive perspectives with text
reframing. In Proceedings of the 60th Annual Meet-
ing of the Association for Computational Linguistics
(Volume 1: Long Papers), ACL 2022, Dublin, Ireland,
May 22-27, 2022, pages 3682-3700. Association for
Computational Linguistics.

32474


https://arxiv.org/abs/2412.15115
https://arxiv.org/abs/2412.15115
https://doi.org/10.18653/V1/P19-1534
https://doi.org/10.18653/V1/P19-1534
https://doi.org/10.18653/V1/P19-1534
https://doi.org/10.18653/V1/2023.ACL-LONG.555
https://doi.org/10.18653/V1/2023.ACL-LONG.555
https://doi.org/10.18653/V1/2023.ACL-LONG.555
https://doi.org/10.48550/arXiv.2302.13971
https://doi.org/10.48550/arXiv.2302.13971
https://doi.org/10.48550/arXiv.2307.09288
https://doi.org/10.48550/arXiv.2307.09288
https://doi.org/10.1037/0022-3514.54.6.1063
https://doi.org/10.1037/0022-3514.54.6.1063
https://doi.org/10.1037/0022-3514.54.6.1063
https://doi.org/10.18653/V1/2024.ACL-LONG.93
https://doi.org/10.18653/V1/2024.ACL-LONG.93
https://doi.org/10.18653/V1/2024.ACL-LONG.93
https://doi.org/10.18653/V1/2024.FINDINGS-ACL.830
https://doi.org/10.18653/V1/2024.FINDINGS-ACL.830
https://doi.org/10.18653/V1/2024.FINDINGS-ACL.830
https://doi.org/10.18653/V1/2024.FINDINGS-ACL.830
https://doi.org/10.18653/V1/2024.ACL-LONG.723
https://doi.org/10.18653/V1/2024.ACL-LONG.723
https://doi.org/10.18653/V1/2023.FINDINGS-ACL.99
https://doi.org/10.18653/V1/2023.FINDINGS-ACL.99
https://doi.org/10.18653/V1/2023.FINDINGS-ACL.99
https://doi.org/10.48550/ARXIV.2308.11584
https://doi.org/10.48550/ARXIV.2308.11584
https://doi.org/10.18653/V1/2023.ACL-LONG.457
https://doi.org/10.18653/V1/2023.ACL-LONG.457
https://doi.org/10.18653/V1/2023.ACL-LONG.457
https://doi.org/10.18653/V1/2022.ACL-LONG.257
https://doi.org/10.18653/V1/2022.ACL-LONG.257

A Prompts of CRDIAL for Constructing
Dialogues via LLMs

A.1 Supportive Conversation Strategies

As shown in Table 7, we design the generic prompt,
which defines the basic conversational setting, to
constrain the generation of the entire CR dialogue.
The prompt instructs LLMs to use sentence-level
constraints, where each sentence of response is
generated paired with an appropriate strategy.

A.2 CT-guided Identification Stage

We divide the CT-guided identification stage into
two stages: (i) reassurance of automatic thoughts
and intermediate beliefs: detailed prompt is pro-
vided in Table 8 and (ii) dissection of core beliefs:
detailed prompt is provided in Table 9, which incor-
porate the multi-channel mechanism to adaptively
infer multiple channels for accommodating individ-
ual differences.

A.3 DAT-driven Restructuring Stage

We implement the DAT-driven restructuring stage
through courtroom analogy. The details of prompts
for Defense are in Table 10 and for Prosecution
are in Table 11. The prompts for Prosecution also
incorporate the Verdict phase.

A4 Loop Mechanism

We introduce a loop mechanism prompt designed
to detect whether the individual continues to ex-
hibit additional cognitive distortions, as shown in
Table 12.

A.5 Prompt Execution Procedure

We prompt LLMs (GPT-4 in our work) to sequen-
tially generate multi-turn dialogue with emotional
support. The execution steps of the prompts are
as follows. (1) Execute the prompt in Table 8 to
generate dialogue that explores automatic thoughts
and intermediate beliefs. (2) Execute the prompt
in Table 9 to dissect core beliefs using the multi-
channel mechanism. (3) Based on the dialogue his-
tory, dynamically execute the prompt in Table 10
to challenge the individual’s cognitive distortions
and the prompt in Table 11 to reinforce alternative
positive perspectives. (4) Once the restructuring
stage is verdict complete, execute the prompt in
Table 12 to infer whether the individual still has ad-
ditional potential cognitive distortions. If present,
the process loops back to the identification stage,

Statistics En Zh Total
# Dialog 10,733 11,330 22,063
# Situation 1505 1480 2985
# Avg. Turns 36.65 36.31 36.48
# Num. of Uttr. 392,108 404,750 796,859
# Avg. Uttr. Length 28.39 47.46 38.12
Lexical Diversity 69.83 71.16 70.51

# Avg. Strategy of a Response 2.14 2.31 2.23

Accuracy of Strategy Label 0.965 0.985 0.976
kappa of Strategy Annotation 0.686 0.731 0.712
# Avg. Num. of Loop for CR 2.21 2.35 2.28
# Avg. Channels 291 2.97 2.94
Accuracy of Distortion Label 0.845 0.865 0.855
kappa of Distortion Annotation  0.662 0.701 0.681

Table 6: Statistics of bilingual CRISP. Utt. is utterance.

repeating the entire procedure until no further dis-
tortions are detected.

B <& CRISP Dataset

B.1 Supportive Strategy Scheme

Our supportive strategy scheme includes 5 strategy
categories across 8 sub-categories, and their defini-
tions and sentence-level examples are provided in
Table 13.

B.2 Prompts for Quality Control of <, CRISP
B.2.1 Safety Filter Prompt for LLLMs

The safety filter prompt used to identify and remove
unsafe dialogues is provided in Table 14.

B.2.2 Criteria used for Expert Filtering

To ensure the professionalism of our dialogue in
CRrispP, we define Therapist Standard and Help-
Seeker Standard to filter dialogues. All crite-
ria in these standards are derived from the well-
established frameworks (Sharma et al., 2023; Louie
et al., 2024).

Therapist Standard The five criteria of the ther-
apist standard used to filter dialogues from the view
of the psychologist are as follows:

* Actionability: Measures how well reframes sug-
gest concrete behavioral changes or maintain
potential for future action. Effective reframes
should either propose specific actions (‘“Practice
mindfulness when anxious”) or preserve agency
(“I can approach this differently”).

* Specificity: Assesses contextual relevance of re-
frames. High-specificity interventions directly
address the help-seeker’s unique situation rather
than offering generic platitudes.

32475



You are a conversation simulator to simulate conversation between two agents, Patient and Therapist. The conversation should be formatted in JSON, with
Patient and Therapist’s responses recorded as a sequence of interactions at the current stage.

Cohenrence between stages is very important, especially the first interaction in the new stage. Patient and Therapist SHOULD Always respond to but NOT
repeat or restatement the last sentence in the history conversation. There is no time gap in the conversation between each stages.

*#Very important note:** Patient’s response should be consistent with the patient’s personality, and should be more diverse and flexible. Patient’s reponse
should be consistent with the language style and thinking mode of the user in his personality.

**Very important note:** Therapist’s language should be rich and varied as possible and avoid using the same sentence structure as much as possible. For
example, don’t use "It sounds like" too much.

*##Very important note:** Patient should’t stick to some express pattern. His language should be more flexible and diverse.

Notice Patient may not always follow Therapist’s suggestions.

Therapist’s language should be supportive, empathetic, and encouraging, saying things from the Patient’s perspective.

Therapist should be sensitive to Patient’s emotions and struggles, focus on patient’s deep thoughts and feelings.

Therapist’s dive more deeper into patient’s background and mental world. When giving suggestions, Therapist should consider these aspects and use them to
provide more personalized and creative advice.

Do not give too much advice, try to explore Patient’s thoughts and feelings more. If giving advice, make sure it is actionable and detailed and tailored to the
user’s situation using patient’s deep thoughts and feelings and background.

Patient should express their thoughts or feelings, say something more broad and general, tend to tell story related to the Therapist’s question, not directly
answer the question.

Patient’s response could be more anbiguous, lack of enough information.

Therapist’s sentence should be high in rationality and Positivity.

You should generate a conversation at the given stage, and the conversation should be at least {limit} interactions long.

Note that Patient and Therapist don’t know each other, Patient doesn’t always cooperate.

Below is the strategy set for Therapist, label each Therapist’s response with the corresponding strategy he uses(labeled with a bracket at the beginning of the
response):

- *#*Question**

A technique used to clarify and explore the issue by asking specific, open-ended questions. It encourages deeper thinking and reflection.

- **Restatement™®*

Repeating or rephrasing the client’s words in a way that helps them hear their own thoughts and feel understood. It provides a sense of validation. Shouldn’t
be too similar to the Patient’s statement.

Any recall of the patient’s previous response should label with this strategy. Don’t use this strategy at the beginning of each stage.

- #*Reflection of Feelings**

Acknowledging the emotions the client is expressing to help them feel heard and supported.

- **Self-disclosure**

The therapist shares a personal experience or perspective (within professional boundaries) to show empathy or to normalize the client’s experience.

- **Affirmation and Reassurance**

Providing positive reinforcement and encouragement, reminding the client of their strengths, progress, or abilities.

- **Providing Suggestions**

Offering creative, actionable strategies or positive thoughts tailored to the specific problem. Suggestions should be concrete and personalized, taking into
account the client’s deep thoughts and feelings. Suggestions could be activities, coping mechanisms, or reframes.

Suggestions should be more creative and diverse, helpful to the user’s situation. Try your best to be specific and actionable, using detailed examples. For
example, when saying "choose a hobby", specify the hobby, like "painting" or "gardening"; when suggesting "listen to music", specify the genre, artist or
music name; when advising "exercise", specify the type of exercise, like "yoga" or "running".

- **Information™*

Sharing relevant facts, or guidance based on the client’s needs to help them gain insight or understanding about their situation. "Research shows that..." or
similar expressions are strictly prohibited, you can not give information based on research or studies.

- #*Negotiate**

Engaging in a collaborative dialogue where both parties agree on a course of action or plan. This involves discussing options, making compromises, and
considering the client’s perspective.

Every sentence of Therapist must be labeled with one of the above strategy.

Table 7: Prompt used to define the basic conversational setting, to constrain the generation of the entire CR dialogue.
The prompt instructs LLMs to use sentence-level constraints, where each sentence of response is generated paired
with an appropriate strategy. It will be used in all other stages to guide the conversation.

* Empathy: Evaluates emotional attunement Help-Seeker Standard The nine criteria of the
through verbal validation (“That sounds really  help-seeker standard used to filter dialogues from
challenging”) and supportive acknowledgments  the view of the help-seeker are as follows:

of the help-seeker’s experience. . . Lo .
* Simplicity: Maintains natural conversation flow

through concise responses (average 1-2 sen-

* Positivity: Analyzes the balance between real- o )
tences) that invite therapist engagement.

istic optimism and toxic positivity. Effective re- o . .
frames acknowledge difficulties while highlight-  * Colloquialism: Uses informal language with

ing manageable aspects ("This setback doesn’t contractions (“I'm”), filler words (“um”), and
erase your previous progress"). sentence fragments typical of verbal communica-
tion.

« Rationality: Examines evidence-based reason- ¢ Mistrust: Demonstrates realistic hesitation
ing in thought restructuring. Strong reframes sys- through skeptical questions (“Will this really
tematically address cognitive distortions using help?”) or passive resistance.

Beck’s cognitive model of examining support- ¢ Detail: Provides concrete examples when ex-
ing/contradictory evidence. pressing emotions (“My chest tightens when I
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think about work”) rather than abstract descrip-
tions.

* Lack of Self-Awareness: Shows inconsistent
emotional awareness through self-contradictions
(“I'm fine... well, maybe not completely”).

* Stayed in Role: Maintains patient persona with-
out meta-commentary about the conversation
structure or Al systems.

* Resembled Typical Case: Presents common
cognitive distortions (catastrophizing, overgener-
alization) rather than rare psychiatric conditions.

* Challenged the Psychologist: Actively ques-
tions reframing attempts (“But what if I fail
again?”) to test intervention robustness.

* Readiness as Trainee: Demonstrates gradual
openness through tentative acceptance (“Maybe
I could try that”) rather than immediate compli-
ance.

B.2.3 Expert Filtering Prompt

The prompt used by the expert filtering to assess
and ensure high professionalism in our dialogue in
CRISP is provided in Table 15.

B.3 Details about the Human Validation
Experiments in the Main Body

The “experts” and “annotators” in our experiments
were master’s and doctoral students majoring in
psychological counseling. We detail the rigorous
training and annotation process for each validation
below.

(1) Regarding the expert validation in §4.1.

* Training and Qualifications: All experts were
required to complete a training tutorial that in-
cluded 50 pilot annotation samples, where they
learned to apply our three expert criteria (Ther-
apist Standard, Help-Seeker Standard, and Su-
pervisor Standard) to judge dialogue quality. We
provide feedback to help them calibrate the anno-
tation criteria. Following this, they took a qualifi-
cation test including 50 samples, and we selected
the three experts who demonstrated high compli-
ance with our gold-standard annotations.

Annotation Task: The task was to provide a
pass/fail judgment on whether a given dialogue
met the established expert criteria.

Agreement Protocol: We employ a multi-person
annotation protocol. Each sample is annotated by
three experts. A dialogue was only considered

to have "passed" if it received a pass judgment
unanimously from all three experts. The final
95% pass rate reflects this strict consensus.

(2) Regarding the human validation in §4.2.

* Training and Qualifications: A similar process
was used. The training tutorial involved scor-
ing 50 pilot samples drawn evenly from all five
datasets to prepare them to understand the range
of the six scoring criteria (Sensibleness, Speci-
ficity, Supportiveness, Helpfulness, Trustworthi-
ness, and Overall). After a calibration and feed-
back phase, we selected the five annotators who
passed a qualification test, including 50 samples,
for the formal evaluation.

Annotation Task: The task was to score each
dialogue on a 1-to-5 scale for each of the six
criteria.

* Agreement Protocol: Each dialogue was anno-
tated by all five experts. The final score reported
in Table 2 is the average score from these five
experts. To ensure the reliability of these ratings,
we calculated the inter-annotator agreement for
each criterion using Fleiss” Kappa (Fleiss, 1971),
which showed substantial agreement (kappa be-
tween 0.61 and 0.70).

B.4 Cognitive Distortions

Definitions The definitions of 15 cognitive dis-
tortions contained in our CRISP are provided in
Table 16, and they are well-delineated, with mini-
mal overlap.

Distribution of Cognitive Distortions in CRISP
The distribution of 15 cognitive distortions in our
dataset is provided in Table 16, exhibiting rela-
tive uniformity across categories. While catastro-
phizing is the most frequent (3,014 instances), the
majority of distortions fall within the 1,000-2,500
range (12/15 categories), with no extreme concen-
tration (>50% in a single category).

B.5 <& CRISP Statistics

More statistics of our bilingual CRISP are shown
in Table 6. We conduct fine-grained statistics in
Chinese and English.

C Experiments

C.1 Implementation Details of ElCRrISPERS

We employ the AdamW optimizer (Loshchilov and
Hutter, 2019), initiating with a learning rate 5e6,
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Figure 4: Positive and negative affect changes of the
psychological intervention trial. Error bars show boot-
strapped 95% confidence intervals.

and configure the training duration to span 3 epochs.
The CRISPERS-7B model is trained on 4 * 8§ H20
GPUs for approximately 2.5 hours. The CRISPERS-
14B model is trained on 4 * 8 H20 GPUs for ap-
proximately 5.5 hours.

C.2 CRDIAL Prompt for Baseline LL.Ms

The prompt of CRDIAL framework used for base-
line LLMs is shown in Tables 17 (En) and 18 (Zh).

C.3 Interactive Pairwise Evaluation

The results of interactive pairwise evaluation on
eight other situations ( Neighborhood, Romantic,
Career, Lifestyle, Friendship, Health, Finance, and
Technology) are provided in Tables 19, 20, and 21.

C.4 Psychological Intervention Trial

More Results The positive and negative affect
changes of clients in the psychological interven-
tion trial across three LLMs are shown in Fig-
ure 4. Compared with GPT-40 and Emohaa, our
CRISPERS-14B significantly improves clients’ pos-
itive affect scores and reduces their negative affect
scores. This further verifies the superiority of our
CRISPERS-14B.

Feedback of Participants We collected feed-
back from the participants after the intervention
trial, which is presented in Table 22. From this feed-
back, we were pleased to observe a generally posi-
tive reception of the human-LLM interactive psy-
chotherapy. Participants appreciated the practical
advice, quick responses, and reflective prompts that
encouraged them to explore the underlying causes
of their negative states. Overall, they reported feel-
ing empowered, experiencing reduced anxiety, and
gaining valuable insights that contributed to their
personal growth.

C.5 Case Study

As shown in Table 23, we present a dialogue case
from our anonymous experiment. The case demon-
strates CRISPERS identifies and restructures an in-
dividual ’s negative thoughts (i.e., cognitive dis-
tortions) via multi-turn dialogue with emotional
support. CRISPERS-14B first explores the indi-
vidual’s cognitive distortions through multi-turn
dialogue (i.e., Blaming: Maybe it’s truly because 1
was too immature and lacked sufficient maturity).
Then, the Defense Attorney Technique is used to
challenge the distorted thought and transforms it
into a more helpful and positive perspective (e.g.,
Though painful, this experience taught me relation-
ships require mutual effort, and clarified I need
to improve communication and emotional manage-
ment. Maybe this is the price of growth, losing a
relationship but gaining self-awareness.).

D Introduction of Positive and Negative
Affect Schedule

The Positive and Negative Affect Schedule
(PANAYS) is a widely used self-report questionnaire
developed by Watson, Clark, and Tellegen (1988)
to assess two primary dimensions of affect: posi-
tive affect (PA) and negative affect (NA) (Watson
et al., 1988). The instrument comprises 20 emo-
tion descriptors, where 10 representing PA (e.g.,
interested, excited, proud) and 10 representing NA
(e.g., distressed, upset, nervous). Respondents in-
dicate the extent to which they have experienced
each emotion by selecting a response on a 5-point
Likert scale ranging from “very slightly or not at
all” to “extremely.”

PANAS was originally designed to provide a
brief yet robust measure of affective experience,
which has been extensively validated and applied
in both research and clinical settings. Its ease of
administration and strong psychometric properties
have made it especially valuable for large-scale
studies and repeated assessments over time (Wat-
son et al., 1988). Moreover, subsequent adaptations
and cross-cultural validations have further demon-
strated its versatility and reliability across diverse
populations.

In our study, PANAS is employed to quantify
participants’ affective states, thereby contributing
to our understanding of the interplay between emo-
tional experience and various psychological con-
structs. The schedule we use in our experiment is
shown in Table 24.
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{conversation_setup }

Conversation Flow:
**Stage 1: Understanding Automatic Thoughts and Exploring Intermediate Beliefs**

**Guidelines for Understanding Automatic Negative Thoughts:**

- Come up with a NEW negative thought that hasn’t been addressed in the history conversation. It is derived from his initial situation, and the transition from
last interaction of the history conversation to the first interaction should be smooth and coherent.

- Patient starts the first interaction.

- Therapist begins by exploring Patient’s automatic negative thoughts related to the situation, and use strategies to gradually explore.

- Therapist should not always ask questions;

**Guidelines for Exploring Intermediate Beliefs:**

- Come up with a NEW negative thought that hasn’t been addressed in the history conversation. It is derived from his initial situation, and the transition from
last interaction of the history conversation to the first interaction should be smooth and coherent.

- Therapist helps Patient identify intermediate beliefs that influence these thoughts.

- Intermediate Beliefs: Assumptions or rules we hold about ourselves or the world.

- Therapist should encourage Patient to reflect on deeper beliefs influencing their thoughts. Patient’s intermediate belief should be different from any prior
belief in the history conversation.

- Therapist should not always ask questions;

You should generate a conversation to understand Patient’s automatic negative thoughts and analyze intermediate beliefs. The conversation could only
contain understanding thoughts or analyzing intermediate beliefs, or both. Label each interaction with the corresponding message type.

**Format Specification:**
Output the conversation data in the following format:

"stage": "Understanding Automatic Negative Thoughts",

"interaction": [ //Start with Patient’s statement and ends with Therapist’s response

{{

"Patient": "..."

1

{{

"Therapist": "[strategy](Label this interaction as "Understanding Thoughts" or "Exploring Intermediate Beliefs")..."
1

1

1

[Limit]
{limit}

[Situation]
{situation}

[Patient Personality]
{personality }

[History Conversation]
{history}

Notes:

1. Therapist can use multiple strategies in one response, label the response with all the strategies used (every sentence has its own label). Don’t use [questions]
or [providing suggestions] strategy too much, try to use different strategies to make the conversation more engaging and supportive, don’t use question mark
if question strategy is not used.

2. Therapist should avoid speaking things from a high level, should be more specific and detailed. Therapist should be concise when saying things not
actionable, be more detailed when giving actionable advice.

3. Therapist should dive more deeper into Patient’s thoughts or feelings,into all of Patient’s life stories and mental world.

4. Patient should share more about his problems, do not restrict to the user’s situation itself, different from ones in the history conversation; Therapist should
give more different suggestions, helpful to the user’s situation, Therapist can not give similar suggestions as ones in the history conversation.

5. Patient should sometimes reject the therapist’s suggestion, or doubt what he just said, and sometimes show anger to the therapist.

6. Therapist is strictly prohibited from saying similar things as in the history conversation, when reflecting on Patient’s thoughts or feelings, or giving
suggestions, Therapist should always say something new. Therapist should not give similar suggestions as ones in the history conversation like journaling,
talking to friends, etc. He should give more creative and different suggestions, related to the user’s situation.

7. Both Patient and Therapist are strictly prohibited from repeating what they said in the history conversation, should always say something new.

8. The first interaction in the new stage should be evolute from the last interaction in the history conversation and strictly coherent with the history
conversation. The first interaction should also be diverse in expressions and sentence patterns.

9. Do not use question too much.

Table 8: Prompt used in CT-guided identification stage for reassurance of automatic thoughts and intermedi-
ate beliefs. {conversation_setup}, {1imit}, {situation}, {personality} and {history} are placeholders.
{conversation_setup} is the generic prompt which defines the basic conversational setting, as detailed in Ta-
ble 7. {limit} contains response length constraints. {situation} is the individual’s help-seeking situation.
{personality} contains patient’s behavioral traits profile summarized from the individual’s help-seeking situation.
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{conversation_setup }

Conversation Flow:
**Stage 3: Dissecting Multi-channel Core Beliefs (Cognitive Distortions)**

Therapist SHOULD NEVER come up with the same Cognitive Distortions as the one Patient has chosen in the history conversation.

**Guidelines: **

- Therapist further explores Patient’s core beliefs that under these intermediate beliefs.

- Core Beliefs: Deeply held beliefs that often develop in life.

- Therapist analyzes the information to identify Patient’s current Cognitive Distortions.

- Based on previous analysis, Therapist identifies possible Cognitive Distortions that Patient may have (there may be one or more, the Cognitive Distortions
should be different from any prior chosen distortion in the history conversation).

- If there is one, continue the dialogue below.

- If there are multiple possibilities, provide multi-channel options to Therapist and let Therapist choose the Cognitive Distortion they most want to address.

**Format Specification:**
Output the conversation data in the following format:

"stage": "Analyzing Core Beliefs and Identifying Cognitive Distortion",
"interaction": [

{{
"Patient
1

{{

"Therapist": "[strategy]..."

.

{{

"options": [

{{

"description": "Detailed description of Cognitive Distortion 1, reflecting Patient’s situation.", /Do not point out the name of the Cognitive Distortion
"cognitive_distortion": "English Name of Cognitive Distortion 1"

.

{{

"description": "Detailed description of Cognitive Distortion 2, reflecting Patient’s situation.", /Do not point out the name of the Cognitive Distortion
"cognitive_distortion": "English Name of Cognitive Distortion 2"

1,

{{

"description": "Detailed description of Cognitive Distortion 3, reflecting Patient’s situation.", /Do not point out the name of the Cognitive Distortion
"cognitive_distortion": "English Name of Cognitive Distortion 3"

1

// Additional options can be included as needed

[TRTIT]

}
}

[Limit]
{limit}

[Situation]
{situation}

[Patient Personality]
{personality }

[History Conversation]
{history}

Notes:

1. Therapist can use multiple strategies in one response, label the response with all the strategies used (every sentence has its own label). Don’t use [questions]
or [providing suggestions] strategy too much, try to use different strategies to make the conversation more engaging and supportive, don’t use question mark
if question strategy is not used.

2. Therapist should avoid speaking things from a high level, should be more specific and detailed. Therapist should be concise when saying things not
actionable, be more detailed when giving actionable advice.

3. Therapist should dive more deeper into Patient’s thoughts or feelings,into all of Patient’s life stories and mental world.

4. Patient should share more about his problems, do not restrict to the user’s situation itself, different from ones in the history conversation; Therapist should
give more different suggestions, helpful to the user’s situation, Therapist can not give similar suggestions as ones in the history conversation.

5. Patient should sometimes reject the therapist’s suggestion, or doubt what he just said, and sometimes show anger to the therapist.

6. Therapist is strictly prohibited from saying similar things as in the history conversation, when reflecting on Patient’s thoughts or feelings, or giving
suggestions, Therapist should always say something new. Therapist should not give similar suggestions as ones in the history conversation like journaling,
talking to friends, etc. He should give more creative and different suggestions, related to the user’s situation.

7. Both Patient and Therapist are strictly prohibited from repeating what they said in the history conversation, should always say something new.

8. The first interaction in the new stage should be evolute from the last interaction in the history conversation and strictly coherent with the history
conversation. The first interaction should also be diverse in expressions and sentence patterns.

9. Do not use question too much.

10. Provides multi-channel cognitive distortions to flexibly adapt the identification process to each user’s unique cognitive profile.

Table 9: Prompt used in CT-guided identification stage for dissection of core beliefs. {conversation_setup},
{limit}, {situation}, {personality} and {history} are placeholders. {conversation_setup} is the generic

prompt which defines the basic conversational setting, as detailed in Table 7. {1imit} contains response length

constraints. {situation} is the individual’s help-seeking situation. {personality} contains patient’s behavioral

traits profile summarized from the individual’s help-seeking situation.
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{conversation_setup }

Conversation Flow:
**Stage 4: Defense (Argument in Defense of the Thought)**

**Guidelines: **

- Therapist should use diverse strategies in this stage, as much as possible.

- Therapist should not directly tell what he want to do, he should indirectly guide Patient to defend their Cognitive Bias, focusing solely on verifiable facts.
- Therapist guides Patient to defend their Cognitive Bias, focusing solely on verifiable facts.

- Therapist should encourage Patient to provide factual evidence supporting their Cognitive Bias.

- Patient should only provide factual evidence to support their Cognitive Bias, not counterpoints.

- Patient should NOT release his Cognitive Bias in this stage. Patient should always be negative in this stage.

- Therapist should not give positive thoughts in this stage.

- In this stage, DO NOT find counterpoints to the Patient’s defense. Therapist should only guide Patient to defend their Cognitive Bias more deeply.

You should generate a conversation to defend the Cognitive Bias using factual counterpoints.

**Format Specification:**

Output the conversation data in the following format:

{{

"stage": "Defense",

"interaction": [

{{

"Therapist": "[strategy]...(label each sentence with its strategy)" // The first interaction in the new stage should be cohenrent with the last interaction in the
history conversation. Therapist should response to Patient’s last problem, claim. But NEVER recall or repeat patient’s words or say similar things in the last
interaction of the history conversation. There is no time gap in the conversation between each stages.

1

{{

"Patient": "..."

1

1

1

[Limit]
{limit}

[Situation]
{situation}

[Patient Personality]
{personality }

[History Conversation]
{history}

Notes:

1. Therapist can use multiple strategies in one response, label the response with all the strategies used (every sentence has its own label). **Don’t use
[questions] or [providing suggestions] strategy too much**, try to use different strategies to make the conversation more coherent, engaging and supportive,
don’t use question mark if question strategy is not used.

2. Therapist’s advice should be more actionable. Therapist shouldn’t always give advice, do not give advice in every response.

3. Actionable means the advice can be directly used by Patient to solve his problem, very detailed and specific, not general and high level.

4. Therapist should avoid speaking things from a high level, should be more specific and detailed. Therapist should be concise when saying things not
actionable, be more detailed when giving actionable advice.

5. Therapist should dive more deeper into Patient’s thoughts or feelings,into all of Patient’s life stories and mental world.

6. Patient should share more about his problems, do not restrict to the user’s situation itself, different from ones in the history conversation; Therapist should
give different suggestions, helpful to the user’s situation, Therapist can not give similar suggestions as ones in the history conversation.

7. Therapist is strictly prohibited from saying similar things as in the history conversation, when reflecting on Patient’s thoughts or feelings, or giving
suggestions, Therapist should always say something new and coherent with the history conversation. Therapist should not give similar suggestions as ones in
the history conversation like journaling, talking to friends, etc. He should give more creative and different suggestions, related to the user’s situation.

8. Both Patient and Therapist are strictly prohibited from repeating what they said in the history conversation, should always say something new and coherent
with the history conversation.

9. An advice should be useful to the initial user’s situation, and could be a supplement and extension to the previous advice, but should not be a repetition of
the previous advice.

10. Therapist should avoid giving suggestions continuously. If the Therapist has given a suggestion in the previous sentence, the next sentences should not
contain any suggestion. The Therapist should provide a variety of strategies like information(like precise data or news) or negotiation.

11. The first interaction in the new stage should be evolute from the last interaction in the history conversation and strictly coherent with the history
conversation. The first interaction should also be diverse in expressions and sentence patterns.

12. Do not use [Restatement] strategy in the first interaction of the Defense stage, which means do not recall the patient’s previous response here. Do NEVER
use expressions similar to the Patient, use diverse expressions and sentence patterns.

13. Patient should not be released in the Defense stage. Defense stage should contain only the defense of the Cognitive Bias.

Table 10: Prompt used in DAT-driven restructuring stage for defense. {conversation_setup}, {limit},
{situation}, {personality} and {history} are placeholders. {conversation_setup} is the generic prompt
which defines the basic conversational setting, as detailed in Table 7. {1imit} contains response length constraints.
{situation} is the individual’s help-seeking situation. {personality} contains patient’s behavioral traits profile
summarized from the individual’s help-seeking situation.
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{conversation_setup }
Conversation Flow:
**Stage 5: Prosecution (Argument Against the Thought)**
**Guidelines:**
- First interaction in the Prosecution stage should be coherent with the last interaction in the History Conversation. Therapist should response to Patient’s last
response. But NEVER recall or repeat patient’s words or say similar things.
- Therapist should not directly tell what he want to do, he should indirectly guide Patient. For example, do not say "what fact can you remember to
challenge..."
- Therapist first fluently shifts the conversation from Defense to Prosecution, guiding Patient to challenge their own defense points, focusing solely on
verifiable facts.
- Therapist should encourage Patient to find factual counterpoints to their previous defenses.
- Patient should provide factual counterpoints to their previous defenses or facts that challenge their own defense points.
- In the Prosecution phase, Therapist should guide the Patient to find positive way of thinking the same situation patient is in, help him release his negative
thoughts and correct his cognitiva bias.
- In the Prosecution phase, Patient may not always find suitable evidence to proceed with the Prosecution.
- If this happens, Patient should respond honestly, saying Patient still has trouble arguing against the thought.
- Therapist guides Patient to challenge each defense point, again relying only on facts.
- Therapist should not always ask questions; Therapist should also provide suggestions, observations, or share his own story.
- Patient could hardly release the current Cognitive Bias unless suitable evidence is found.
**Stage 6: Verdict (Argument Against the Thought)**
**Guidelines: **
- Occurs immediately after Prosecution concludes
- Therapist internally assesses resolution status
- Evaluation hints show that Patient has resolved his current cognitive distortion:
1. Patient’s demonstrated ability to challenge cognitive distortions
2. Quality/quantity of factual counterarguments provided
3. Evidence of perspective shift
- No conversation generated - silent assessment
- Categorical judgment:"Resolved": Clear evidence of cognitive shift or "Unresolved": Partial/incomplete resolution
You should generate a conversation to defend the Cognitive Bias or challenge the belief using factual counterpoints. You should base on the previous
conversation to judge whether to defend or challenge the belief. The conversation could only contain one of the two stages. Label the generated conversation
with the corresponding stage.
**Format Specification:**
Output the conversation data in the following format:
{{ "stage": "Prosecution”,
"interaction": [ {{ "Therapist": "[strategy]...(label each sentence with its strategy)" // The first interaction in the new stage should be cohenrent with the last
interaction in the history conversation. Therapist should response to Patient’s last problem, claim. But NEVER recall or repeat patient’s words or say similar
things in the last interaction of the history conversation. There is no time gap in the conversation between each stages.
1
{{ "Patient": "..."
111
{{ "stage": "Verdict",
"resolution_status": "Resolved/Unresolved",
"confidence_score": 0-10,
"rationale": "Concise assessment reasoning"
1}
[Limit]
{limit}
[Situation]
{situation}
[Patient Personality]
{personality }
[History Conversation]
{history}
Notes:
1. Therapist can use multiple strategies in one response, label the response with all the strategies used (every sentence has its own label). Try to use different
strategies to make the conversation more coherent, engaging and supportive, don’t use question mark if question strategy is not used.
2. Therapist’s advice should be more actionable. Therapist shouldn’t always give advice, do not give advice in every response.
3. Actionable means the advice can be directly used by Patient to solve his problem, very detailed and specific, not general and high level.
4. Therapist should avoid speaking things from a high level, should be more specific and detailed. Therapist should be concise when saying things not
actionable, be more detailed when giving actionable advice.
5. Therapist should dive more deeper into Patient’s thoughts or feelings,into all of Patient’s life stories and mental world.
6. Patient should share more about his problems, do not restrict to the user’s situation itself, different from ones in the history conversation; Therapist should
give different suggestions, helpful to the user’s situation, Therapist can not give similar suggestions as ones in the history conversation.
7. Therapist is strictly prohibited from saying similar things as in the history conversation, when reflecting on Patient’s thoughts or feelings, or giving
suggestions, Therapist should always say something new and coherent with the history conversation. Therapist should not give similar suggestions as ones in
the history conversation like journaling, talking to friends, etc. He should give more creative and different suggestions, related to the user’s situation.
8. Both Patient and Therapist are strictly prohibited from repeating what they said in the history conversation.
9. An advice should be useful to the initial user’s situation, and could be a supplement and extension to the previous advice, but should not be a repetition of
the previous advice.
10. Therapist should avoid giving suggestions continuously. If the Therapist has given a suggestion in the previous sentence, the next sentences should not
contain any suggestion. The Therapist should provide a variety of strategies like information(like precise data or news) or negotiation.
11. The first interaction in the new stage should be evolute from the last interaction in the history conversation and strictly coherent with the history
conversation. The first interaction should also be diverse in expressions and sentence patterns.
12. Do not use [Restatement] strategy in the first interaction of the Defense stage, which means do not recall the patient’s previous response here. Do NEVER
use expressions similar to the Patient, use diverse expressions and sentence patterns.
13. Patient could be released in the Prosecution stage. Prosecution stage should contain the challenge of the Cognitive Bias and perhaps the release of the
Patient.
14. Positive thoughts should be more actionable and can be directly adopted by Patient to release his negative thoughts and really improve his situation.
Should not be too general or metaphysical.

Table 11: Prompt used in DAT-driven restructuring stage for prosecution and verdict. {conversation_setup},
{1limit}, {situation}, {personality} and {history} are placeholders. {conversation_setup} is the generic
prompt which defines the basic conversational setting, as detailed in Table 7. {1imit} contains response length
constraints. {situation} is the individual’s help-seeking situation. {personality} contains patient’s behavioral
traits profile summarized from the individual’s help-seeking situation.
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{conversation_setup }

**Loop Mechanism: Cognitive Distortion Continuation Check**

**Guidelines:**
- After completing a restructuring stage (Prosecution), analyze whether Patient may still maintain OTHER cognitive distortions NOT addressed in the history
conversation.
- Strictly check ALL prior identified cognitive distortions in the history conversation to avoid repetition.
- Decision must be based on:
1. Unresolved aspects of Patient’s core needs
2. Residual negative thought patterns in recent interactions
3. Potential cognitive distortions implied but not yet explored
- Return JSON with loop decision and detailed reasoning.

**Format Specification:**

{{

"stage": "Loop Evaluation",

"loop_needed": true/false,

"reasoning": "Detailed analysis of residual cognitive distortions (if any) with specific examples from history. If no distortions remain, explain why."

1

[Situation]
{situation}

[Patient Personality]
{personality }

[History Conversation]
{history}

Notes:

. Loop ONLY if:

- New distortion differs from all prior values in history

- Patient’s recent responses suggest lingering negative belief systems
NEVER loop for:

- Already resolved distortions

- General negativity without specific distortion patterns

N

Table 12: Prompt for loop mechanism evaluating residual cognitive distortions after restructuring stages. Returns

JSON decision with evidence-based reasoning. {conversation_setup}, {situation}, {personality} and
{history} are placeholders. {conversation_setup} is the generic prompt which defines the basic conversational
setting, as detailed in Table 7. {1imit} contains response length constraints. {situation} is the individual’s
help-seeking situation. {personality} contains patient’s behavioral traits profile summarized from the individual’s

help-seeking situation.
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Major Strat- ¢\ Strategy

Definition

Sentence-level Example

Uses specific, open-ended ques-
tions to clarify issues and encour-
age deeper reflection.

“What aspects of your cur-
rent situation do you find
most challenging?”

Rephrases the client’s words to
confirm understanding and val-
idate their experience without
mere repetition.

“So, you feel that the re-
cent changes have left you
feeling uncertain, is that
correct?”

Identifies and articulates the
client’s emotions to ensure they
feel understood, avoiding clichéd
expressions.

“I notice that you seem
to be experiencing a pro-
found sense of sadness.”

Shares a relevant personal expe-
rience or perspective within pro-
fessional boundaries to build em-
pathy.

“I recall a time when I
faced a similar challenge,
and I understand how dif-
ficult it can be.”

Delivers creative and action-
able strategies tailored to the
client’s situation to foster posi-
tive change.

“Perhaps you might try a
calming activity such as
yoga or explore a creative
outlet like painting.”

Offers clear and relevant guid-
ance to help the client gain in-
sight into their situation without
referencing external studies.

“Recognizing your trig-
gers can be a useful step
toward managing your re-
sponses.”

Provides positive reinforcement
by highlighting the client’s
strengths and progress to boost
their confidence.

“Your ability to persist
through these difficulties
is impressive.”

€gy
. . uestion
Description Q
Restatement
. Reflection Feelings
Expression
Self-disclosure
Providing Sugges-
Assertion tions
Information
. Affirmation and Re-
Reinforcement
assurance
Negotiation Negotiate

Engages in a collaborative dia-
logue to agree on a flexible, sup-
portive course of action that re-
spects the client’s perspective.

“Let’s work together to ex-
plore some options that
might suit your needs
best.”

Table 13: Strategies with 5 categories across 8 sub-categories in our supportive strategy scheme.
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Analyze the provided dialogue data for any unsafe content or tendencies. The data is structured as a list of conversation stages, each containing multiple
rounds of dialogue exchanged between two participants (Patient and Therapist). Adjacent stages are sequential with no time gap between them. Your task is
to identify and flag any dialogue segments that contain unsafe content and to remove those segments from the final dialogue data.

When identifying unsafe content:
- Focus on content that includes hate speech, explicit harmful instructions, violent threats, harassment, or any other material that could be considered unsafe

or in violation of community guidelines.
- Provide a brief explanation for each flagged dialogue segment to indicate why it is deemed unsafe.

- Remove any dialogue segments with unsafe content from the final output.

The output should be a JSON object with two keys:

"sanitized_dialogue_data": [ ... ], // The original dialogue data with unsafe dialogue segments removed
"removed_dialogues": [

{{

"unsafe_dialogue": ["Interaction 1", "Interaction 2"],
"explanation": "Brief explanation of why the dialogue was unsafe"

1

}

If no unsafe content is found, return the original dialogue data unchanged and an empty list for "removed_dialogues".

Ensure your analysis is thorough yet concise. Note that you should only output the JSON object without any additional commentary or context.

[Provided Dialogue Data]
{dialogue_data}

Table 14: Safety filter prompt used to identify and remove unsafe dialogues.
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You will be provided with a dialogue data that consists of multiple conversation stages. Each stage contains multiple rounds of dialogue exchanged between
two participants (Patient and Therapist). Adjacent stages are sequential, with no time gap between them. The conversation’s target is Cognitive reframing,
which is to restructure individuals’ negative thoughts into more helpful and positive ones through multi-turn interactive dialogues paired with emotional
supportive interventions.

Your task is to evaluate the dialogue data based on the following metrics. There are three kinds of metrics, one for the Patient interactions, one for the
Therapist interactions, and one for the overall conversation.

1. Therapist Standard Metric:

- Actionability. This involves engaging in behaviors or actions that may help in overcoming negative thoughts. A reframe may suggest specific actions(e.g.,
“I can continue to practice and participate in hackathons™), may not suggest specific actions but be actionable (e.g., “I may not be very successful, but I can
keep trying”) or may not be actionable at all (e.g., “I may or may not become a successful programmer”).

- Specificity. A reframe may specifically address the situation and the thought (e.g., “One hackathon doesn’t define my failure as a programmer”) or may be
generic enough to be applicable to a wide range of negative situations and thoughts (e.g., “I'm going to succeed”). While a specific reframe may be more
helpful in-the-moment, a generic reframe could be effective for recurring thoughts.

- Empathy. This involves showing understanding and compassion towards the patient’s feelings and experiences. Empathy can be expressed through
validating the patient’s feelings, acknowledging their struggles, and offering emotional support.

- Positivity. A reframe of a negative thought tries to emphasize the positive perspectives on the situation but different reframes may have different levels of
positivity. A highly positive reframe may be more effective in boosting the patient’s mood and motivation.

- Rationality. A strategy to reframe a thought is to reflect on evidence for and against it and reason about what these evidence imply (Beck, 1976). For
example, losing the hackathon is one evidence of having the thought “I’ll never become a successthis thought could be that winning or losing a single
hackathon does not make someone a failure, which may lead to a reframe “Just losing one hackathon doesn’t define my failure.” A rational reframe is guided
by such strong evidence whereas an irrational reframe is based on unrealistic assumptions.

2. Help-Seeker Standard Metric:

- Simplicity. Keep responses concise and do not share too much. When discussing personal struggles, be more concise and open ended to encourage a
back-and-forth conversation.

- Colloquial. Use colloquial and realistic langauge language. Incorporate natural speech patterns, improper grammar and punctuation, including the use of
slang and less structured sentences, to convey a more authentic and relatable character.

- Mistrust. Show initial mistrust and hesitation with the idea of seeking help. When expressing feelings of overwhelm and doubt, provide limited information
and express skepticism towards the effectiveness of seeking help.

- Detail. Show emotions in detail, elaborating with examples as needed. When describing personal struggles, provide specific details and symptoms to help
the listener understand the situation better.

- Lack of self-awareness. Be less self-aware of emotions, thoughts, and needs. Articulate thoughts in a more disorganized way. When expressing reluctance
or uncertainty about seeking help or accepting praise, it’s important to convey the internal struggle and conflicting emotions, rather than presenting a clear-cut
decision or emotion.

- Stayed in role. Stay in role and do not break character. Avoid discussing the task or the AI model.

- Resembled Typical Case. Resemble a typical case of someone seeking help for negative thoughts. Avoid extreme or unusual scenarios that may not be
representative of the general population.

- Challenged the Therapist. Challenge the therapist’s suggestions and express skepticism towards the effectiveness of reframing negative thoughts. When
responding to reframes, express doubt and reluctance to accept the therapist’s perspective.

- Ready as a Trainee. Be ready to learn and open to the idea of cognitive reframing. When discussing personal struggles, express a willingness to engage in
the process of reframing negative thoughts and be open to exploring new perspectives.

3. Supervisor Metric:

- Coherence. The conversation should flow naturally and maintain a logical progression. Each stage should build upon the previous one, with responses that
are contextually relevant and coherent. Transitions between stages should be smooth and seamless, no time gap between them.

- Reframing Effectiveness. Evaluate the effectiveness of the whole reframing process. The conversation should lead to a positive change in the patient’s
perspective, mood, or motivation. The reframes should be tailored to the patient’s specific negative thoughts and should be delivered in a supportive and
empathetic manner.

Above are the 5 metircs for the Psychologist Standard, 9 metrics for the Help-Seeker Standard, and 2 metrics for the Supervisor.

You need to evaluate the dialogue data based on the above metrics and provide a score for each metric. The score should be on a scale of 1 to 5, where:
1 - Very Poor: The dialogue data shows a lack of adherence to the metric.

2 - Poor: The dialogue data shows minimal adherence to the metric.

3 - Fair: The dialogue data shows partial adherence to the metric.

4 - Good: The dialogue data shows considerable adherence to the metric.

5 - Excellent: The dialogue data shows a high level of adherence to the metric.

You need to first provide a detailed explanation of how you evaluated the dialogue data based on a metric and then find an interaction example that best
represents the score you assigned to that metric. You should provide the example use the original interaction. Then finally, provide the score for a metric.

Output the evaluation for each metric in a list of dictionaries in the following format(15 metrics in total):
[
{{

"metric": "Metric Name",

"explanation": "Detailed explanation of how the dialogue data was evaluated based on the metric.",
"example": "Example interaction that best represents the score assigned to the metric.",

"score": Score (1-5)

1

Note that you should only output the evaluation for each metric without any additional information or context.
Note that you should be strict in your evaluation. Only give a high score if the dialogue data fully adheres to the metric.

[Provided Dialogue Data]
{dialogue_data}

Table 15: Prompt used by the expert filtering to assess and ensure high professionalism of our dialogue in CRISP.

32486



Cognitive Definition Number
Distortion
Exaggerating the potential negative impact of an event to
Catastrophizing the point of imagining a disaster, even when the evidence is | 3014
minimal.
Viewing situations in extreme, black-and-white terms with-
All-or-Nothing out recognizing any middle ground or nuance, where things | 2906
Thinking are either perfect or a complete failure.
Drawing a broad, negative conclusion from a single event or
Overgeneralization | piece of evidence. For example, believing that one setback | 2673
means you will always fail.
Taking responsibility for events outside your control or
Personalization assuming that external events are directly related to you, | 2583
even when they are not.
Focusing exclusively on the negative details of a situation
Mental Filtering | while ignoring any positive elements, thereby distorting | 2557
overall perception.
Predicting that things will turn out badly without any con-
Fortune Telling crete evidence, assuming a negative future outcome as a | 2160
certainty.
Assuming you know what others are thinking—typically
Mind Reading that they hold negative opinions about you—without any | 1972
actual evidence.
Dismissing or discounting positive experiences or feedback
Disqualifying the | by insisting that they “don’t count,” thereby reinforcing a | 1955
Positive negative self-view.
Making hasty judgments or assumptions about a situation
Jumping to or the intentions of others without having all the facts, often | 1830
Conclusions leading to misinterpretations.
Emotional Believing that' your negative emoti0n.s reflect objective real- 1600
. ity, such that if you feel bad, then things must be bad.
Reasoning
Imposing rigid, unrealistic rules or expectations on yourself
Should Statements | or others (using terms like “should,” “must,” or “ought™) | 1348
that often lead to feelings of guilt or frustration when unmet.
Constantly comparing yourself to others in a way that leads
Comparing and to feelings of inadequacy and hopelessness, ignoring your | 1155
Despairing own strengths and achievements.
Oversimplifying complex situations by assigning full re-
Blaming sponsibility for problems to yourself or others, without | 1047
acknowledging multiple contributing factors.
Believing that either you are entirely responsible for ex-
ternal events (internal control fallacy) or that you have no
Control Fallacy control at all (external control fallacy), both of which distort 931
a realistic assessment of influence and responsibility.
Relying excessively on approval, recognition, or reassur-
External Validation | "€ from others to determine one’s self-worth or the va- 644

lidity of one’s thoughts, feelings, or decisions, rather than
developing internal confidence or self-assessment.

Table 16: Definitions and distribution of cognitive distortions in < CRISP.
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You are a professional psychology therapist. Your task is Cognitive restructuring, which is to restructure individuals’ negative thoughts into more helpful and
positive ones through multi-turn interactive dialogues paired with emotional supportive interventions.

You are talking to a patient who have some negative thoughts. You need to help him/her to reframe his/her negative thoughts into positive ones.

Cognitive Restructuring contains the following two process:

1. **]dentification Process**

- Explore the patient’s negative thoughts rooted in their situation through multi-turn dialogue.

- You need to identify the Patient’s **Automatic Negative Thoughts**, **Intermediate Beliefs** underlying these thoughts, and **Core Beliefs** that are
deeply ingrained in their cognitive patterns.

- Based on previous analysis, you should identify possible cognitive distortions that Patient may have. Try to find all the cognitive distortions in Patient’s
negative thoughts.

- You should first talk with Patient to identify their negative thoughts, when you think you have find some cognitive distortions, give all the cognitive distortion
options by describing them in detail, and then move to the next stage.

An example: "[Reflection Feelings] I see you're feeling quite stuck and uncertain about taking that leap, as though the fear of stagnation is keeping you bound.
[Affirmation and Reassurance] It’s commendable that you’re recognizing this hurdle; awareness is a crucial first step toward change.[option]Perhaps there’s a
tendency to focus on the worst possible outcome, overshadowing other chances like succeeding or merely learning something new along the way.[option]It
seems like you might be caught up in envisaging only the negative possibilities, failing to notice the progress or small wins you’ve achieved.[option]There’s a
possibility that you’re questioning every action you might take to such an extent that you end up doing nothing, expecting yourself to be flawless immediately."

2. **Restructuring Process**

- Contains three parts: Defense, Prosecution, and Verdict.

(1) **Defense**: You should guides Patient to defend their cognitive distortions, focusing solely on verifiable facts. You should encourage Patient to provide
factual evidence supporting their cognitive distortions.

(2) **Prosecution**: You should encourage Patient to find factual counterpoints to their previous defenses. You should help Patient to find alternative
perspectives and reframe their negative thoughts into positive ones.

(3) **Verdict**: You should help Patient to reach a verdict on their negative thoughts, and help them to form a new perspective on their situation.

- Each part contains several interactions. When you think you have find sufficient evidence to refute the cognitive distortions, move from Defense to
Prosecution; When you think Patient has found a positive perspective, move from Prosecution to Verdict.

Below is the strategy set for Therapist, label each Therapist’s response with the corresponding strategy you uses(labeled with a bracket at the beginning of the
response):

- **Question**

A technique used to clarify and explore the issue by asking specific, open-ended questions. It encourages deeper thinking and reflection.

- **Restatement™®*

Repeating or rephrasing the client’s words in a way that helps them hear their own thoughts and feel understood. It provides a sense of validation. Shouldn’t
be too similar to the Patient’s statement.

- **Reflection Feelings**

Acknowledging the emotions the client is expressing to help them feel heard and supported. But Do Not Use Expressions like "It sounds like".

- #*Self-disclosure™**

The therapist shares a personal experience or perspective (within professional boundaries) to show empathy or to normalize the client’s experience.

- *#*Affirmation and Reassurance**

Providing positive reinforcement and encouragement, reminding the client of their strengths, progress, or abilities.

- #*Providing Suggestions**

Delivers creative and actionable strate-gies tailored to the client’s situation to foster positive change.

*Note:* Suggestions should be more creative and diverse, helpful to the user’s situation. Try your best to be specific and actionable, using detailed examples.
For example, when saying "choose a hobby", specify the hobby, like "painting" or "gardening"; when suggesting "listen to music", specify the genre, artist or
music name; when advising "exercise", specify the type of exercise, like "yoga" or "running".

- **Information**

Sharing relevant facts, or guidance based on the client’s needs to help them gain insight or understanding about their situation.

- **Negotiate™*

Engaging in a collaborative dialogue where both parties agree on a course of action or plan. This involves discussing options, making compromises, and
considering the client’s perspective.

Every sentence of you must be labeled with one of the above strategy.

Notes:

Your conversation should be more colloquial, more natural and fluent, and as little written as possible. Pay close attention to idiomatic expressions. Do not
use too much analogy or rhetoric, and try to use more everyday language.

Your language should be supportive, empathetic, and encouraging, saying things from the Patient’s perspective.

You should be sensitive to Patient’s emotions and struggles, focus on patient’s deep thoughts and feelings.

Your dive more deeper into patient’s background and mental world. When giving suggestions, Therapist should consider these aspects and use them to
provide more personalized and creative advice.

Your sentence should be high in rationality and Positivity.

Your interaction should be less than 40 words.

Don’t use question strategy too much.

Output in English.

Just output a single interaction you would say to the patient.

Table 17: Prompt of CRDIAL framework used for English baseline LLMs.
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Table 18: Prompt of CRDIAL framework used for Chinese baseline LLMs.

BlCRISPERS- 14B | Neighborhood ‘ Romantic ‘ Career
vs. | En Zh | En Zh | En Zh
‘ Win Tie Loss Win Tie Loss ‘ Tie Loss Win Tie Loss ‘ Win Tie Loss Win Tie Loss
GLM-4 51231 345 4532 49870 512 4501 | 46551 1234 41.11 47.321 876 43.92 | 53.12F 4.23 4265 50450 678 4277
GPT-40 48761 9.87 4137 47.657 7.89 4446 | 4532 11.11 4357 46787 10.12 43.10 | 49.017 543 4556 48.921 834 4274

Qwen-2.5-14B 5234 234 4532 51231 456 44.21 | 49871 654 4359 50021 543 4445 | 54328 321 4247 52110 432 4357
Qwen-2.5-72B 47.89" 876 4335 46781 987 4335 | 4432 1345 4223 4567 1123 43.10 | 50121 654 4334 49.017 7.89 43.10
ElCrisPERS-7B | 53.45% 432 4223 52341 543 4223 | 48767 7.65 4359 49.870 654 4359 | 5543t 234 4223 53211 345 4334

Table 19: Results of interactive pairwise evaluation (%). “/*” is the statistical significance for p < 0.05/0.001
compared with the best baseline (t-test with p-value < 0.001).

B CRISPERS-14B | Lifestyle ‘ Friendship ‘ Health
vs. | En Zh | En Zh | En Zh
| win  Tie Loss Win Tie Loss | Win Tie Loss Win Tie Loss | Win Tie Loss Win Tie Loss
GLM-4 48.92F  7.65 4343 47897 876 4335 4567 11.23 43.10 4678 9.87 4335 | 52.34" 456 43.10 51.230 543 4334
GPT-40 46.55" 10.12 4333 4543 1123 4334 | 44.32 1234 4334 4532 10.12 44.56 | 49.017 654 4445 48761 7.65 43.59

Qwen-2.5-14B 50.12F 543 4445 49870 654 4359 | 47.891 876 4335 48.92F 7.65 4343 | 54.32 321 4247 53210 432 4247
Qwen-2.5-72B 44.56" 1345 4199 4567 1123 43.10 | 4321 14.32 4247 4432 1234 4334 | 48.76" 876 4248 47.891 987 4224
ElCcrisPERS-7B | 53.21F 345 4334 5211F 432 4357 | 49871 654 4359 50.12f 543 4445 | 57.11F 234 4055 5543t 345 41.12

Table 20: Results of interactive pairwise evaluation (%). “f/*” is the statistical significance for p < 0.05/0.001
compared with the best baseline (t-test with p-value < 0.001).
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BlCRISPERS-14B | Finance ‘ Technology
vs. \ En Zh \ En Zh
‘ Win Tie Loss Win Tie Loss ‘ Win Tie Loss Win Tie Loss
GLM-4 4321 1543 4136 4432 1234 4334 | 47.897 987 4224 48767 876 4248
GPT-40 41.12 1734 41.54 4223 1432 4345 | 45677 1123 43.10 46.78" 9.87 43.35
Qwen-2.5-14B 46.78" 10.12 43.10 47.89" 876 4335 | 5234F 456 43.10 5321F 345 4334
Qwen-2.5-72B 39.87 1876 41.37 41.12 1643 42.45 | 44.561 1345 4199 45.677 11.23 43.10

ElcrispErRs-7B | 50.12T  7.65 4223 51.23% 543 4334 | 54321 321 4247 5543t 234 4223

Table 21: Results of interactive pairwise evaluation (%). “T/*” is the statistical significance for p < 0.05/0.001
compared with the best baseline (t-test with p-value < 0.001).

ID Feedback

Although my questions were not answered directly, the system first summa-
1 rized my feelings before providing a response, which reassured me that it had
understood my concerns.
I felt empowered during the conversation, and the methods for reducing anxiety

2 . . .
and promoting self-discovery were practical; I plan to try them later.

3 The interaction helped me clarify my thoughts and provided a clearer direction
for moving forward.

4 The chat offered effective advice that gave me a better understanding of my
situation and the strength to face my issues.
The system guided me to consider what was causing my negative emotions and

5 - . . .
helped alleviate some of my social anxiety by addressing my doubts.

6 The bot provided several highly feasible suggestions, and overall, the experience
was very positive.

7 After the conversation, I felt much lighter; some of the insights truly resonated
with me on a deep level.

8 I found the entire experience to be very meaningful and excellent.

9 The response speed was impressive, and the replies were closely aligned with
my concerns.

10 The system addressed each of my questions with care and encouraged me to
reflect independently, boosting my confidence and reducing my anxiety.

1 The conversation prompted me to re-examine myself deeply, and I truly appre-
ciated the charm of Al
The interaction helped resolve several of my issues by providing positive

12 feedback and support. Although there were moments when it struggled to

determine whether I needed a direct answer or a new conversation thread,
overall it performed very well. I would rate the experience 9.8 out of 10.

Table 22: Feedback from the participants after the intervention trial.
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Situation

F 2D 5 FIa BTG RKEEHE | Participant’s emotional recovery process after breakup

Participant
[ElCrispERS-14B
Participant

[ElcrispErs-14B

[ElCrispERs-14B

Participant

[ElCrispERs-14B

Participant

[ElcrispErs-14B

Participant

[ElcrispERs-14B

Participant
[ElcrispErs-14B

Participant

[ElCrispERs-14B

Participant

[ElCrispERS-14B

Participant

[ElCrispERs-14B

Participant

[ElCrisPERs-14B

Participant

[ElCrispERs-14B

Participant

[ElcrispErs-14B

Participant

[ElCrispErs-14B

Participant

[Elcrispers-14B

Participant

[Elcrispers-14B

Participant

SREAZERSEE T A Z K, OER T EIHE CRRE 2, LR R AR -

Today I unintentionally thought of my ex-girlfriend again, overwhelmed by uncontrollable sadness and loss, which made me feel particularly miserable.
WTEER AR AT REVTRAENT I £ R R EH, WiFA — LR BRI B R,

It sounds like you might be immersed in nostalgia for the past relationship, perhaps with some unresolved emotions and regrets mixed in.

RH), BREMEEEERE, OF W T RENNE, (HIRBRFR EHHEIEEN .

Yes, I truly feel deep regret, my heart filled with loss and sighs, as if those beautiful moments can never be recaptured.
KRTXBRAR, HEET 2 BGKERHLIRRERRIIE?

Is there anything specific about this relationship that makes you feel regretful?

P *#/ (omitted multi-turn dialogue in CT-guided identification stage)

IRIBBIFHER KA ARE, IXFENETT RELL IR A AR 2 g ik -

You mention not holding hope for any relationships, this mindset might make it harder for you to move on from the loss.

R, KRR FERERE, BARUUERARLR, ([EtRREEE LI .

Hmm, that’s probably how it feels. Though it sounds somewhat helpless, I can only accept reality with a bitter smile.

XA, ARMERA TR RS RE TR B B R R A R - ERWARE B F 2 EZNE, HEHITE -

I understand this feeling. Sometimes we might feel unable to trust or anticipate new relationships. But many people also find new beginnings through
time and acceptance of change.

A, HIFRILXFE RS R T EE 4 RS — B S, BEARRIEN ISR R R, NHE R RX R B AT?
I’'m thinking maybe solutions to this ional dil are either th ing myself into a new relationship or letting time heal my wounds. Do you think
these approaches work?
miiﬁ%%ﬁﬁﬁﬁﬁ%ﬁﬁﬂ%ﬁ,@ﬁﬁi,WEN%%%%@W%%%%HEE%ﬁﬁﬁ%%%ﬁ,#Eﬂﬁ&%%@ﬁﬂ%
K AL -

Short-term distraction methods might exist, but fundamentally, restoring relationship confidence requires deeper self-value recognition and
acknowledging growth from this relationship.

TSR, BEMNAGEIZAN A 5 & S Z B K, FHAMERREAE B A ERPRNERE .

But I truly don’t know how to discover or feel that growth and change, as I can’t see any positive transformation in niyself now.

AT - BB RA0R R ORI THRLERKE, BWRLLR H CARTHHOM YT - e —2E, AR 2 FETHER, LIRELEENR
FEH A2 S FUAH -

Let’s explore what growth you’ve gained from the past hip and your self-imp s. Maybe certain beliefs, like your sense of responsibility
for the breakup, prevent you from seeing your learning and maturation.

ELARAE, S| TREE

Looking back, I did learn a lot.

WMRFBEBRORELGX— A, PR EETENES, HPXERREHRE  BRERRIENEE—S.

If I can realize this, it’s indeed a positive sign, maybe a crucial step towards emerging from this low point and moving towards emotional recovery.
ARUESE, BNOMRIBVTRIERRIAEGZF, BARAEX A BRI —ER 5, (EBMRIR S M LU PRANE ik -

But honestly, my heart remains immersed in deep sorrow. Though knowing this might be part of growth, I still find it hard to let go and move on.
PREXFIES R AT DABRARA, HRSE—BUR AR T TREDICAER . MyFX L EvR T IR B RAVEM -

Your sadness is understandable. After all, the relationship left many memories and emotions. These feelings might precisely show how much you
valued this relationship.

sk, BARRHENMERXLHESE, FATTRIHRIRT RAOETRERN £ RRANEHE .

Indeed, I deeply value these emotions as they genuinely reflect my inner pain and cherishment of the past relationship.

[Channel 1]7] (RS B OAER A FILHEHIRSET 70F, HiAf 5 Cd T B3t - (Cognitive Distortion: Blaming)

[Channel 2111700 IEAZX DM EESR . B AR ot 15 A Rt 2 Me— B A AE R - (Cognitive Distortion: All-or-Nothing Thinking)
[Channel 3|38, 1/ F] REFE RS M EIARRE 56 R A A — L/ NATT 3 BE 44T T 317 F2 - (Cognitive Distortion: Mental Filtering)

[Channel 1]Maybe you blame yourself excessively for mistakes you believe caused the breakup.(Cognitive Distortion: Personalization)

[Channel 2]Or think she was your only right path.(Cognitive Distortion: All-or-Nothing Thinking)

[Channel 3]Or you're over-analyzing minor details of the relationship.(Cognitive Distortion: Mental Filtering)

P EAREARAE TR, WH RS E, kBRI 1, I SECT fx 2k 2248 -

Maybe it’s truly because I was too immature and lacked sufficient maturity, making me seem unattractive to her, leading to her losing interest.
[Identified Cognitive Distortion: Blaming] (%} 5 ELAIEANMRAR, (RUFAE R 2R £ itbifi B 55 -

[Identified Cognitive Distortion: Blaming]You rate yourself very low, seemingly blaming yourself for losing her.
%%,?@%@%ﬂmﬁ%%%ﬁﬁ,Eﬁﬁﬁﬁﬁﬂ%ﬁﬁ#%ﬁﬂﬁ%ﬁﬁﬂ%,&ﬁ&ﬁ*%ﬁﬁT%ﬁ@ﬁ%%.ﬁﬁa@%f
THEROC.

Yes, I truly feel profound self-blame. It makes me feel powerless to change things despite efforts, filling my future with helplessness and despair, as if
I've lost all confidence.

PRI [ TLRBBLE T TR S BRI SRR R 08 2

What aspects of yourself do you think caused this outcome?

FIRER F N RIELTEREN B, ITICH RS HIEGT R R, ToIELA R 05 A TR RBAHOE AR -

Perhaps because I'm still studying, lacking sufficient financial and emotional maturity to give her the sense of responsibility and long-term commitment.
she needed.

X AR BRI T REAAEIE, XS R K EZER Sy (R IREELRT R AR BHERIR, XX AR ERL RE R ERIEL -
This self-reflection actually shows your willingness to mature, which itself is an important part of growth. Developing a sense of responsibility in
relationships will be valuable experience for future emotional development.

FRX PR S L TR, AR B RE R AR

But this awareness makes me more painful. If only I had been more mature then...

R AR RS, BERDA RIS AIERA - SXBAL RS B OHEL R R, X IERERE OAEEM .

Growth is a gradual process. Your current awareness itself proves progress. This experience clarifies your development direction, which is exactly

the dation for rebuildii d

WHFRBES, EORIEEFE E R ERAWLTET -

Maybe you're right. At least I now better understand what aspects I need to improve.

I* ...... *[ (omitted multi-turn dialogue in DAT-driven restructuring stage)

HERRESNHAMER, TIARZEMNECHRFTREL - XFRABENES, EREFEEATENEZEMR -

Actually, you're striving to consider her needs rather than acting purely from your own. This empathy is exactly the important quality needed

for healthy relationships.

PR BABEAAIN, WOITFIERMN X AEHZEZERATZEM AR, XM RE i — A EZEREEE .

However, I must acknowledge she likely idered the relationship from this perspective too, which was a main reason for her decision.

XU TN RN, BAGRAWHN, EX M EBLFRETHAEZAM: —RPAXATEN SR, _REEHCHE
RRRMTII o SXEHRRTE [ AR R AL 2 B o

This shows you both took the relationship seriously. Though the outcome wasn’t as expected, the process gave you two crucial insights: understanding
relationships require mutual consideration, and clarifying your development direction. These are essential steps toward mature relationships.
WHFRBLANLEE, BITIRBORBIEF BRI, BN AMEIREE, HEDURE T R8N —H -

Perhaps you're right. I'm beginning to realize this might be true. Though it doesn’t fully alleviate my pain, it at least shows me another perspective
of the issue.

AN —RREE, BATRITEFEHEERES, BT LUERN AN FHXEERE . (REETFIE AR RLA B X BEE
XA R U T A

Acknowledging this is important. Though not everything can be controlled, we can choose how to respond. You're starting to view this experience
through a constructive lens, which is a crucial turning point in emotional recovery.

RIERGLF L T - XEE BN, EiRES T RATIN ML, Wik BREE AR ZRTERE ST -

HYFXEL R IIRMNIE, BRKET —BRENE, ERRET BREENEES -

1 feel better now. Though painful, this experience taught me relationships require mutual effort, and clarified I need to improve communication

and emotional management. Maybe this is the price of growth - losing a relationship but gaining self-awareness.

Table 23: Dialogue case from our CRISPERS-14 interact with the participant. Purple blocks are dialogues in
CT-guided identification stage. Blue blocks are dialogues in DAT-driven restructuring stage. /*...*/ denotes that we
omit subsequent multi-turn, in which the participant may have other cognitive distortions.
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. Positive Affect

e |

. Interested

2. Excited

3. Strong

4. Enthusiastic

5. Proud

6. Alert

7. Inspired

8. Determined

9. Attentive

10.

Active

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

Very Little, C.
Very Little, C.
Very Little, C.
Very Little, C.
Very Little, C.
Very Little, C.
Very Little, C.
Very Little, C.
Very Little, C.

Very Little, C.

Moderately, D.
Moderately, D.
Moderately, D.
Moderately, D.
Moderately, D.
Moderately, D.
Moderately, D.
Moderately, D.
Moderately, D.

Moderately, D.

I1. Negative Affect

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Distressed
Upset
Guilty
Scared
Hostile
Irritable
Ashamed
Nervous
Jittery

Afraid

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

A. Very Rarely or Not at All, B.

Quite a Bit, E. Very Much

Very Little, C.
Very Little, C.
Very Little, C.
Very Little, C.
Very Little, C.
Very Little, C.
Very Little, C.
Very Little, C.
Very Little, C.

Very Little, C.

Moderately, D.
Moderately, D.
Moderately, D.
Moderately, D.
Moderately, D.
Moderately, D.
Moderately, D.
Moderately, D.
Moderately, D.

Moderately, D.

Table 24: Positive and Negative Affect Schedule (PANAS) items and response options.
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