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Abstract

Domain-specific multilingual terminology is
essential for accurate machine translation (MT)
and cross-lingual NLP applications. We present
a gold-standard terminology resource for the
tax and financial education domains, built from
curated governmental publications and cover-
ing seven typologically diverse languages: En-
glish, Spanish, Russian, Vietnamese, Korean,
Chinese (traditional and simplified) and Haitian
Creole. Using this resource, we assess various
MT systems and LLMs on translation quality
and term accuracy. We annotate over 3,000
terms for domain-specificity, facilitating a com-
parison between domain-specific and general
term translations, and observe models’ chal-
lenges with specialized tax terms. We also ana-
lyze the case of terminology-aided translation,
and the LLMs’ performance in extracting the
translated term given the context. Our results
highlight model limitations and the value of
high-quality terminologies for advancing MT
research in specialized contexts.!

1 Introduction

Accurate translations are critical for regulated or
high-stakes areas such as taxation and finance. Er-
rors in translating specialized terms can lead to
misunderstanding, legal inconsistencies, and mis-
trust in multilingual communication (Nunziatini,
2019). While LLMs and large-scale MT systems
have made significant advances, they often struggle
with low-frequency, domain-specific terminology
(Semenov et al., 2023; Oncevay et al., 2025), espe-
cially in languages that are typologically distant or
low-resource. Existing public terminology datasets
for MT research are often limited in language cov-
erage (Jhirad et al., 2023) or domain specificity
(Alam et al., 2021), making it difficult to assess or
improve MT systems in specialized settings.
*Contribution done while working at JPMorgan.

"Please contact the author(s) if you want to have access to
the terminologies and parallel data.

In this work, we introduce a gold-standard multi-
lingual terminology for tax and financial education,
enabling further research on domain-specific and
terminology-aware MT. Terms are extracted from
curated government publications, covering seven
typologically and script-diverse languages: English
(EN), Spanish (ES), Russian (RU), Vietnamese (VI),
Korean (K0O), Chinese Traditional (ZH(T)) and Sim-
plified (ZH(S)), and Haitian Creole (HT).2

Our main contributions are: (i) crafting a multi-
lingual terminology in two domains; (ii) annotating
over 3,000 terms for domain-specificity; (iii) ex-
tracting a parallel test set containing a subset of the
new terminology; (iv) comparing translation perfor-
mance of domain-specific versus general terms us-
ing various MT systems and LLMs. Moreover, we
evaluated terminology-aware translation, assessed
LLMs’ performance in parallel term extraction, and
conducted error analyses of model outputs.

2 Related Work

Regarding domain-specific terminologies, Jhirad
et al. (2023) developed a financial glossary, and
Kang et al. (2021) categorized financial terms by
topic, although both limited to English. In legal and
financial MT, most studies focus on single language
pairs (Ghaddar and Langlais, 2020; Fu et al., 2024;
Luo et al., 2018), with few public resources. Ex-
ceptions include Volk et al. (2016), who released a
four-language parallel corpus, Nakhle et al. (2025),
who published a document-level test set in five Eu-
ropean language pairs, and Oncevay et al. (2025),
who studied the impact of domain-specific terms
in translation for European languages. Besides,
terminology-aware MT often uses general-purpose
dictionaries (Alam et al., 2021; Ghazvininejad
et al., 2023) or terms extracted via LLMs (Semenov
et al., 2023). In contrast, our terminology is manu-
ally curated and covers seven diverse languages.

2Appendix A includes details about the languages.
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3 Multilingual Terminology for Tax and
Financial Education

We sourced terminology lists from U.S. govern-
ment publications, specifically the IRS? for tax-
related terms and the CFPB* for financial edu-
cation terms. The IRS provides comprehensive
terminology relevant to taxation (e.g., tax relief,
tangible assets), while CFPB focuses on financial
literacy and education (e.g., loan origination, up-
front cost). Both organizations offer curated glos-
saries for several languages on their websites and
in publicly available PDFs, which are accessible
for non-commercial use.”> We parsed the HTML
and PDF documents, extracted the entries, and con-
sidered many-to-many term translations across all
languages. It is worth noting that CFPB includes
data only in traditional Chinese, not simplified.

Example The term excise taxes® is translated
in our IRS dataset as follows: ES—impuestos so-
bre articulos de uso y consumo; KOo— 5 H AF-&
Al; RU—akim3Hble Hajaoru; Vi— thué gidn thu,

HT—dwa dasiz, ZH(S)— L Fi; zH(T)— L& .

Domain-Specific Annotation Although the ter-
minology lists are curated by specialized govern-
ment entities, they encompass a wide range of
terms. To enhance their utility, we categorized the
terms into three groups: Domain-Specific (DS),
Domain-Contextual (DC), and General (G). DS
terms are those with primary meanings directly
related to taxation or financial education (e.g., non-
resident alien, withholding allowance). DC terms
have specific meanings in tax or financial contexts
but are also used in other domains (e.g., exemp-
tion, deduction, filing). General terms are common
words that appear in tax or financial documents
but are not specialized (e.g., housewife, conver-
sion, university). The annotation focused on the
English entries, and involved a human-in-the-loop
approach, using three commercial closed LLMs
as automatic annotators (see Appendix F for the
prompt). A human expert reviewed all instances
of disagreement among the automatic annotations.
Appendix C includes the annotation guidelines.

3Internal Revenue Service (https://www.irs.gov/)

*Consumer Financial Protection Bureau (https://www.
consumerfinance.gov/)

SAll content was reviewed for copyright compliance.

We did not inflect or extract the lemmas (e.g., singular
form), which can be useful to extend the terminology coverage
for inflectional languages. We leave that task for future work.

Data Statistics The IRS and CFPB datasets con-
tain 1,359 and 1,992 English terms, respectively,
with entries in other languages having at least 83%
coverage, and there are 219 terms included in both
sets. The category ratios (DS-DC-G) are 34%—
22%—44% for IRS and 86%—10%—4% for CFPB.’

4 Parallel Corpus for Evaluation

To leverage our terminologies, we extracted a par-
allel corpus covering our target languages paired
with English and including terms from our datasets.
We sourced the translated articles from the IRS
repository, which cover topics related to tax ser-
vices, tax forms, procedures and more. Appendix
B lists all the articles.®

Alignment Using English as a pivot, we aligned
paragraphs across articles by leveraging indexes
and headers, with additional cleaning steps. For
alignment validation, we computed a Mean Simi-
larity Difference score using multilingual embed-
dings, where we observed a statistically significant
difference for all language-pairs. Moreover, we
manually verified a sample of the English-Spanish
and English-Russian alignments to ensure accuracy.
Appendix D expands on the alignment process.

Data Statistics We extracted 8,994 parallel para-
graphs (up to 500 English words each) for all lan-
guage pairs, sampling 6,491 with IRS terms and
4,652 with CFPB terms. These subsets include
terms and translations from their respective glos-
saries, and we refer to them as IRS and CFPB
subsets. While there is segment overlap in the sam-
pled subsets, further MT experiments focus more
on the specific term entries. Table 2 in the Ap-
pendix shows details on the total number of terms
and unique term pairs per language pair.

S MT with Domain-Specific Terminology

We leveraged the terminologies and parallel corpus
to study MT performance and model behavior.

5.1 Experimental Setup

Models We evaluated a diverse set of mod-
els: First, two multilingual and open-source

"For the MT experiments, these ratios change. The parallel
data extracted in §4 includes balanced ratios (DS-DC-G) of
32%—-28%—40% for IRS and 49%—33%—18% for CFPB.

8 Although these articles focus on the tax domain, they also
cover some financial education topics (tax procedures, forms).
A parallel corpus specifically focused on financial literacy
would better enhance the coverage of specialized CFPB terms.
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Figure 1: chrF++ scores for IRS and CFPB datasets in both translation directions.
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Figure 2: Term Accuracy scores for IRS and CFPB datasets in both translation directions.

MT systems—NLLB (3.3B params.) (NLLB
Team et al., 2022) and MADLAD (3B params.)
(Kudugunta et al., 2024). Second, light versions of
open-weighted LLMs: Aya-23-8B (AYA23; Ustiin
et al., 2024), Llama-3.1-8B-Instruct (LLAMA3.1;
Llama Team, 2024) and Mistral-7B-Instruct-v0.3
(MISTRAL; Jiang et al., 2023). Third, one closed
LLM-GPT-40 (OpenAl, 2024).

Inference We used g5.12xlarge AWS instances.
For all LLMs, we run a simple zero-shot translation
prompt (see Appendix F) with temperature = 0.

Evaluation Metrics For overall translation qual-
ity, although COMET (Rei et al., 2020) strongly
correlates with human judgment (Kocmi et al.,
2021), it cannot reliably handle Haitian Creole.
Therefore, for a fair comparison, we used chrF++
(Popovié, 2017), a string-based metric.” Addition-
ally, we used Term Accuracy (TA) as described by
Oncevay et al. (2025), a binary metric that mea-
sures whether a term was exactly translated or
not. To assess TA significance in all experiments,
we used the non-parametric Mann-Whitney U test.
The test is suitable for our binary success/failure

°As our focus is term-level analysis, chrF++ is used primar-
ily for relative comparison, not to determine the best model.

data as it does not assume normality and compares
the full distribution rather than just means.

5.2 Opverall Translation and Term Accuracy

We first analyze the overall translation quality. Figs.
1 and 2 present the chrF++ and TA scores, re-
spectively.'® As expected, translation performance,
both in terms of overall quality and TA, declines
when translating out of English across all model
types and datasets. Among the light LLMs, perfor-
mance varies by setting and there is no clear ad-
vantage. For EN—XX, ZH(T) consistently emerges
as the most challenging language to translate (by
chrF++), while HT exhibits the least accurate term
translations. Conversely, XX—EN results are more
mixed, with ZH(T) and HT frequently appearing as
problematic languages in both metrics, and KO oc-
casionally posing challenges. Finally, even GPT-4o0,
the closed and highest-performing model, shows
room for improvement in term accuracy, especially
in the EN—XX direction.

5.3 Domain-Specific versus General Terms

We then focus on Term Accuracy across domain
specificity (DS, DC, and G). Fig. 3 presents the

10A1l scores are detailed in Tables 6 to 13 in the Appendix.
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Figure 3: Term Accuracy scores for IRS (a-b) and
CFBP (c-d). Statistical significance was determined
at p < 0.05, and significant differences are marked with
symbols above (or below) the better-performing cate-
gory: & between DS and DC, 4 between DS and G, and
& between DC and G.

analysis with three different type of models in both
translation directions. For the IRS subset (Figs.
3a, 3b), we found that DS terms consistently have
lower accuracy scores compared to DC and G terms
across all settings, highlighting the challenge they
pose in translation. Besides, the mixed results
between DC and G categories indicate that mod-
els handle these terms with comparable accuracy,
likely due to the higher frequency of DC terms in
varied contexts within pretraining data.

However, we note that this pattern is not con-
sistent for the CFPB subset (Figs. 3c, 3d). This
likely arises because, while CFPB (financial edu-
cation) terms can include some complex concepts,
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Figure 4: Difference in chrF++ (top) and Term Accuracy
(bottom) scores using GPT-40 with different prompts.
(*) indicate statistically significant differences.

the distinction between categories is more blurred,
leading to biases in differentiating specialized ver-
sus general terms, as noted in the imbalanced label
ratio for CFPB in §3.

5.4 Terminology-Aided Translation

We measure performance variation using
terminology-aware  prompts (Ghazvininejad
et al., 2023). The new prompt (see Appendix F)
incorporates the target terms and their translations.
For this experiment, we focus on GPT-40, the best-
performing LLM, to stress-test the contribution of
proper terminology in a strong system.

Fig. 4 shows the score differences for chrF++
and Term Accuracy (TA) compared to the baseline
translation prompt. As expected, there is no sig-
nificant variation for XX—EN in either metric or
subset, as the baseline scores are already robust.
However, for EN—XX in the IRS subset (Fig. 4e),
there is a notable improvement in TA across all
languages. Results for CFPB are less pronounced,
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with only 2 out of 6 languages showing signifi-
cantly better TA for EN—XX (Fig. 4g). This is
also expected, as the baseline results for CFPB
with GPT-40 were already high (average 0.87; see
Fig. 2¢), leaving limited room for improvement. Fi-
nally, our analysis shows that a metric like chrF++
cannot consistently capture these changes (Figs. 4a,
4c), underscoring the importance of our term-level
evaluation.

Domain-specific versus general terms We also
examined whether terminology-aided translation
prompts have different effects on TA for domain-
specific (DS), domain-contextual (DC), and general
(G) terms. Figure 5 in the Appendix presents the re-
sults. For XX—EN, differences are minimal (below
0.15) across all languages and datasets, likely due
to GPT-40’s strong performance in this direction.
For EN—XX, IRS shows a greater improvement for
DS terms compared to general terms in most lan-
guages, except Haitian Creole. In the CFPB subset,
the pattern is less consistent, though Haitian Cre-
ole remains an exception. These findings suggest
that incorporating terminology can be particularly
beneficial for translating tax-specific terms.

Prompt size increase We analyzed the prompt
size increase when using the terminology-aware
prompt compared to the baseline. Table 4 in Ap-
pendix E provides the details. The terminology-
aided approach increases token consumption by
approximately 1.3 times on average, ranging from
1.22 times (Korean or Russian) to 1.4 times (Span-
ish). The results indicate a trade-off with improved
translation quality or terminology accuracy, which
should be assessed per language pair.

5.5 Parallel Term Extraction

We further investigate the strength of LLMs in ex-
tracting exact term translations using parallel text
as context. Appendix F includes the prompt, and
Table 1 presents the accuracy of parallel term ex-
traction for EN—XX experiments (English term is
given) using Mistral and GPT-40. As expected,
GPT-40 consistently outperforms Mistral, with a
smaller performance gap between the best and
worst languages (12%) compared to Mistral (44%).
Vietnamese poses the greatest challenge for both
models, while the top-performing language varies
by dataset for each model. Notably, even for low-
resource Haitian Creole, high-quality term transla-
tions can be extracted, aiding resource creation.

IRS CFPB
Lang. MISTRAL GPT-40 MISTRAL GPT-40
ES 0.74 0.941 0.75 0.95%
HT 0.51 0.94% 0.64 0.98"
KO 0.81 0.91f 0.71 0.86"
RU 0.72 0.88" 0.74 0911
VI 0.37 0.84% 0.44 091t
ZH(S) 0.76 0.891 - -
ZH(T) 0.74 0.88" 0.77 0.95%
Avg. 0.66 0.90f 0.68 0.921

Table 1: Parallel Term Extraction Accuracy (EN—XX).
t indicates stats. significant improvement (p < 0.05)

5.6 Error Analysis and Discussion

Finally, we conducted an error analysis on transla-
tion and term extraction tasks, with examples and
annotations by a Russian-speaking expert provided
in Appendix G. In the term extraction task, Mis-
tral often deviates from the specified output format,
adding extraneous tokens like synonyms or alterna-
tive prompt continuations. A frequent issue is the
mismatch in conjugation or plurality between the
predicted term and the gold standard, which, in Rus-
sian, does not always constitute an incorrect transla-
tion. In the translation task (EN—RU), both models
demonstrate strong performance. Errors often arise
from terminology translation, as well as from trans-
lating common terms that lack direct equivalents in
the target language, and incorrect grammar. Gener-
ally, the models favor a literal translation approach,
with Mistral being more literal than GPT-40, which
produces more natural-sounding translations. No-
tably, Mistral consistently uses descriptive phrases
instead of adjectives, such as "income that is sub-
ject to tax" instead of "taxable income". We also ob-
served that terminology-aided translation enhances
model outputs, improving translation quality.

6 Conclusion

We introduced new typologically and script-diverse
language resources for MT research: translated ter-
minologies for tax and financial education domains
in seven languages, along with a parallel corpus
for the tax domain. We enhanced the terminologies
with domain-specificity annotations and observed
that different models faced challenges when trans-
lating tax-specific terms compared to general terms.
Knowing that LLMs can benefit from incorporat-
ing translated term pairs in the translation prompts,
this study represents a valuable step forward in
promoting MT research in specialized domains.
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7 Limitations

This study acknowledges several limitations that
may affect the generalizability and comprehensive-
ness of the findings. First, the parallel corpus (§4)
is derived from a snapshot of IRS articles published
online. Only five out of seven translated articles
were published recently (2024), making it impos-
sible to fully mitigate data contamination in large-
scale models (MT systems or LLMs, whether open-
weighted or closed). Nonetheless, while it is likely
that some models have been pretrained with the raw
data, it is less likely they have been post-trained
specifically for translation tasks using these texts.
Moreover, results indicate that all models still strug-
gle, to varying degrees, with accurate term-level
translation and overall translation quality.

Second, the study was constrained by access
to a Russian-speaking annotator solely for error
analysis. While this provided valuable insights,
the scope of linguistic expertise was limited, and
future research will aim to expand the range of
linguistic annotators to enhance the robustness of
error analysis across multiple languages.

Third, the selection of MT systems and LLMs
was limited, and the chosen models are primarily
trained on general-domain data. This may have
restricted their ability to handle domain-specific
terminology and contexts. Future research should
explore fine-tuning these models on tax and finance
data, and/or incorporate a broader range of LLMs
to capture a wider spectrum of linguistic nuances
and improve the depth of analysis.

Lastly, the prompt engineering for each scenario
(translation and term extraction) was limited due to
the exploratory nature of this study. As the focus
was on contributing resources and laying ground-
work for terminology discovery, exhaustive prompt
engineering was not pursued. Future research will
aim to refine and expand prompt engineering tech-
niques to optimize the performance and applicabil-
ity of LLMs in various linguistic contexts.
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A Languages

Our study covers seven typologically and script-
diverse languages. Among Indo-European lan-
guages, we include Spanish (ES, Romance), En-
glish (EN, Germanic), and Russian (RU, Slavic).
Notably, Russian uses the Cyrillic script, in con-
trast to the Latin script used by the first two ones.
We also include Korean (KO, Koreanic), which
uses the Hangul script, and Vietnamese (VI, Aus-
troasiatic, Mon-Khmer branch), which is written
with a Latin-based script enriched with diacritics.
Chinese is represented in two script variants: Sim-
plified (zH(S)) and Traditional (ZH(T)), both logo-
graphic and part of the Sino-Tibetan language fam-
ily. Finally, Haitian Creole (HT), a French-based
creole with significant lexical influences from West
African languages, is written in the Latin script.

It is worth noting that Haitian Creole is the
lowest-resource language/creole in our study (see
Table 2). Although the extracted parallel data for
the EN—HT language pair contains less than 100
samples, we decided to include HT in the study
because the total number of covered terms (266 for
IRS and 211 for CFPB) and unique terms (83 for
IRS and 72 for CFPB) compose a robust sample
for assessing translation accuracy at the term-level.

B Parallel Data Source

The following list contains the extracted English
articles from the IRS repository:

* https://www.irs.gov/publications/p17

e https://www.irs.gov/publications/
p334

e https://www.irs.gov/publications/
p519

e https://www.irs.gov/publications/
p547

e https://www.irs.gov/publications/
p596

e https://www.irs.gov/publications/
P850

e https://www.irs.gov/publications/
p947

To obtain the translated articles, append the cor-
responding language code at the end of the URL:
Spanish—sp, Russian—ru, Korean—ko, Chinese
simplified—zhs, Chinese traditional—zht, Viet-
namese— vi, Haitian Creole—ht.

C Domain-Specific Annotation Process
and Guideline

We categorized all terms in three -classes:
Domain-Specific (DS), Domain-Contextual
(DC) and General (G) as defined in Section
3. First, we obtained automatic labels using
three commercial LLMS: OpenAI’'s GPT-4o0
(https://openai.com/index/hello-gpt-40/),
Anthropic’s Claude Sonnet 3.7 (https://www.
anthropic.com/news/claude-3-7-sonnet)
and Google’s Gemini 2.5 Pro (https://deepmind.
google/technologies/gemini/pro/). The
prompt used to obtain the annotations in the tax
domain is shown in Appx. F. The prompt for the
financial education case is similar, but we updated
the examples per category. Second, we provided
the three model outputs plus the prompt details
to a human expert with a background in both
linguistics and finance to review disagreements.
During the review process, the human annotator
was provided the three labels from the LLMs but
could select any label from the three classes. All
judgments were based on the term alone and it is
important to note that the glossary terms provided
for annotation did not include sentence context or
definitions. This could lead to some ambiguity,
especially between General and Contextual terms,
where the particular word sense in scope would
have been made clearer by the context.

D Parallel Data Extraction

First, with the CRAWL4AI tool (UncleCode, 2024),
we transformed all articles from HTML to Mark-
down. For each set of translated articles, we ex-
tracted the indexes (headers provided in the same
HTML), and aligned the hierarchy nodes between
the English index and each other language. If we
found a disagreement between the number of nodes
at any hierarchy level, we dropped that branch for
the language-pair. After pruning, we searched, in
a sequential way, for the text spans between one
header and the next one in the main body of the
article. This step guaranteed that we extracted the
same paragraphs for the article in the language-pair.
Besides, we validated that each text span contains
the same number of line breaks, and we dropped
it otherwise. The total number of segments/para-
graphs, plus the number of term pairs and unique
term pairs per subset, are included in Table 2.
Afterwards, to validate the overall process, a
Spanish and a Russian native speaker checked that
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Total IRS subset CFPB subset
Lang | #segments | #segments Term Pairs Unique P. | #segments Term Pairs  Unique P.
es 1,188 1,066 4,092 437 995 3,037 278
ht 95 82 266 83 79 211 72
ko 1,522 1,198 3,431 268 779 1,265 90
ru 1,539 668 1,140 156 854 1,533 200
vi 1,539 1,334 4,764 361 1,139 2,838 218
zh(s) 1,577 1,076 2,488 250 - - -
zh(t) 1,534 1,067 2,462 242 806 1,465 118
Total | 8,994 | 6,491 18,643 1,797 | 4,652 10,349 976

Table 2: Statistics of parallel data (each language paired with English) and terminology matches. CFPB terminology

does not include Chinese Simplified.

the alignments in the English-Spanish and English-
Russian language-pairs were correct in two out of
the seven articles, and reviewed a sample of entries
from the other five articles.

D.1 Alignment Automatic Evaluation

In addition to the manual validation, we conducted
an automatic evaluation of the alignment qual-
ity using multilingual embeddings: PARAPHRASE-
MULTILINGUAL-MINILM-L12-v2 (Reimers and
Gurevych, 2019). For each language pair, we com-
puted cosine similarity between:

* Correctly aligned pairs (en; <> target;)

* Consecutively misaligned pairs (en; <

targeti+q,i+2)

and calculate the Mean Similarity Difference
(MSD) as the difference between the two scores.
The quality assessment for MSD is as follows:
GOOD > 0.1, MODERATE = 0.05-0.1, POOR < 0.05.
We also report Cohen’s d effect size for statistical
significance (Cohen, 2013):

* Cohen’s d >0.8 = Large effect

* Cohen’s d in 0.5-0.8 = Medium effect

* Cohen’s d <0.5 = Small effect

Dataset-Language MSD | Cohen’s d
IRS-Spanish 0.5674 4.2370
CFPB-Spanish 0.5571 4.3680
CFPB-Vietnamese 0.5458 4.2047
CFPB-Russian 0.5445 4.3206
IRS-Vietnamese 0.5393 4.1262
IRS-Simplified Chinese 0.5320 4.1801
IRS-Traditional Chinese 0.5196 3.9632
IRS-Korean 0.5075 3.9422
IRS-Russian 0.5067 4.0115
CFPB-Korean 0.4881 3.9007
CFPB-Traditional Chinese | 0.3540 2.3210
IRS-Haitian Creole 0.1152 0.9027
CFPB-Haitian Creole 0.1093 0.8627

Table 3: Alignment quality results. Sorted (desc.) by
Mean Similarity Difference (MSD).

Table 3 shows that MSD is greater than 0.1 in

all cases, indicating good alignment quality. Mean-
while, Cohen’s d > 0.8 indicates a large effect
size (statistically significant) for all languages. Re-
garding Haitian Creole, while showing the lowest
mean difference, this is expected as it is a lower-
resource language with limited representation in
multilingual embedding spaces. Importantly, our
alignment procedure was identical across all lan-
guage pairs, ensuring methodological consistency.

E Terminology-Aided Translation

Token Size per Prompt Type We computed the
token size difference between the baseline prompt
and the terminology-aided one. Table 4 shows the
results.

Dataset | Language MTB | MTT | %Increase
Spanish 146.9 | 206.1 40.3%
Vietnamese 149.8 | 209.6 39.9%
Haitian Creole | 154.3 | 208.1 34.8%

IRS Korean 153.5 | 202.8 32.1%
Chinese(T) 160.3 | 204.8 27.7%
Chinese(S) 161.3 | 205.8 27.5%
Russian 168.5 | 207.4 23.1%
Spanish 151.1 | 200.7 32.9%
Haitian Creole | 155.3 | 202.9 30.6%
Vietnamese 156.3 | 204.1 30.6%

CFPB | Russian 1662 | 205.1 |  23.4%
Chinese(T) 1724 | 2119 22.9%
Korean 169.0 | 206.6 22.3%

Table 4: Token Cost Increase Summary. MTB = Mean
tokens for Baseline prompt, MTT = Mean tokens for
Terminology-aware prompt.

Domain-Specific Analysis We compared
the Term Accuracy difference between the
terminology-aided translation prompt and the
baseline one. Results are shown in Figure 5.
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Figure 5: Difference in Term Accuracy scores using
GPT-40 with a terminology-aided translation prompt
and a baseline one. (*) indicate statistically significant
differences. Results are divided by term category.
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F Prompts

We provide the prompt templates used in the paper across experiments on different tasks.

Domain-Specificity Annotation (Tax)

We need to label and differentiate the domain specificity of the extracted
terminology list. Domain specificity measures how exclusively a term belongs
to the tax domain:

1. Domain-Specific (DS): Terms that have a primary meaning directly related

to taxation, tax procedures, or tax administration (e.g., "nonresident alien”,
"withholding allowance”, "earned income tax credit")

2. Domain-Contextual (DC): Terms that have specific meanings when used in tax
contexts but also have common meanings in other domains (e.g., "exemption”,

"deduction”, "filing")

3. General (G): Common words that appear in tax documents but aren’t specialized
tax terms (e.g., "housewife”, "conversion”, "tab", "university").

Annotate the terms provided in the file filename.csv and provide the annotations

as an additional column in out_filename.csv.
.

Translation I: Baseline

You are a professional translator in the tax and finance domains.
Translate the following sentence from “{source lang.}” to “{target lang.}”:
“{source lang.}”: “{text}”

Return the translation in a JSON structure: “{target lang.}”: ¢« ...”

Translation II: Terminology-Aided Traslation

You are a professional translator in the tax and finance domains.

Translate the following sentence from “{source lang.}” to “{target lang.}”:
“{source lang.}”’: “{text}”

Be careful and pay special attention to the following keywords in “{source lang.}”
along with their translations in “{target lang.}”: “{term pairs list}”

Return the translation in a JSON structure: “{target lang.}”: ¢« ...”

Parallel Term Extraction

You are a translation and word alignment specialist in financial and tax domains.
Given a sentence in a source language and its translation to a target language,
return a translation of a given term in a target language. Do not add any extra
statements to the output.

Source language sentence: {source lang. sent.}

Target language sentence: {target lang. sent.}

Term in source language: {source lang. term}

Term in target language:

G Examples and Error Analysis

We present example inputs and outputs for each of our tasks, we comment on the types of issues observed.
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Example 1

Source Text (EN): For more information on excise taxes, see Pub. 510, Excise Taxes.

Reference Translation (RU): BoJiee nogpobuyio undopmanuio 06 akmmsax cM. B [lybimkarmm
Ne 510 «AknusHbIe HAJIOTH>.

Term Pair(s): ‘excise taxes’: ‘aKIU3HbIE HAJIOTH

GPT-40 Translation (RU): /[ mosyyeHust TOIOJHATENbHOM HHAOPMAaIMU 0 aKIU3HbIX HaJI0-
rax cM. [lybsmkamuro 510, AKIU3HBIE HAJIOTH.

GPT-40 Predicted Term Pair(s): ‘excise taxes’: ‘akIu3HbIe HAJIOIH

GPT-40 Terminology-aided Translation (RU): /Liis mosrydenus: 10noJtHUTEIbHON HHGMOPMAITIHT
00 akIu3HBIX Hajgorax cM. Ilybumkamnuio 510, AKIM3HBIE HAJIOTH.

Mistral Translation (RU): JIi1s mosrygeHust JTOMOJTHATEIbHON HHAMOPMAINU O HaJOorax Ha
CIIUPTHBIE HAIIUTKH, o3HakoMbTech ¢ Pub. 510, Hajor Ha cuupTHble HATUTKH.

Mistral Predicted Term Pair(s): ‘excise taxes’: ‘axkiusHble HaJIOTIU

Mistral Terminology-aided Translation (RU): JIs mosryuenust 10MOMHATEIBHON HTHMOPMAITAT
0 aKIM3HBIX HAJOTaX, o3HakKoMbrech ¢ Pub. 510, AKIusHble HAJIOIH.

Comment: (1) The term ‘excise taxes’ is used twice in the source text, and the reference provides
two translations as a noun ‘aknussr’ and as a phrase ‘axIu3HbIe HAJIOTH ;

(2) Both models do well at parallel term extraction;

(3) In the translation task, GPT-4o translates the term correctly (but makes a minor grammatical
error (‘0’)), while Mistral translates it as ‘tax on alcohol drinks’;

(4) Both models benefit from Terminology-aided Translation, making Mistral provide the correct
term, and GPT-4o to fix the grammatical error.

Example 2

Source Text (EN): The IRS will accept a copy of a power of attorney that is submitted by facsimile
transmission (fax). If you choose to file a power of attorney by fax, be sure the appropriate IRS
office is equipped to accept this type of transmission.

Reference Translation (RU): IRS mpumer Konnto JOBEPEHHOCTH, [IPEIOCTABIEHHOI 110 (hakcy.
Eciu BBI perure mocsiaTh JOBEPEHHOCTH 110 (baKcy, yOeIUTeCh, YTO COOTBETCTBYOMU 0duc
IRS obopymoBaH Jijisi IIpreMa TAKOrO pojia OTIPABJICHUIA.

Term Pair(s): ‘power of attorney’: ‘1oBepeHHOCTS’

GPT-40 Translation (RU): Hasiorosas ciyx6a CIITA (IRS) npumer Komuio JOBEPEHHOCTH,
oTmpaBeHHyIo 10 (axcy. Eciu Bbl pemmTe mogarsh JOBEPEHHOCTH 110 (haKkCy, yOeauTech, ITO
COOTBeTCTBYOIIEE oTaeseHne [RS ocHaleHo ijist TprueMa TakKoro TUIa IepeIadu.

GPT-40 Predicted Term Pair(s): ‘power of attorney’: ‘10BepeHHOCTB’

GPT-40 Terminology-aided Translation (RU): Hasorosas ciry:x6a CIIIA (IRS) npumer xonuio
JIOBEPEHHOCTH, OTIIPaBJIEHHYIO 110 hakcy. Ecin Bbl perure momaTh JOBEPEHHOCTH 10 (haKcy,
ybenTech, 9TO COOTBETCTBYyIoMmee oraeaenne IRS obopymnoBaHo AJjisi mpueMa TaKoOI'o THUIIA
epeaadu.

Mistral Translation (RU): IRS npuanMaer Konuio MOJHOMOYHIA, ITOJATOTOBIEHHYIO ITepeaatieit
o dakcy (dakc). Ecin Bbl pemmure nojarh HOJIHOMOUHUS 110 (haKcy, yOEIUTECh, 9TO COOTBET-
creyromuit ouc IRS obopymoBan st IpueMa TaKOro TUIIA EPeIatiu.

Mistral Predicted Term Pair(s): ‘power of attorney’: ‘moBepeHHOCTD’

Mistral Terminology-aided Translation (RU): Bropo Buyrpenuux jgoxoqnos (IRS) npumer
KOIIVIO JIOBEPEHHOCTH, KOTOPYIO BBl OTIpaBuTe 1o nepejade dakca (dakcy). Eciau Bor perure
OTIIPaBUTH JIOBEPEHHOCTH 110 (pakcy, yoenaurech, 9To coorBercTByfomuit opuc IRS obopymosan
JLJIST IPUEMa 9TOr'0 TUIIA [TEPEIAtu.
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Comment: (1) The terms in Russian Language can be conjugated depending on their role in the
sentence, and the models, performing parallel term extraction may predict the standard form or
extract the conjugated form, which migth affect the evaluation; (2) Mistral translates the term
incorrectly initially (as mosmomouwnit), which also leads to the incorrect word usage, but recovers
given the term translation in the prompt.

Example 3

Source Text (EN): If you operate your own business or have other self-employment income, such as
from babysitting or selling crafts, see the following publications for more information. Pub. 334, Tax
Guide for Small Business. Pub. 225, Farmer’s Tax Guide. Pub. 587, Business Use of Your Home.
Reference Translation (RU): Eciiz BeI uMeeTe cOOCTBEHHBIN OUM3HEC WM MHOM HOXOJM OT CAMO-
CTOSITEJILHOM 3aHSITOCTH, HAIIPUMEDP, OT MPUCMOTPA 38 AeTbMU WK IIPOIAXKN PEMECTIEHHOIT
IIPOTYKITUN, /IS MOy IeHUs TOTOJTHUTEIbHON HHMOPMAIINT CM. CJIEIYIONIne IyOJTUKAIIIN.
IIy6mmkanusa Ne 334 «PykoBosacTBO 110 Hajgoram st Majoro ousnecay. [lybmukarms Ne 225
«HautoroBsiii cipapounuk dhepmepay. Ilybaukamusa Ne 587 «Mcronb3oBaHue g0Ma JJIst IPeI-
MIPUHAMATEIHCKON TesTTeTHHOCTH .

il

Term Pair(s): ‘income’: ‘goxoj’, ‘tax’: ‘HaJIOrOBBIIA’

GPT-40 Translation (RU): Eciiu BbI BejieTe cOOCTBEHHBIN OM3HEC MJIH UMeeTe JIPYroil JTOX0Md OT
CaMO3aHATOCTH, HAIIPUMED, OT HAHU UJIU [POJIAXKHU U3/EJUil PYUHOI PAbOTh, 03HAKOMBTECH
C CJEIYIONUMU TTYOJUKAIUSAMY JIJIsI OJIyYeHUs JIONOTHUTEeIbHON nndopmaryu. [Iyoa. 334,
HamoroBoe pykoBojicTBO /it majoro 6m3ueca. [1y6s. 225, HamoroBoe pyKoOBOICTBO JJIst
depmepos. Ilyou. 587, Ucnonb3oBanue Baiiiero jjoMa B ODu3Hece.

GPT-40 Predicted Term Pair(s): ‘income’: ‘moxox’, ‘tax’: ‘Hajor’

GPT-40 Terminology-aided Translation (RU): Ecymn Bbl Bezere cOOCTBEHHBIN OU3HEC WJIH
uMeeTe JPYToil JOXOMI OT CAMO3aHSITOCTH, HAIPUMED, OT MPUCMOTPA 3a JETHMU WA [IPOIAXKH
UBJeIN PyYIHON PabOThHI, 03HAKOMBTECH C CJICIYIONUMU ITYOJTUKAIMSME JJIsi IOy YeHUs J0-
nostauTeIbHON nHdopmaruu. [1yos. 334, HamoroBeril cripaBOYHUK 11T MAJIOTO TPEIITPUSITHSI.
IIy6u. 225, Hamorosslit ciipaBogauk st dpepmepos. [lybu. 587, Vcronb3oBanue Baiiero

JoMa B Ou3Hece.

Mistral Translation (RU): Eciim BBl Bejiere cOOCTBEHHBIN OM3HEC WM HMeeTe JOXOJ OT
CaMO3aHSITOCTH, HAIIPUMED, OT IMOINEYUTEIbCTBA MU IMPOHAAZXKU PEMECE], O3HAKOMbTECH C
CJIETYIONTUMU ITyOJIMKAIMSIME JJIsI TIOJTy YeHus JonoTHuTe 1bHON nHdopmaruu. Pub. 334, Ha-
JIOroBasi HHCTPYKIIUsI [1JIs1 MaJjioro 6usneca. Pub. 225, HamoroBas nacTpyKIus 17151 pepMepoB.
Pub. 587, Busnec-ucnospzoBanue Barieil KBAPTUPHDI.

Mistral Predicted Term Pair(s): ‘income’: ‘moxon’, ‘tax’: ‘Hajior’

Mistral Terminology-aided Translation (RU): Eciin Bbl Bejiere cobcTBeHHBIN OusHec uin
nMeeTe JIPyTrue HOXOMAbI OT CAMO3aHITOCTH, HAIIPUMED, OT MOIEYeHNsT 0 PeOEHKE NN MPOIarKu
peMecesi, 03HAKOMBTECH C CJIEYIONUMU ITyOJIUKAIIUAMU JJI TOJIYYIeHUsT JTOIMOJTHUTETbHOMN
nndopmarmu. Pub. 334, Hamorosas nacTpyknus st MaJjoro ousueca. Pub. 225, Hasorosast
MHCTPpYKIUs st pepmepoB. Pub. 587, Busnec-ucmosb3oBanue Baliieii KBAPTUPHL.

Comment: Whilst both models get all the terminology translation correctly, they both make mistakes
around translating more general phrases, such as ‘babysitting’ and ‘selling crafts’. Interestingly,
the terminology-aided translation prompt helps recover some of those errors. Mistral consistently
doesn’t translate ‘Pub.” ans leaves it as is.

Table 5: Examples of EN to RU inputs and predictions by GPT-4o0 and Mistral for Translation, Parallel Term
Extraction and Terminology-aided Translation tasks. Blue highlights the terms, red - issues with translation, and
green - fixed issue.
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Lang. || MADLAD | NLLB || AYA23 | LLAMA3.1 | MISTRAL || GPT40
ES 51.68 34.56 59.24 63.71 60.92 68.57
HT 40.23 28.45 7.29 34.00 25.40 67.93
KO 31.99 17.42 32.16 22.32 28.93 48.17
RU 48.14 20.57 48.85 50.97 49.66 62.02
\%! 55.87 33.39 53.95 55.25 44.70 69.90
ZH(S) 23.93 13.36 23.66 15.88 2591 35.18
ZH(T) 15.86 7.90 24.25 18.66 22.94 36.19
Avg. 38.24 22.24 35.63 37.25 36.92 5542

Table 6: chrF++ Scores for IRS dataset (EN—XX)

Lang. || MADLAD | NLLB || AYyA23 | LLAMA3.1 | MISTRAL || GPT40
ES 0.59* 0.40 0.53 0.57 0.53 0.69
HT 0.35 0.31 0.01 0.13 0.05 0.65
KO 0.50 0.29 0.54* 0.32 0.30 0.74
RU 0.66* 0.38 0.61 0.56 0.56 0.77
VI 0.54 0.42 0.53 0.54 0.37 0.72
ZH(S) 0.55 0.40 0.51 0.59* 0.50 0.72
ZH(T) 0.37 0.21 0.50* 0.37 0.39 0.71
Avg. 0.51% 0.34 0.46 0.44 0.38 0.72

Table 7: Term Accuracy Scores for IRS dataset (EN—XX). * indicates significant improvement over other comparable
models (MT systems and open-weights LLMs)

Lang. || MADLAD | NLLB || AYA23 | LLAMA3.1 | MISTRAL || GPT40
ES 72.50 62.36 67.25 75.48 69.10 79.99
HT 52.78 57.75 26.52 60.40 52.56 79.84
KO 44.09 49.12 45.16 62.41 55.52 68.88
RU 52.53 52.36 56.92 61.15 62.55 71.75
\%! 64.94 56.02 64.08 68.30 61.71 76.25
ZH(S) 59.43 48.58 59.31 32.26 60.62 72.25
ZH(T) 61.71 47.16 62.28 41.12 60.64 72.14
Avg. 58.28 53.33 54.50 57.30 60.38 74.44

Table 8: chrF++ Scores for IRS dataset (XX—EN)

Lang. || MADLAD | NLLB || AYyA23 | LLAMA3.1 | MISTRAL || GPT40
ES 0.85 0.76 0.74 0.85 0.75 0.93
HT 0.65 0.69 0.35 0.63 0.47 0.98
KO 0.64 0.69 0.63 0.83* 0.74 0.93
RU 0.81 0.80 0.76 0.82 0.89* 0.97
\%! 0.72 0.68 0.74 0.80* 0.70 0.90
ZH(S) 0.73 0.66 0.77 0.83* 0.78 0.90
ZH(T) 0.78 0.63 0.82 0.84 0.80 0.91
Avg. 0.74 0.70 0.69 0.80* 0.73 0.93

Table 9: Term Accuracy Scores for IRS dataset (XX—EN). * indicates significant improvement over other comparable
models (MT systems and open-weights LLMs)
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Lang. || MADLAD | NLLB || AYA23 | LLAMA3.1 | MISTRAL || GPT40
ES 51.65 3243 59.46 63.83 61.14 68.65
HT 40.57 27.60 7.32 33.39 24.82 67.79
KO 30.94 15.65 32.05 26.10 28.45 48.46
RU 49.38 21.52 49.24 51.76 50.67 62.85
VI 5591 32.13 54.60 55.30 44.55 70.11
ZH(T) 15.52 7.18 24.34 18.32 22.72 36.16
Avg. 40.66 22.75 37.84 41.45 38.73 59.01

Table 10: chrF++ Scores for CFPB dataset (EN—XX)

Lang. || MADLAD | NLLB || AYA23 | LLAMA3.1 | MISTRAL || GPT40
ES 0.66 0.50 0.76 0.81* 0.75 0.88
HT 0.47* 0.35 0.03 0.28 0.14 0.83
KO 0.53 0.30 0.62* 0.41 0.33 0.83
RU 0.70* 0.39 0.65 0.64 0.65 0.85
VI 0.76* 0.52 0.70 0.71 0.44 0.91
ZH(T) 0.61 0.27 0.68 0.80* 0.66 0.93
Avg. 0.62* 0.39 0.57 0.61 0.49 0.87

Table 11: Term Accuracy Scores for CFPB dataset (EN—XX). * indicates significant improvement over other
comparable models (MT systems and open-weights LLMs)

Lang. || MADLAD | NLLB || AYA23 | LLAMA3.1 | MISTRAL || GPT40
ES 71.85 62.90 66.54 74.99 68.74 79.54
HT 51.75 56.46 25.28 60.79 52.25 79.54
KO 42.42 48.01 43.80 62.76 55.98 69.66
RU 53.62 52.96 57.28 33.75 62.73 71.56
VI 64.94 55.50 64.50 67.58 61.82 76.30
ZH(T) 61.50 45.90 61.70 42.13 60.87 71.84
Avg. 57.68 53.62 53.18 57.00 60.40 74.74

Table 12: chrF++ Scores for CFPB dataset (XX—EN)

Lang. || MADLAD | NLLB || AYA23 | LLAMA3.1 | MISTRAL || GPT40
ES 0.91 0.82 0.80 0.92 0.90 0.97
HT 0.64 0.69 0.32 0.82* 0.65 0.95
KO 0.63 0.73 0.60 0.86* 0.81 0.95
RU 0.80 0.80 0.76 0.50 0.89* 0.95
VI 0.82 0.77 0.79 0.83 0.74 0.91
ZH(T) 0.90 0.72 0.88 0.91 0.92 0.98
Avg. 0.78 0.75 0.69 0.80 0.82 0.95

Table 13: Term Accuracy Scores for CFPB dataset (XX—EN). * indicates significant improvement over other
comparable models (MT systems and open-weights LLMs)
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