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Abstract

Accurately evaluating the word sense disam-
biguation (WSD) capabilities of large language
models (LLMs) remains challenging, as exist-
ing studies primarily rely on single-task eval-
uations and classification-based metrics that
overlook the fundamental differences between
generative LLMs and traditional classification
models. To bridge this gap, we propose RoDE-
val, the first comprehensive evaluation frame-
work specifically tailored for assessing LLM-
based WSD methods. RoDEval introduces four
novel metrics: Disambiguation Scope, Disam-
biguation Robustness, Disambiguation Relia-
bility, and Definition Generation Quality Score,
enabling a multifaceted evaluation of LLMs’
WSD capabilities. Experimental results us-
ing RoDEval across five mainstream LLMs un-
cover significant limitations in their WSD per-
formance. Specifically, incorrect definition se-
lections in multiple-choice WSD tasks stem not
from simple neglect or forget of correct options,
but rather from incomplete acquisition of the all
senses for polysemous words. Instead, disam-
biguation reliability is often compromised by
the models’ persistent overconfidence. In addi-
tion, inherent biases continue to affect perfor-
mance, and scaling up model parameters alone
fails to meaningfully enhance their ability to
generate accurate sense definitions. These find-
ings provide actionable insights for enhancing
LLMs’ WSD capabilities. The source code and
evaluation scripts are open-sourced at https:
//github.com/DayDream405/RoDEval.

1 Introduction

Large language models (LLMs) have demon-
strated remarkable progress across numerous do-
mains (Hurst et al., 2024), attracting widespread
attention and systematic evaluations in areas such
as Reasoning, Code Generation, and Summariza-
tion (Chu et al., 2024; Liu et al., 2023; Song et al.,
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Figure 1: Challenges in evaluating LLMs’ WSD ca-
pabilities. In Definition Selection, the LLM provides
different answers due to variations in the order of op-
tions; in Definition Generation, although the generated
definition is semantically similar to the gold answer, it
is given an unreasonable relaxed matching score.

2024). Word Sense Disambiguation (WSD), a long-
standing and critical task in natural language pro-
cessing, aims to determine the correct meaning of
a polysemous word within a given context. Re-
cent studies highlight the significant potential of
LLMs in addressing this challenge (OpenAl, 2023;
Kalyan, 2024; Wu et al., 2024). However, most
existing evaluations of WSD overlook the funda-
mental differences between LLMs and traditional
classification models, relying instead on simplistic
or classification-oriented evaluation methods (Kib-
ria et al., 2024; Yae et al., 2024; Sumanathilaka
et al., 2024). Such approaches fail to comprehen-
sively evaluate the disambiguation capabilities of
different LLM-based WSD methods.

Specifically, unlike traditional classification
models, the WSD performance of LLMs is highly
sensitive to prompt formats (Sclar et al., 2023).
Moreover, while multiple-choice question answer-
ing (MCQA) provides a simple yet effective means
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of evaluating WSD capabilities, recent studies
have shown that some LLMs exhibit inherent se-
lection biases (e.g., a preference for specific op-
tion IDs), which, if unaddressed, can compro-
mise the robustness of the evaluation (Zheng et al.,
2024). Additionally, given the generative nature of
LLMs, a comprehensive assessment requires mul-
tifaceted metrics that go beyond MCQA accuracy
alone. Framing WSD purely as a classification task
may misleadingly suggest that fine-tuned, state-of-
the-art (SOTA) classification models outperform
general-purpose LLMs such as ChatGPT, despite
the latter’s broader linguistic competence (Kibria
et al., 2024). Finally, the risk of data contamination
poses further challenges: since LLMs are typically
pretrained on web-scale corpora, their performance
on public benchmark datasets may be artificially
inflated (Sainz et al., 2023; Balloccu et al., 2024,
Xu et al., 2024), thereby undermining the reliability
of evaluation results.

To address these challenges and establish a more
robust evaluation of LLMs’ WSD capabilities, we
propose the RoDEval Framework, a Robust Word
Sense Disambiguation Evaluation Framework for
LLMs. Our framework begins by systematically
evaluating each model’s MCQA performance of
WSD across diverse prompt templates, identifying
the most effective prompt formulation for each in-
dividual model to ensure optimal disambiguation
performance.

Building on this foundation, we introduce four
novel evaluation metrics that collectively provide
a comprehensive assessment of LLMs’ WSD abil-
ities: (1) Disambiguation Scope (DS): The pro-
portion of words a model can disambiguate suc-
cessfully. To rigorously evaluate a model’s true dis-
ambiguation capability, we implement a controlled
testing protocol: (i) we systematically constrain
correct answers to appear only within specific po-
sitional ranges (e.g., first two or first four of op-
tions), (ii) vary these positional constraints across
multiple trials, and (iii) only credit successful dis-
ambiguation when the model consistently identi-
fies the correct sense across all positional varia-
tions. This conservative approach ensures reported
DS scores reflect position-invariant understanding
rather than option-order memorization or selection
bias exploitation. (2) Disambiguation Robustness
(DRoS): While our prompt selection and controlled
testing protocol mitigates the impact of biases,
these inherent model preferences persist as latent
factors that may influence real-world disambigua-

tion performance. We therefore argue that robust-
ness against such confounding factors constitutes
an essential dimension of WSD capability. The
DRoS quantifies this aspect by measuring perfor-
mance variance across: (i) Prompt Template Vari-
ations: multiple of prompt templates, and (ii) Op-
tion Sequence Configurations: different positional
arrangements of correct answers. (3) Disambigua-
tion Reliability (DreS): Unlike traditional classi-
fication models that output discrete labels, LLMs
prefer to generate elaborate and often convincing
explanations for their disambiguation. While this
fluency enhances perceived trustworthiness (Elan-
govan et al., 2024), it becomes particularly prob-
lematic when models hallucinate—producing con-
fident yet incorrect explanations that are more mis-
leading than a simple “I don’t know” response.
To quantify this critical aspect of reliability, we
propose DreS, which evaluates the alignment be-
tween a model’s self-assessed confidence and its
actual disambiguation accuracy. (4) Definition
Generation Quality Score (DGQS): As generative
language models, LLMs should be evaluated not
only on classification-style (e.g., MCQA) WSD
tasks, but also on their ability to generate high-
quality sense definitions. Traditional metrics for
generative tasks like relaxed matching F1, BLEU,
and ROUGE fall short for this purpose, as they
overly penalize lexical diversity while rewarding
superficial n-gram overlaps (Papineni et al., 2002;
Schluter, 2017). And semantic similarity metrics,
such as BERTScore (Zhang* et al., 2020), suffer
from a gold-standard bottleneck, which assumes
a single “correct” definitional formulation, disre-
garding the inherent diversity of natural language,
underestimating LL.Ms’ definition generation ca-
pability. To address this gap, we propose DGQS
which is based on semantic similarity and addition-
ally incorporates semantic richness as a correction.
Overall, our key contributions include:

* We propose the first WSD assessment frame-
work specifically designed for LLMs, RoDE-
val, introducing four new metrics (DS, DRoS,
DReS, DGQS), robustly evaluating the WSD
capability of LLMs.

* Through systematic evaluation of mainstream
LLMs (including four open-source models
and a closed-source one), we reveal that de-
spite exhibiting considerable definition gen-
eration capability (GDQS > 0.66) and disam-
biguation robustness (DRoS > 0.88), the best-
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performing model completely disambiguates
merely 58.2% of polysemous words in test
sets, with 25% of its confident answers being
incorrect.

* We conducted additional experiments to inves-
tigate the limitations of model performance,
analyzing observed failure patterns and their
potential causes to inform future improve-
ments in LLM-based WSD.

2 Related Work

2.1 WSD Based on Traditional Models

Traditional WSD approaches include knowledge-
based (KB) and supervised methods. KB systems
(e.g., using WordNet or BabelNet) disambiguate
word senses without annotated data (Mizuki and
Okazaki, 2023; Kwon et al., 2021), while super-
vised models leverage labeled corpora and ma-
chine learning, often outperforming KB meth-
ods (Bevilacqua et al., 2021; Pasini, 2021; Ra-
ganato et al., 2017; Vial et al., 2019). Recent
work combines both paradigms for improved per-
formance (Huang et al., 2019; Kumar et al., 2019;
Bevilacqua and Navigli, 2020; Lu et al., 2019;
Zhang et al., 2022). However, these approaches
remain limited by their dependence on external
knowledge bases and annotated data, struggling
with rare or underrepresented word senses.

2.2 WSD Based on LLMs

Recent works have demonstrated the effectiveness
of LLMs in addressing key challenges in WSD, par-
ticularly in overcoming data scarcity and improving
disambiguation performance. For instance, LLM-
generated data has been used to create French WSD
corpora (Mehdoui et al., 2024) and morpheme-
annotated Chinese datasets, with MorBERT (Wang
et al., 2024) achieving SOTA results on MiCLS
dataset. Beyond data generation, LL.Ms serve as
powerful knowledge augmenters that significantly
enhance WSD systems. In visual word sense disam-
biguation (VWSD), LLMs have proven particularly
valuable as contextual knowledge bases, capable
of enriching phrase representations even for am-
biguous words outside a retrieval module’s cover-
age (Kritharoula et al., 2023). Furthermore, the
ARPA (Papastavrou et al., 2024) advances this ca-
pability by employing LLMs to generate enhanced
word embeddings, establishing new SOTA perfor-
mance on VWSD.

2.3 WSD Evaluation for LLMs.

Recent studies begin evaluating LLMs’ WSD ca-
pabilities through various evaluation approaches.
A study conducts systematic evaluations showing
that while LLMs perform reasonably well on WSD
MCQA task, their accuracy consistently falls short
of SOTA traditional classification models (Kibria
et al., 2024). Other investigation reveals a strong
correlation between model parameter size and
WSD performance, suggesting scale-dependent ca-
pabilities in disambiguation tasks (Yae et al., 2024).
Additional work demonstrates that prompt engi-
neering techniques can lead to measurable improve-
ments in WSD performances, though the enhanced
results still fall short of traditional classification
models (Sumanathilaka et al., 2024).

3 Methods

In this section, we present the four novel metrics
of RoDEval framework, explaining how it ensures
the robustness of evaluation results for the WSD
task. Figure 2 shows the structure of RoDEval
framework.

3.1 Disambiguation Scope

To address the fundamental question “Which words
can the model disambiguate?”, we propose Disam-
biguation Scope (DS), the proportion of words in
a dataset that a model can reliably disambiguate.
Unlike traditional metrics that evaluate at the sense
level, DS operates at the word level, requiring mod-
els to demonstrate comprehensive understanding
of all senses for each counted word. We imple-
ment DS through Differently Ordered Multiple-
Choice Question(DOCQ), a robust evaluation pro-
tocol designed to mitigate the selection bias. To
be specific, given the set of candidate sense defini-
tions D = {dj,dy, ..., d,}, the correct definition
at the i-th ordinal position d;. The DOCQ executes
three key steps: (1) we systematically constrain
i € [1,m], where m € {1,2,3,4}. (2) vary m
across multiple trials. (3) only credit successful dis-
ambiguation when the model consistently identifies
the correct option across all positional variations.
The Disambiguation Scope D.Sy calculates the pro-
portion of words (w € W) whose disambiguation
accuracy exceeds threshold 6 across all positional
variation experiments:

_ H{w e W |Ve € E,Acc(w, e) > 6}

DSy
W

€]

17098



| Theart of change-ringing is...
| Choices: A.Def 1B.Def 2 C.Def 3 D. Gold Def

Which of the following senses is correct for the word art in the following text:

N

3

—»céﬁ DéoldDef | — UIII 3
LM F1Score |

Previous Work

Our Work
777777777777777777777777777777777777777777777777777 N
D
- ! Which words can the model disambiguate? J
Ak ?
RoDEval Which is the correct definition of the art with given
- context?
A.Def 1B.Def 2 C.Def 3. Gold Def

DOCQ

I: A.Def 1B.Def 2 C.Def 3 D.Gold Def
II: A.Def 1B.Gold Def 2 C.Def 2 D. Def 3

) &

I: D.Gold Def IT: D. Def3

Different
Distribution

|
|
|
|
|
|
|
|
|
D. Gold Def }
|
|
|
|
|
|
|
|
|
|

Which is the correct definition >
A.Def 1B.Def 2 C.Def 3 D. Gold Def J
D. Gold Def

I: WITCH IS <uppercase>
II: <lowercase> IIT: <o punctuation>

I: A.DEF1 II: b. def2 III:...

&

00
LLM

Can you disambiguate the word art with given
context? )

( Sure, I can.

- Canyou..? Your answer s likely incorrect. )

( Sorry, Ican’ t.

Adversarial um

How is the quality of word definition generated by The)

model?

\

I

}

Smm? |
RoDEval !
I

I

I

I

I

I

I

I

I

I

I

I

I

I

@ = Generate the definition of art with given context. )
askil o actvity requinga - @ o|;.
high degree of kil .. =
LM

SbG

Figure 2: Overview of Evaluation Framework (RoDEval). It assesses the disambiguation scope (DS) through DOCQ
task, showed in the first block; it evaluate the disambiguation reliability (DReS) through PWCIJ task, showed in the
second block; it evaluates the disambiguation robustness (DRoS) through DOCQ task, showed in the third block;
and it measures the sense definition generation quality (DGQS) through DG task, showed in the last block.

where |IV| represents the total number of words, set
E contains all positional configurations, Acc(w, e)
gives the disambiguation accuracy of word w
under configuration e. And the threshold 6 &€
{50, 75,100} specifies the minimum accuracy re-
quired to consider a word as successfully disam-
biguated. The prompt of DOCQ is illustrated in
Figure 20 in the Appendix.

3.2 Disambiguation Robustness Score

While our framework mitigates measurable biases
through controlled experimentation, latent model
biases persist as inherent characteristics that may
affect real-world disambiguation performance. To
quantify this sensitivity, we propose the Disam-
biguation Robustness Score (DRoS), which evalu-
ates performance variation across different prompt
templates experiments and DOCQ. The DRoS is
computed as:

N
1
DRoS = 1 — N;mcq—um)?, 2)

where N = |P + O] denotes the total number of
evaluation configurations, with P representing the
set of prompt templates and O the set of option

position arrangements in DOCQ, Acc; measures
the disambiguation accuracy under the i-th exper-
imental configuration and pac denotes average
accuracy across all configurations. The details of
templates are showed in Figure 4.

3.3 Disambiguation Reliability Score

A model’s disambiguation reliability fundamen-
tally depends on its cognitive awareness of its own
WSD capabilities. When a model cannot accu-
rately assess whether it can correctly disambiguate
a polysemous word, its outputs become inherently
untrustworthy. To quantify this critical property,
we first design a Polysemous Word Cognition Judg-
ment (PWCJ). The PWCIJ task evaluates a model’s
cognitive awareness of polysemous by presenting a
target word in context and explicitly prompting the
model to judge whether it can determine the correct
sense definition. Then we formally define two key
events: (1) Event A: The model produces a correct
disambiguation in the DOCQ task, occurring with
probability P(A), (2) Event B: The model asserts
a positive capability judgment (e.g., “Yes, I can
disambiguate this word”) in the PWCJ, with proba-
bility P(B). We consider the model to be reliable
only when it gives a positive judgment and the dis-
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ambiguation result is correct, that is, P(A | B).
The Disambiguation Reliability Score (DReS) is
then derived as P(A | B), computed via Bayes’
Theorem (Joyce, 2003):

P(B|A)P(A)

DReS =
© P(B)

P(A|B) = 3)
where P(A), P(B) and P(B | A) can be obtained
from the results of DOCQ and PWCJ. The prompt

of PWCJ is showed in Figure 21 in the Appendix.

3.4 Definition Generation Quality Score

To evaluate generative LLMs, we introduce the
Definition Generation task (DG): given a polyse-
mous word in context, the model must directly
generate its correct sense definition. The prompt of
DG is showed in Figure 22 in the Appendix. And
to address the limitations of conventional genera-
tion metrics in fairly evaluating LLM outputs, we
propose the Definition Generation Quality Score
(DGQS). This metric combines semantic similarity
with a linguistic richness correction, effectively mit-
igating the underestimation of model’s definition
generation capability caused by penalizing linguis-
tically valid variations from single gold-standard.
The semantic similarity between model-generated
definition and gold-standard is computed as :

d
ZZ 1 €1i€2; (4)

\/Zz 1611\/21 1621

where e; denotes the embedding vector of the
model-generated definition, ey represents the
gold-standard definition embedding. We em-
ploy the paraphrase-MiniLM-L6-v2 for vector
space mapping, which outperforms commonly used
BERT (Reimers and Gurevych, 2019) on sentences
and paragraphs.

The linguistic richness score (LRS) of the model-
generated definition is computed as:

S(f)

weD

Slm 61, 62

LRS(D) =

where D is the generated definition being evaluated,
w denotes a content word in D, f;, represents the
occurrence frequency of word w across all model-
generated definitions, and fp,,x is the maximum
frequency observed in the model-generated defini-
tions. For generative LLMs, it is not only required
to distinguish the word senses, but also to gener-
ate reasonable definitions based on those senses.

Therefore, in DG task, we reframe WSD as a gen-
erative task to test the model’s ability to generate
sense definitions.

Finally, the DGQS of model-generated definition
is computed as:

DGQS(D) = Sim(ep, e*)+a(D)-LRS(D), (6)

where ep and e* denote embeddings of gener-
ated definition D and gold-standard definition re-
spectively. And the adaptive weight a(D) modu-
lates richness contribution:

a(D) =

|1 — Sim(ep, €*)| - Sim(ep, *)%. (7)

Figure 23 in the Appendix B shows an example
calculated using DGQS.

Datasets

Model | Instruct. | Eval07 | Evall3 | Evall5

General | 00578 | 0.0866 | 0.0559

LLaMAZTo | Guided ‘ 0.0813 ‘ 0.0688 ‘ 0.0613
Human Evaluation | x | x | X

General | 00720 | 0.1169 | 0.0936

LLaMAS.1-80 | Gyided ‘ 0.1165 ‘ 0.1095 ‘ 0.0982
Human Evaluation | X | X | X

General | 0.1212 | 0.0892 | 0.0962

LLaMAS.170b |- Giged ‘ 0.1123 ‘ 0.1567 ‘ 0.0989
Human Evaluation ‘ X ‘ X ‘ X

General 0.0914 0.1152 0.1167

GPT-4o Guided ‘ 0.0820 ‘ 0.0628 ‘ 0.0409
Human Evaluation™* | x | x | X

General | 0.0949 | 0.1086 | 0.1583

DeepSeek-v3 | Guided ‘ 0.1770 ‘ 0.1285 ‘ 0.0940
Human Evaluation | x | x | v

Table 1: This table shows the ROUGE-L difference
between General Instruction and Guided Instruction
on SemEval2007, SemEval2013 and SemEval2015. A
single tick (v') points to the presence of at least one
exact match, while a cross sign (X) denotes that no exact
match. Human Evaluation*: GPT-40 refuse to complete
the most of instances under the Instruction Guided, so
we alternate to evaluate Instruction General instead.

4 Experiments

4.1 Datasets

We select SemEval2007 (Pradhan et al., 2007), Se-
mEval2013 (Navigli et al., 2013), SemEval2015
(Moro and Navigli, 2015), Senseval2 (Edmonds
and Cotton, 2001) and Senseval3 (Snyder and
Palmer, 2004) as test datasets. And to avoid poten-
tial data contamination, we use a data contamina-
tion detection method that leverages the memory
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of LLMs (Golchin and Surdeanu, 2024) to evaluate
all these datasets. Table 1 shows the part detection
results. We find that the possibility of contam-
ination for all tested models was extremely low
across these five datasets, thereby substantiating
the credibility of our evaluation conclusions. More
detection results are showed in Appendix A.1.

4.2 Implementation Details

We select five mainstream large language models
for evaluation, which include LLaMA2-7b (Tou-
vron et al., 2023), LLaMA3.1-8b (Dubey et al.,
2024), LLaMA3.1-70b-AQLM (Egiazarian et al.,
2024; Dubey et al., 2024), DeepSeek-V3 (Liu et al.,
2024) and GPT-40 (Hurst et al., 2024). The hy-
perparameters of all models were set according to
the recommendations in the official documentation
of each model. All experiments are repeated five
times and completed on four NVIDIA GeForce
RTX 3090 GPUs.

1.04

0.8 1

0.6 1

0.4 4

0.2 4

L0+——FT 7T T T T T T T T T T T T T T — T T

Figure 3: Option recall of DeepSeek-v3 on Se-
mEval2007. Horizontal axis labels are the option ids.
Grey denotes options that appear only once.

4.3 Experimental Results

This section first evaluates how prompt formats and
selection biases impact WSD performance, empiri-
cally demonstrating the necessity of bias mitigation
in evaluation protocols. We then present experi-
mental results using our four novel metrics.

4.3.1 Impact of Models’ Biases

Format Bias. Our analysis of prompt format bias
examines five distinct template variations, as illus-
trated in Figure 4. The template formats include:
standard English grammar with proper capitaliza-
tion and punctuation (Normal), lowercase format-
ting (Lower), uppercase formatting (Upper), title

Dataset | Normal Lower  Upper Title No-punc o2

Eval07 70.22 67.4 65.28 66.23 66.87 278
Evall3 80.50 78.79 79.84 79.39 79.34 0.33
Evall5 81.23 82.07 83.50 83.50 82.18 0.78
Eval2 75.67 69.76 70.63 70.49 75.59 6.92
Eval3 72.16 69.89 71.07 69.44 73.99 2.70

Table 2: F1 scores (%) of GPT-40 on DOCQ using four
prompt templates.

case formatting (Title), and punctuation-free for-
matting (No-punc). Specifically, to avoid intro-
ducing new ambiguities, we implement a robust
rule set for punctuation-free formatting, with de-
tailed rules described in the Appendix A.2. The
results in Table 2 reveal that GPT-40 exhibits vary-
ing performance across different prompt formats,
with a decline in performance observe in almost
all non-standard formats compare to grammati-
cally conventional prompts. This bias likely stems
from the model’s training data distribution, where
well-formed English predominates. The results of
other models show that prompt biases persist
across all tested models on WSD. Consequently,
it is imperative to not only mitigate prompt bias
in evaluation, but also incorporate robustness as-
sessment when measuring models” WSD capabil-
ities. The results of other models are showed in
Appendix A.3.

Selection Bias. Figure 3 reveals selection biases of
DeepSeek-v3. It can be observed that after exclud-
ing the options with recalls of 0 and 1, the model
generally has a higher recall when the correct op-
tion ids are 1 and 2. This indicates that the models
also have a “preconceived notion”’, meaning that
incorrect answers located before the correct an-
swer can interfere with the model’s judgment.
Specifically, We count the number of options se-
lected by these models showed in Figures 10-14.
Upon the models’ output, we find that all models
except LLaMA2-7b have a preference for option
ids 1 and 2. Combining the results of option recall,
we conclude that these models tend to choose these
two options when they cannot identify the correct
answer. This tendency may be related to the struc-
ture of the internal classifiers of the models. And
Figure 10 show that the number of outputs labeled
as “2” from the LLaMA2-7b is disproportionately
large. This anomaly may be related to the imbal-
ance distribution of labels in the model’s training
data. Detail results are showed in Appendix A.4.
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Figure 4: An example of different prompt templates.

4.3.2 Evaluation Results of LLMs’ WSD
Capabilities

Disambiguation Scope (DS). Table 3 shows the
limited DS of the tested models. Specifically, GPT-
40, DeepSeek-v3 and LLaMA3.1-70b are able to
correctly identify the senses of more than half of
the polysemous words. In comparison, LLaMA3.1-
8b and LLaMA2-7b can only disambiguate a very
small number of words. And the difference be-
tween DS1gg and F'1 of LLaMA3.1-8b is as high
as 0.4, which could lead to completely different
evaluation conclusions. Even for DeepSeek-v3,
which is least affected by biases, is still 0.1276.
Furthermore, we observe that the difference be-
tween DS and DS75 is much smaller than the
DSr5 and D Syg. This indicates that if a model
has grasped the majority (>75%) of a word’s
senses, it is more likely to grasp all of this word’s
senses. Therefore, when researchers attempt to en-
hance the model’s WSD capabilities, they should
strive to enable the model to learn all senses of a
word. To further investigate why models select the
wrong option, we increase the number of correct
options in DOCQ for experimentation in Appendix
A.5. The results illustrate that as the number of cor-
rect options increases, the model’s accuracy rises
in line with statistical probability. This suggests
that increasing the number of correct options can-
not help the model select the correct answer; the
model’s errors are not due to ignoring or forgetting
the correct answer. We make the accuracy of each
word of the model publicly available in the code
repository.

Disambiguation Reliability Score (DReS). Ta-
ble 4 shows that even the best-performing mod-

Disambiguation Scope

Model ‘ DSsO DS75 Dsloo ‘ F1
LLaMA2-7b 0.0180  0.0055  0.0055 0.3222
LLaMA3.1-8b 02212 0.1930  0.1888 0.5889
LLaMA3.1-70b | 0.6357  0.5462  0.5300 | 0.7328
GPT-40 0.6625  0.5808  0.5641 0.7172
DeepSeek-v3 0.8408  0.7069  0.5816 | 0.7092

Table 3: DS and typically used F1 of five models.
Scopey points to words with an accuracy (%) greater
than 6 are considered as ones that an LLM can disam-
biguate.

els, DeepSeek-v3 and GPT-40, have nearly a
30% probability of “lying” in the WSD. They
often appear “overconfident” in their responses,
which results in lower reliability. This is a danger-
ous signal, as for models with better performance,
providing a wrong answer can have far more se-
rious consequences than simply saying, “Sorry, 1
don’t know.” Becoming “self-aware”” may be one
of the important directions for future models. Ad-
ditionally, there is a positive correlation between
the model’s reliability and its parameter count.

Datasets
Model ‘ Metrics ‘ Eval07 Evall3 Evall5 Eval2 Eval3
‘ DreS ‘ 0.3711 0.5377 0.4682 0.4992 0.4562
LLaMA2-7b
DA 0.4131 0.5602 0.5773 0.5359 0.4551
pp | 0.6989 0.3223 0.8004 0.8436 0.4324
‘ DreS ‘ 0.5647 0.6950 0.5481 0.6264 0.5795
LLaMA3.1-8b
PA 0.5098 0.6880 0.6703 0.6490 0.5935
PB 0.1868 0.8357 0.9354 09114 0.9243

DreS | 0.6069 0.7931 0.6402 0.7038 0.6732

LLaMA3.1-70b
‘ PA ‘0.6132 0.7883 0.7798 0.7349 0.6903

0.9560 0.9908 0.9628 0.9869 0.9346

DeepSeek-v3

pPB
\ DreS \0.7017 0.8178 0.6692 0.7404 0.7343
GPT-40
PA 0.6989 0.8187 0.8160 0.7686 0.7308
pPB 0.8989 0.9014 0.8962 0.9215 0.8870
\ DreS \0.7460 0.8207 0.6763 0.7790 0.7244

pA ‘0.6637 0.8127 0.8141 0.7581 0.7286

PB 0.5538 0.8953 0.8131 0.5670 0.8492

Table 4: Reliability of five models. p4 denotes that the
proportion of senses the model can disambiguate to the
total count., pp denotes that the proportion of senses
that the model believes it can disambiguate out of the
total number. Underlined numbers indicate the model
is overconfident (pg — p4 > 0.1), while bold numbers
indicate a lack of confidence about their WSD abilities

(pa—pp >0.1).

Disambiguation Robustness Score (DRoS). Ta-
ble 5 demonstrates that while all evaluated LLMs
exhibit strong robustness (mean DRoS = 0.94 +
0.05), they continue to exhibit prompt and selec-
tion biases. Specifically, GPT-40 and DeepSeek-
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v3 showcase the highest DRoS, highlighting its
easier to achieve the expected performance through
usage. This emphasizes that stronger learning ca-
pabilities can help reduce the model’s preferences
and biases. Moreover, small-parameter models,
such as LLaMA2-7b and LLaMA3.1-8b, have lim-
ited learning capabilities and can only understand
certain fixed prompt formats, as a result of lower
DRoS. In most cases, the larger the model’s pa-
rameter size, the weaker the model’s biases and
preferences, and the stronger the robustness.

Datasets

Model ‘Eva107 Evall3 Evall5 Eval2 Eval3 ‘ AVG.
LLaMA2-7b | 0.9138 0.8598 0.8731 0.8769 0.8915 | 0.8830
LLaMA3.1-8b | 0.9331 0.8939 0.9012 0.9125 0.9258 | 0.9133

LLaMA3.1-70b | 0.9545 0.9786 0.9695 0.9674 0.9652 | 0.9670
GPT-40 0.9569 0.9897 0.9768 0.9775 0.9726 | 0.9747
DeepSeek-v3 | 0.9448 0.9916 0.9847 0.9800 0.9703 | 0.9743

Table 5: DRoS of five models. Bold numbers indicate
the highest DRoS, while underlined numbers indicate
the second-highest.

Definition Generation Quality Score (DGQS) Ta-
ble 6 shows that once the model’s parameter scale
reach 70 billion, its word sense generation capa-
bility stabilize and it can produce high-quality
sense definitions (DGQS > 0.6). This suggests
that the formation of a model’s generation capabil-
ity precedes its WSD ability and requires a smaller
parameter scale. However, continued parameter
scaling yields diminishing returns, with DGQS
plateauing beyond 70B (A < 0.03), demonstrat-
ing that subsequent enhancements in WSD ca-
pability cannot be achieved through parameter
increases alone." Additionally, the results illustrate
that while relaxed matching F1 can differentiate
the quality of generated definitions across models,
it significantly underestimates the generative abil-
ity for all models. Similarly, ROUGE exhibit the
same issue. BLEU not only show minimal differ-
ences among models, making it difficult to distin-
guish their capabilities, but also exhibit significant
bias in evaluating generation quality. For instance,
LLaMAZ2-7b achieves at least the second-highest
BLEU scores across all datasets. These demon-
strate the effectiveness and necessity of DGQS.
The rest of results are displayed in Appendix A.6.

4.3.3 Evaluation Results of fine-tuned WSD
models

To explore the potential WSD capability im-

provements brought by fine-tuning method-

ologies, we additionally select three SOTA

Typical Generative Metrics

Model ‘ Fl1 BLEU R-1. R-2. R-1. ‘DGQS

LLaMA2-7b 0.1655 0.0138 0.0947 0.0112 0.0840 | 0.4835

LLaMA3.1-8b 0.2140 0.0110 0.1534 0.0273 0.1427 | 0.5616
LLaMA3.1-70b 0.2733 0.0128 0.2121 0.0440 0.1932 | 0.6207
GPT-40 0.2755 0.0126 0.2331 0.0644 0.2139 | 0.6492

DeepSeek-v3 0.3056 0.0128 0.2354 0.0561 0.2142 | 0.6510
*LLaMAZ2-Dictionary | 0.2055 0.0120 0.1728 0.0465 0.1622 | 0.6003
*LLaMA3-Dictionary | 0.2216 0.0123 0.1526 0.0341 0.1412 | 0.5756

*T5-definition 0.2712 0.0083 0.1236 0.0398 0.1210 | 0.5481

Table 6: DGQS and typical Generative metrics of five
models on SemEval2007. F1 represents the F1 score for
relaxed matching, while R-1, R-2, and R-L are ROUGE-
1, ROUGE-2, and ROUGE-L, respectively. Bold num-
bers indicate the highest score, while underlined num-
bers indicate the second-highest. * indicates fine-tuned
models.

models fine-tuned specifically for DG task,
namely LLaMA2-Dictionary (Periti et al., 2024),
LLaMA3-Dictionary (Periti et al., 2024), and T5-
definition (Giulianelli et al., 2023). As shown in Ta-
ble 6, the fine-tuned models demonstrate significant
performance gains compare to their base models,
yet still slightly underperform the best-performing
LLMs.

Furthermore, we observe that the fine-tuned
models exhibit notably anomalous behavior in that
they struggle to recognize other task requirements
or even different prompt formats. To investigate the
underlying cause of this phenomenon, we conduct
detailed experiments. Our investigation into this
phenomenon reveals that fine-tuning models for
specific WSD tasks, such as definition generation,
inevitably leads to degradation in their core dis-
ambiguation capability. And the system prompts
used during fine-tuning not only fail to significantly
enhance model performance but may even have
detrimental effects. Moreover, even when evaluate
exclusively on the DG task, the fine-tuned models
exhibit a decline in capabilities that is obscured by
superficial performance metrics. We hypothesize
that this issue stems from an overemphasis on gen-
eration steps at the expense of disambiguation fun-
damentals during training data construction. This
finding highlights a critical challenge that must be
addressed when employing fine-tuning to enhance
model performance on definition generation tasks
in future work. Detailed experimental procedures
are provided in Appendix A.7.

4.4 Error Analysis

To systematically investigate the model’s failure
patterns, we conduct a detailed analysis of poly-
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semous words in the DeepSeek-v3 DOCQ exper-
iments, stratifying the analysis by occurrence fre-
quency, number of candidate senses, and propor-
tion of part-of-speech (POS) composition; the anal-
ysis is further stratified by disambiguation accu-
racy, categorizing words into high-accuracy (>0.75)
and low-accuracy (<0.25) groups. Table 7 reveals
that the high-accuracy word demonstrate signif-
icantly higher occurrence frequencies compared
to the low-accuracy word. It should be noted that
these datasets exclusively comprises authentic natu-
ral language texts, implying that the observed word
frequencies in the datasets reflect real-world us-
age patterns to a considerable extent. This finding
suggests the model exhibits stronger disambigua-
tion capabilities for high-frequency words. Fur-
thermore, the model achieves more accurate disam-
biguation for words with fewer candidate senses.

| Frequency | Sense Number |

1.87 6.18
1.31 7.93

POS. Composition

'n’: 0.47,°v’: 04, ’a’: 0.03
‘n’: 0.46,’v’: 0.39,’a’: 0.03

High-Accuracy
Low-Accuracy

Table 7: Comparison of Linguistic Features Between
High-Accuracy (>0.75) and Low-Accuracy (<0.25)
Words in DOCQ Experiments. Where n denotes nouns,
v for verbs, and a for adjectives.

Since no discernible patterns emerge in the POS
composition analysis, we investigate further by
computing accuracy for each POS category. Ta-
ble 8 reveals that the model’s disambiguation accu-
racy for verbs is notably inferior to that for other
parts of speech. This performance gap may stem
from verbs’ more complex morphological varia-
tions and flexible usage patterns in natural language.
Future improvements in LLMs’ WSD capabilities
should prioritize enhanced verb handling.

POS.‘ Noun ‘ Verb ‘Adjective
Acc. [0.8177]0.7179| 0.8212

Table 8: POS. Specific Disambiguation Accuracy in
DOCQ Experiments (DeepSeek-v3)

5 Conclusion

This paper proposes the first evaluation framework
specifically designed for evaluate word sense dis-
ambiguation (WSD) capabilities in large language
models (LLMs). This framework comprehensively
considers the distinctive characteristics of LLMs

and their differences from traditional classification
models, effectively eliminating interference from
model biases in experimental results. It provides
a holistic evaluation of LLMs’ WSD capabilities
across four key dimensions: disambiguation scope,
disambiguation reliability, disambiguation robust-
ness, and sense definition generation abilities.

The results demonstrate that, despite exhibit-
ing considerable definition generation capability
(DGQS > 0.66) and disambiguation robustness
(DRoS > 0.88), the best-performing model achieves
complete disambiguation for merely 58.2% of poly-
semous words in test sets, with 25% of its confident
answers being incorrect. This indicates significant
limitations in current LLMs’ WSD capabilities.

Furthermore, we observe that increasing the
number of correct options in MCQA tasks does not
substantially improve the model’s disambiguation
scope, suggesting that incorrect selections do not
result from simple oversight or forgetting of correct
options. While the models show high disambigua-
tion robustness, inherent model biases continue to
affect WSD performance (DRoS < 1). Moreover,
models often display overconfident, leading to low
disambiguation reliability, which means they are
more prone to generating misleading answers when
conducting WSD tasks. Notably, when model pa-
rameters exceed 70B, further parameter increases
do not yield significant improvements in sense def-
inition generation capability, suggesting that subse-
quent enhancements in generation ability may not
be achievable simply through parameter scaling.

Limitations

Our study has several limitations that warrant dis-
cussion. First, the evaluation datasets used in this
work are limited to standard English WSD bench-
marks, and we have not tested the LLMs’ WSD ca-
pabilities of other languages. However, our frame-
work is designed to support custom datasets, and
we make all code publicly available in our repos-
itory to facilitate testing with diverse language
datasets.

Second, our analysis of prompt bias employs
only five constrained prompt templates. While this
sufficiently demonstrates the existence of prompt
biases and our framework effectively mitigates
their impact, we acknowledge that individual mod-
els might achieve optimal performance with differ-
ent, model-specific prompt formulations that we
have not explored.
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Third, we observe significant label imbalance
in polysemous word distributions within existing
datasets, reflecting real-world semantic frequency
distributions. This inherent data characteristic intro-
duces potential fairness issues in MCQA evaluation
difficulty across different words. However, naively
introducing distractor options would similarly cre-
ate comparable evaluation biases. We identify this
as an important direction for future methodological
improvements.

In conclusion, the generative and open-ended
nature of LLMs means their WSD performance
cannot be fully captured by traditional cor-
rect/incorrect binary judgments. The comprehen-
sive evaluation of LLMs> WSD capabilities re-
mains an open research question that requires con-
tinued investigation.
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A Appendix

A.1 Data Contamination

To avoid the risk of data contamination from the
public datasets used to evaluate LLMs, we use a
data contamination detection method that leverages
model’s memory (Golchin and Surdeanu, 2024).
This method prompt model to complete fragments
of the original data in the datasets by constructing
two different prompts. The “Instruction General”
prompt does not contain any information about
the original dataset, while the “Instruction Guided”
prompt includes the data source’s dataset and the
original labels to guide the model in completing
the data. By comparing the model outputs under
these two prompts, we can determine whether there
is a risk of data contamination.

Table 9 shows the results on five evaluated mod-
els. According to this method, a difference in
ROUGE-L greater than 0.1 indicates a risk of data
contamination. Therefore, the datasets we used
do not pose a risk of data contamination. Addi-
tionally, to ensure the re-usability of the RoDEval,
we did not adopt the method used in the original
paper of using GPT to make secondary judgments
on the model’s responses. However, we also con-
duct human evaluations of these output, and only
one instance from SemEval2015 is exact match
DeepSeek-v3’s response. Given the negligible dif-
ference in ROUGE-L between the Instruction Gen-
eral and Instruction Guided, we speculate that the
models might have encountered the context of this
data outside this dataset, rather than experiencing
data contamination. Therefore, we conclude that
the five public datasets we used do not pose a risk
of data contamination for these five models. All
of these models’ responses are public in the code
repository.

A.2 Robust Punctuation-free formatting
Rules

We manually inspect 100 randomly sampled data
instances and find that naively replacing all special
characters with spaces introduces seven distinct er-
ror patterns, which either create new ambiguities
or render contexts unintelligible. These patterns
should be retained during replacement, so we add
the following matching protection rules (regex).
The error patterns and corresponding regular ex-
pression rules are summarized in the table 10. The
concrete examples of different error patterns along-
side their corresponding results after applying ro-

bust rules are as follow:

* Original Example: Brazil is the country
which exercises most leadership in the re-
gion, mentioned by 19% of respondents (up
from 18% last year), followed by the United
States (9%, unchanged from last year) and
Venezuela (9%, down from 11% last year).

Punctuation-free: Brazil is the country
which exercises most leadership in the re-
gion mentioned by 19% of respondents (up
from 18 % last year) followed by the United
States (9%, unchanged from last year) and
Venezuela (9%, down from 11% last year)

* Original Example: Alimta was also com-
pared with gemcitabine (another anticancer
medicine), both in combination with cisplatin
, in a study involving 1,725 patients who had
not received chemotherapy for lung cancer in
the past.

Punctuation-free: Alimta was also com-
pared with gemcitabine (another anticancer
medicine) both in combination with cisplatin
in a study involving 1,725 patients who had
not received chemotherapy for lung cancer in
the past

* Original Example: U.S. special climate en-
voy Todd Stern rejected language requiring
binding cuts of greenhouse-gas emissions for
industrialized countries compared with vol-
untary ones by major emerging economies if
they were not funded by the developed world.

Punctuation-free: U.S special climate en-
voy Todd Stern rejected language requiring
binding cuts of greenhouse-gas emissions for
industrialized countries compared with vol-
untary ones by major emerging economies if
they were not funded by the developed world

A.3 Prompt Bias

Table 11 and Tables 12-14 show the performance of
all models under different prompt templates, where
o2 denotes the variance. The experiments include
five types: Normal refers to using standard English
grammar in the template; Lower means all words
and letters in the template are in lowercase; Upper
means all words and letters are in uppercase; Title
capitalizes the first letter of each word; and No-
punc replaces all punctuation marks with spaces.
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Datasets
Model Instruct. | Eval07 | Evall3 | Evall5 | Eval2 | Eval3

General | 0.0578 | 0.0866 | 0.0559 | 0.0791 | 0.0638
Guided | 0.0813 | 0.0688 | 0.0613 | 0.0924 | 0.0558

Human Evaluation ‘ X ‘ X ‘ X ‘ X ‘ X

General | 0.0720 | 0.1169 | 0.0936 | 0.0897 | 0.0700
Guided | 0.1165 | 0.1095 | 0.0982 | 0.0763 | 0.0800

Human Evaluation ‘ X ‘ X ‘ X ‘ X ‘ X

General | 0.1212 | 0.0892 | 0.0962 | 0.0642 | 0.0608
Guided | 0.1123 | 0.1567 | 0.0989 | 0.1176 | 0.1133

Human Evaluation ‘ X ‘ X ‘ X ‘ X ‘ X

General | 0.0914 | 0.1152 | 0.1167 | 0.0799 | 0.0916
Guided | 0.0820 | 0.0628 | 0.0409 | 0.0613 | 0.0312

Human Evaluation* ‘ X ‘ X ‘ X ‘ X ‘ X

General | 0.0949 | 0.1086 | 0.1583 | 0.0951 | 0.1001
Guided | 0.1770 | 0.1285 | 0.0940 | 0.0526 | 0.0611

Human Evaluation ‘ X ‘ X ‘ v ‘ X ‘ X

LLaMA2-7b

LLaMA3.1-8b

LLaMA3.1-70b

GPT-40

DeepSeek-v3

Table 9: Data Contamination. The data in the table shows the ROUGE-L difference between General Instruction
and Guided Instruction. A single tick (v') points to the presence of at least one exact match, while a cross sign (X)
denotes that no exact match. Human Evaluation*: GPT-40 refuse to complete the most of instances under the
Instruction Guided, so we alternate to evaluate Instruction General instead.

Error Pattern Regex
Thousand separators (e.g., 1,000) \d{1,3}(?:\d{3})+
Parenthetical supplements (e.g., (29 points)) \([M)+ V)

Hyphenated compounds (e.g., three-pointers) ‘ \b\w+-\w-+\b
Special markers (e.g., -LRB-, -RRB-) | AW+-

Decimals (e.g., 0.63) \d+\\d+
Abbreviations (e.g., e.g.) \b[A-Za-z]+[A-Za-z]+\.\b
Percentages (e.g., 50%) \d+%

Table 10: Error Patterns for Naive Punctuation-to-Space Substitution and Corresponding Regular Expression Rules.

Dataset | Normal Lower Upper Title No-punc | o2

Eval07 41.88 4376  43.53 42.05 41.56 0.82
Evall3 56.47 56.27  56.777 56.46 56.58 0.03
Evall5 59.42 56.93 58.86 57.29 57.32 0.97
Eval2 52.44 53.51 5431 54.39 53.33 0.51
Eval3 44.84 4732 47776 4841 47.63 1.51

Table 11: F1 scores(%) of LLaMA2-7b on DOCQ using five different prompt templates. o2 is the population
variance.
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Dataset | Normal Lower Upper Title No-punc | o
Eval07 51.11 51.83  53.65 49.27 52.74 2.23
Evall3 67.88 6435 68.75 68.59 68.33 2.69
Evall5 66.29 6531 67.25 67.24 66.24 0.54
Eval2 63.04 61.16 6199 62.66 62.09 0.41
Eval3 58.19 56.53 57.57 57.63 57.43 0.29

Table 12: F1 scores (%) of LLaMA3.1-8b on DOCQ using four prompt templates.

Dataset | Normal Lower Upper Title No-punc | o2

Eval07 61.58 64.02 6255 63.65 63.40 0.77
Evall3 77.65 7799 7810 77.25 76.10 | 0.52
Evall5 77.68 7341 7652 7790 @ 77.33 2.71
Eval2 71.75 7271 6796 71.68 71.64 2.70
Eval3 68.16 68.53 6837 6886 69.04 | 0.10

Table 13: F1 scores (%) of LLaMA3.1-70b on DOCQ using four prompt templates.

The results indicate that as the number of model
parameters increases from 7B to 70B and beyond,
the prompt bias of the models significantly de-
creases. In particular, GPT-40 and DeepSeek-V3
are almost unaffected by prompt templates. This
may be because as the number of parameters in-
creases, the model’s representation ability becomes
stronger, and the range of understandable language
expands, thereby reducing the dependence on spe-
cific prompt formats.

Moreover, it can be seen from the tables that all
models generally perform best under the prompt
template that most conforms to human gram-
mar (normal), because the training corpus typically
follows the human grammar. However, the experi-
mental results also show that all models are affected
by prompt templates to varying degrees, especially
the absence of punctuation. This poses a require-
ment for users, as they usually do not follow punc-
tuation rules when using the models, which may
result in performance below expectations. This
demonstrates the necessity for our framework to
first conduct experiments on prompt formatting.

A.4 Selection Bias

In this section, to explore the manifestations and
reasons of selection bias, we present the recall and
number of selected option in the DOCQ task. The
results show that models generally have higher re-
call when the correct option is 1 or 2. Additionally,
LLaMAZ2-7b (Figure 5) exhibits high recall for op-
tions 11 to 14 across most datasets. LLaMA3.1-
8b (Figure 6) has high recall for the first ten op-

tions, but options 5 and 8 typically have lower re-
call compared to the other eight options. When the
parameter scale reaches 70b (LLaMA3.1-70b, GPT-
40, and DeepSeek-v3), the models’ option recall
show a clear negative correlation with the option
ids. These phenomena indicate that the models’
ability to handle each option is not entirely linearly
related to the option ids.

Figures 10-14 show that the models exhibit a
clear bias for options 1 and 2, with the number
of selections for these options far exceeding their
recall. This indicates that when the models are
uncertain about the correct answer, they tend to
choose these two options. However, comparing
Figure 8 and Figure 14, Figure 8 and Figure 14
reveals that even though these two models select
option 1 significantly more often than other options,
their recalls remain close to 1.0. This suggests that
even with randomization of the candidate sense se-
quences, the correct answer still appears in option
1 much more frequently than in others, indicating
that a large number of polysemous words in the
dataset have very few candidate senses. This sug-
gests that there may be a severe label imbalance in
the training data of the models, which in turn may
cause the models to exhibit a selection bias during
WSD.

17110



1.0 1

0.81

0.6 1

0.44

0.2

0.0-

1.0 1

0.8 1

0.6 -

0.4

0.24

0.0-

MUY 60N S 00000 FOON SO DDPAAON

(a) SemEval2007 (b) SemEval2013
1.04
0.8
0.6
0.4
0.2
R I R R R R i e s 6 2 0 8 s D S PSP B P9 )
(c) SemEval2015 (d) Senseval2
1.0 1
0.8
0.6
0.4
0.2
0.0

M5 H0 0N B 0000 NSO PP D

(e) Senseval3

Figure 5: Recall of Each Option of LLaMA2-7b. Grey denotes options that appear only once.
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Figure 6: Recall of Each Option of LLaMA3.1-8b. Grey denotes options that appear only once.
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Figure 7: Recall of Each Option of LLaMA3.1-70b. Grey denotes options that appear only once.
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Dataset | Normal Lower Upper Title No-punc | o
Eval07 66.09 66.60 66.61 67.07 64.88 0.57
Evall3 80.57 80.12  80.58 80.56 80.70 0.04
Evall5 81.09 82.76  80.92 82.15 82.24 0.50
Eval2 74.09 76.52  75.65 76.27 75.24 0.74
Eval3 72.07 75.05 7421 75.15 75.45 1.51

Table 14: F1 scores (%) of DeepSeek-v3 on DOCQ using four prompt templates.

A.5 Number of Different Correct Options for
MCQs

In this section, we investigate how the model’s per-
formance changes when increasing the number of
correct options in MCQs. Considering that an ex-
cessive number of correct options might exceed
the number of candidate meanings for some pol-
ysemous words, we evaluate F1 scores of MCQs
by increasing the number of correct options to 2
and 4, respectively. The Figures 15-19 show the
performance of all models under different numbers
of correct options. The results indicate that the
F1 scores of all models are positively correlated
with the number of correct options. Furthermore,
we calculated the increase in F1 scores and their
variances for all models when the number of cor-
rect options increased, as shown in the table 15. It
indicates that, despite the varying degrees of word
sense disambiguation capabilities among the mod-
els, the increase in F1 scores is similar when the
number of correct options is increased (with all
variances being less than 0.002). This suggests
that,increasing the number of correct options can-
not help the model select the correct answer; the
model’s errors are not due to ignoring or forgetting
the correct answer.

A.6 Generative Metrics

In this section, Figures 16-19 show the perfor-
mance of five models on the DG tasks of Se-
mEval2013, SemEval2015, Senseval2, and Sen-
seval3, evaluated using various generative met-
rics. The results show that while relaxed matching
F1 can differentiate the quality of generated con-
tent across models, it significantly underestimates
the generation quality for all models. Similarly,
ROUGE scores exhibit the same issue. BLEU not
only show minimal differences among models with
varying generation capabilities, making it difficult
to distinguish their quality, but also exhibit sig-
nificant bias in evaluating generation quality. For
instance, LLaMA2-7b achieved the second-highest
BLEU scores across all datasets. We will make
all model outputs publicly available in our code
repository.
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Dataset | DeepSeek GPT-40 LLaMA3.1-70b LLaMA3.1-8b LLaMAZ2-7b o2

Eval07 0.0612 0.0084 0.0472 0.0613 0.0963 0.0008
Evall3 0.0226 0.0055 0.0212 0.0410 0.0972 0.0010
Evall5s 0.0273 0.0218 0.0313 0.0441 0.1053 0.0009
Eval2 0.0397 0.0066 0.0324 0.0420 0.1430 0.0022
Eval3 0.0416 0.0110 0.0454 0.0522 0.1741 0.0032

Table 15: Increasing in F1 for all models when the number of correct options increased. The values in the table
represent the average increase in F1 when the number of correct options increases from 1 to 2 and from 2 to 4,
respectively.

1.00 1.00 1.00 1.00 1.00
0.75 0.75 0.75 0.75 0.75
% 0.50 § 0.50 % 0.50 “Eg 0.50 % 0.50
0.25 0.25 0.25 0.25 0.25
0.00 0.00 0.00 0.00 0.00

=

> & & > & & & & & & & & > & &
N I ® & S S & S T & S r & S S
(a) SemEval2007 (b) SemEval2013 (c) SemEval2015 (d) Senseval2 (e) Senseval3

Figure 15: Number of Different Correct Options for MCQs Evaluated with LLaMA2-7b.
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Figure 16: Number of Different Correct Options for MCQs Evaluated with LLaMA3.1-8b.
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Figure 17: Number of Different Correct Options for MCQs Evaluated with LLaMA3.1-70b.
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Figure 18: Number of Different Correct Options for MCQs Evaluated with GPT-4o.
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Figure 19: Number of Different Correct Options for MCQs Evaluated with DeepSeek-v3.

Typical Generative Metrics
Model F1 BLEU R-I. R-2. R-l. | DGQS

LLaMAZ2-7b 0.2388 0.0149 0.1437 0.0281 0.1226 | 0.5187
LLaMA3.1-8b 0.2731 0.0128 0.1830 0.0463 0.1640 | 0.6175
LLaMA3.1-70b 0.3293 0.0141 0.2488 0.0717 0.2161 | 0.6799
GPT-40 0.3033 0.0142 0.2460 0.0695 0.2125 | 0.6794
DeepSeek-v3 0.3779 0.0145 0.2832 0.0886 0.2524 | 0.6832
*LLaMAZ2-Dictionary | 0.2685 0.0133 0.2106 0.0609 0.1875 | 0.6459
*LLaMA3-Dictionary | 0.2874 0.0133 0.2038 0.0512 0.1785 | 0.6263
*T5-definition 0.2588 0.0097 0.1432 0.0441 0.1357 | 0.5836

Table 16: DGQS and typical Generative metrics of five models on SemEval2013. F1 represents the F1 score for
relaxed Matching, while R-1, R-2, and R-L are ROUGE-1, ROUGE-2, and ROUGE-L, respectively. Bold numbers
indicate the highest score, while underlined numbers indicate the second-highest. * indicates fine-tuned models.

Typical Generative Metrics
Model F1 BLEU R-1. R-2. R-L ‘ DGQS

LLaMA2-7b 0.2157 0.0133 0.1206 0.0215 0.1043 | 0.4703
LLaMA3.1-8b 0.1930 0.0101 0.1330 0.0338 0.1223 | 0.5247
LLaMA3.1-70b 0.3288 0.0140 0.2599 0.0722 0.2280 | 0.6595
GPT-40 0.3219 0.0130 0.2649 0.0920 0.2390 | 0.6766
DeepSeek-v3 0.3581 0.0128 0.2770 0.0869 0.2521 | 0.6628
*LLaMAZ2-Dictionary | 0.2572 0.0136 0.2050 0.0537 0.1861 | 0.6127
*LLaMA3-Dictionary | 0.2966 0.0132 0.2012 0.0512 0.1819 | 0.5958
*T5-definition 0.3045 0.0090 0.1159 0.0296 0.1103 | 0.5206

Table 17: DGQS and typical Generative metrics of five models on SemEval2015. F1 represents the F1 score for
relaxed matching, while R-1, R-2, and R-L are ROUGE-1, ROUGE-2, and ROUGE-L, respectively. Bold numbers
indicate the highest score, while underlined numbers indicate the second-highest. * indicates fine-tuned models.

17123



Typical Generative Metrics
Model F1 BLEU R-1. R-2. R-1. ‘ DGQS

LLaMA2-7b 0.2195 0.0112 0.1207 0.0208 0.1026 | 0.4753
LLaMA3.1-8b 0.2143 0.0075 0.1277 0.0368 0.1183 | 0.5511
LLaMA3.1-70b 0.3067 0.0110 0.2316 0.0633 0.2059 | 0.6587
GPT-40 0.3056 0.0104 0.2470 0.0797 0.2214 | 0.6759
DeepSeek-v3 0.3792 0.0105 0.2865 0.0979 0.2608 | 0.6737
*LLaMAZ2-Dictionary | 0.2557 0.0097 0.2033 0.0588 0.1825 | 0.6318
*LLaMA3-Dictionary | 0.2925 0.0101 0.1933 0.0541 0.1748 | 0.6128
*T5-definition 0.3103 0.0055 0.1103 0.0344 0.1064 | 0.5293

Table 18: DGQS and typical Generative metrics of five models on Senseval2. F1 represents the F1 score for relaxed
matching, while R-1, R-2, and R-L are ROUGE-1, ROUGE-2, and ROUGE-L, respectively. Bold numbers indicate
the highest score, while underlined numbers indicate the second-highest. * indicates fine-tuned models.

Typical Generative Metrics
Model F1 BLEU R-1. R-2. R-1. ‘ DGQS

LLaMA2-7b 0.2012 0.0129 0.1136 0.0195 0.0983 | 0.4888
LLaMA3.1-8b 0.1815 0.0082 0.1114 0.0225 0.1028 | 0.5407
LLaMA3.1-70b 0.2944 0.0120 0.2292 0.0571 0.2006 | 0.6541
GPT-40 0.2881 0.0120 0.2447 0.0740 0.2207 | 0.6778
DeepSeek-v3 0.3583 0.0124 0.2753 0.0887 0.2515 | 0.6729
*LLaMAZ2-Dictionary | 0.2411 0.0110 0.2021 0.0659 0.1850 | 0.6260
*LLaMA3-Dictionary | 0.2742 0.0116 0.1924 0.0591 0.1762 | 0.6135
*T5-definition 0.2831 0.0068 0.1283 0.0390 0.1239 | 0.5291

Table 19: DGQS and typical Generative metrics of five models on Senseval3. F1 represents the F1 score for relaxed
matching, while R-1, R-2, and R-L are ROUGE-1, ROUGE-2, and ROUGE-L, respectively. Bold numbers indicate
the highest score, while underlined numbers indicate the second-highest. * indicates fine-tuned models.
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A.7 Fine-tuned WSD Models

When testing these fine-tuned models on other
tasks, such as selecting correct options or deter-
mining whether disambiguation was possible, we
observe that they struggle to properly comprehend
different task descriptions. Specifically, the models
either generate their own answers instead of select-
ing from the provided options, repeat the prompt
verbatim, or produce null outputs. To quantify this,
we evaluate the models on the DOCQ task using
SemEval-2007 and categorize their output behav-
iors, as shown in table 21. Although T5-definition
can correctly output option indices, its F1-score is
only 0.385.

Due to the model’s highly anomalous out-
puts, we discontinue further testing on additional
datasets and tasks, shifting our focus to investi-
gating the underlying causes of this phenomenon.
Given that the model underwent fine-tuning specif-
ically for definition generation tasks, its diminish
generalization capability likely manifests in two
key aspects: (1) Degradation in inherent disam-
biguation ability; (2) Severe escalation of prompt
bias, where the model only comprehends the fine-
tuning prompts and treats all tasks as definition-
generation tasks. To examine these hypotheses, we
first isolate instances where LLaMA3-Dictionary
produce option outputs, calculate their accuracy,
and compare them with the base model. Table 22
demonstrates that fine-tuning leads to a significant
degradation in WSD capability. The definition
generation task comprises two stages: (1) Disam-
biguation: Identifying the correct word sense; (2)
Generation: Producing the corresponding defini-
tion. While fine-tuning enhances Stage 2 perfor-
mance, this improvement masks the model’s de-
clining Stage 1 ability, a critical issue requiring
attention.

Additionally, we observe that LLaMA2-
Dictionary exclusively generate definitions as out-
puts. This raise a critical question: Has the model
internally complete the selection process but out-
put the textual content of options rather than their
indices? To test this hypothesis, we change the
evaluation metrics for the DOCQ task to those used
in definition generation task and compare with the
base model. Table 20 indicates that the model do
not output the content of the provided options, but
instead generate its own answers. The fine-tuned
model fails to correctly comprehend the task re-
quirements specified in the prompt and when we

modify the prompt to explicitly follow DOCQ task
descriptions, it paradoxically lead to degrade gen-
eration quality.

Models \ BLEU Rougle-1 Rougle-2 Rougle-L DGQS
LLaMA2-Dictionary | 0.012  0.013 0.043 0.012  0.398
Base model 0.014  0.095 0.011 0.084  0.483

Table 20: Performance Comparison Using Definition
Generation Metrics on DOCQ Task (SemEval-2007)

To systematically investigate how prompt mod-
ifications affect fine-tuned models’ performance
on definition generation tasks, we first divide the
prompt into a system prompt and a task descrip-
tion. Our system prompt is unified as "You are an
expert in word sense disambiguation." Then, we
combine our system prompt and task description
with those used in the original papers to have the
models complete the definition generation task. All
prompts follow the structure: [System Prompt] +
[Task Description]. The results on SemEval2007
are shown in table 23, where Original denotes the
prompt segment used in the baseline paper, Ours
is the prompt segment from our framework and
Empty denotes the empty prompt segment or only
containing a context. Since the T5-definition do
not employ system prompts, we only evaluate three
prompt variants for this model.

A comparison between LLaMAZ2-Dictionary
and LLaMA3-Dictionary reveals significant differ-
ences in prompt sensitivity. LLaMA2-Dictionary
shows marked performance degradation when us-
ing prompts that differ from the original formula-
tion, regardless of which component is modified.
In contrast, LLaMA3-Dictionary demonstrates sub-
stantially greater robustness to prompt variations.
This indicates that LLaMA2-Dictionary developed
stronger prompt bias during fine-tuning, exhibit-
ing higher dependency on specific prompt content.
Further analysis shows that both models are more
sensitive to changes in task descriptions than sys-
tem prompts, with performance declining more
significantly when task description segments are
altered. Interestingly, even when provide only with
contextual information without any additional con-
tent or task descriptions, the models can still finish
definition generation tasks, albeit at reduced capac-
ity. This suggests that while prompt engineering
significantly impacts performance, the fine-tuned
models retain some baseline capability to handle
the core task without explicit instructions.
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Behaviors

Model Total Instances | Option Outputs Definition Outputs Prompt regurgitation
LLaMAZ2-Dictionary 455 0 455 0
LLaMA3-Dictionary 455 77 204 174

T5-definition 455 455 0 0

Table 21: Model Output Behavior Categorization on the DOCQ Task (SemEval-2007)

Model ‘ Option Outputs  Correct Number ‘ Accuracy ‘ Base Accuracy
LLaMA3-Dictionary | 77 34 | 04416 | 05099

Table 22: Accuracy Comparison Between LLaMA3-Dictionary and Base Model on Valid Option Outputs (SemEval-
2007)

Models ‘ [System Prompt] + [Task Description] ‘ BLEU ROUGE-1 ROUGE-2 ROUGE-L DGQS
Original+Original 0.012 0.172 0.047 0.162 0.600

Original+Ours 0.009 0.126 0.019 0.120 0.439

Ours+Ours 0.011 0.141 0.022 0.128 0.487

LLaMA2-Dictionary Ours+Original 0.012 0.170 0.045 0.160 0.610
Empty+Original 0.011 0.151 0.035 0.147 0.593

Original+Empty 0.015 0.069 0.006 0.065 0.244

Empty+Empty 0.014 0.086 0.003 0.073 0.248

Original+Original 0.012 0.153 0.034 0.141 0.576

Original+Ours 0.010 0.167 0.022 0.152 0.571

Ours+Ours 0.010 0.216 0.089 0.200 0.608

LLaMA3-Dictionary Ours+Original 0.012 0.153 0.037 0.141 0.589
Empty+Original 0.009 0.134 0.026 0.120 0.569

Original+Empty 0.012 0.101 0.001 0.089 0.200

Empty+Empty 0.011 0.047 0 0.044 0.215

/ + Original 0.008 0.124 0.040 0.121 0.548

T5-definition / + Ours 0.008 0.080 0.017 0.079 0.438

/+ Empty 0.003 0.005 0 0.004 0.245

Table 23: Performance Comparison of Definition Generation with Different Prompt Strategies across Models.
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Templates and Examples

This appendix presents the prompt templates for
three task types (DOCQ, PWCIJ, DG) along with an
illustrative example demonstrating different metric
scores in the DG task.

— — —— — ——— — — — — — — —

Please select the option corresponding to |
the definition of the target word in the |
context from the candidate definitions. |

The target word is represented in the
context.

You only need to output the option
number corresponding to the definition of
the target word. Any additional output
will reduce the quality of your answer.

Context: {context}
Options: {options}

I
I
I
I
\ Correct option: ]

Please check if you can determine the |
definition of the target word in the given |
context. |

You donot need to give the specific |
definition of the target word, just check |
if you know its definition. |
I
|

You should carefully consider it.

If you are very confident that you know
the specific definitionof the target word |
in the context, output Yes. Your answer is |
likely to be incorrect. If you have any |
uncertainty about the specific definition
of the target word, you should output No.

I
Context: {context} |
Target word: {target word} |

]

\ Determine (Yes/No)

Figure 21: Prompt for PWCIJ task.

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
\

Figure 23: An example of DG task using different eval-

T [

You are how an expert in word sense
disambiguation. Please determine the
correct definition of the target word in
the contfext.

Then output the correct definition of the
target word.

the target word. Any additional output
will reduce the quality of your answer.

Context: {context}

|
|
I
I
I
I
You only need to output the definition of |
|
|
I
I Target word: {target word} /|

Figure 22: Prompt for DG task.

f Example of Evaluation Criteria

Context:"You oct 6 editorial 'the ill homeless' refer to research by we and
six of we colleague that be report in the sept 8 issue of the journal of the
American medical association."

L investigation to establish facts @
Gold

.10_0') . Investigation or examination of something( inquiry) J

LLM

Evaluation Criteria
Exactly Match Score: 0.20
“-| BLEU Score: O
x4 ROUGE-L Score: 0

Definition Generation Quality Score(ours): 0.76

uation metrics.
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