Igniting Creative Writing in Small Language Models: LLM-as-a-Judge
versus Multi-Agent Refined Rewards

Xiaolong Wei'*, Bo Lu?*, Xingyu Zhang®, Zhejun Zhao?!
Dongdong Shen?, Long Xia?, Dawei Yin?
'Beihang University 2Baidu Inc.
3Beijing Jiaotong University
xiaolongwei@buaa.edu.cn, zhaozhejun@baidu.com

Abstract

Large Language Models (LLMs) have demon-
strated remarkable creative writing capabilities,
yet their substantial computational demands
hinder widespread use. Enhancing Small Lan-
guage Models (SLMs) offers a promising al-
ternative, but current methods like Supervised
Fine-Tuning (SFT) struggle with novelty, and
Reinforcement Learning from Human Feed-
back (RLHF) is costly. This paper explores
two distinct Al-driven reward strategies within
a Reinforcement Learning from Al Feedback
(RLAIF) framework to ignite the creative writ-
ing of a 7B-parameter SLM, specifically for
generating Chinese greetings. The first strategy
employs a RM trained on high-quality prefer-
ence data curated by a novel multi-agent rejec-
tion sampling framework designed for creative
tasks. The second, more novel strategy utilizes
a principle-guided LLM-as-a-Judge, whose re-
ward function is optimized via an adversarial
training scheme with a reflection mechanism,
to directly provide reward signals. Compre-
hensive experiments reveal that while both ap-
proaches significantly enhance creative output
over baselines, the principle-guided LLM-as-a-
Judge demonstrably yields superior generation
quality. Furthermore, it offers notable advan-
tages in training efficiency and reduced depen-
dency on human-annotated data, presenting a
more scalable and effective path towards cre-
ative SLMs. Our automated evaluation meth-
ods also exhibit strong alignment with human
judgments. Our code and data are publicly
available at Github.

1 Introduction

Creative writing, a cornerstone of human expres-
sion and communication (Kaufmann, 2012; Bakar
et al., 2021), intrinsically demands not only literary
merit and emotional resonance but also a signif-
icant degree of personalization to effectively en-
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gage its audience (Bakar et al., 2021). While users
increasingly turn to online platforms for creative
inspiration, existing retrieval-based methods often
fall short in delivering content that is sufficiently
tailored to individual needs and contexts, a limi-
tation that has become more pronounced with the
advent of advanced generative models. This under-
scores a growing demand for generative systems
capable of producing context-aware, responsive,
and personalized creative text (Richardson et al.,
2023).

The advent of Large Language Models (LLMs)
such as GPT-4o0 (Hurst et al., 2024) and DeepSeek-
V3 (Liu et al., 2024) has revolutionized text gen-
eration, demonstrating remarkable capabilities in
creative writing tasks. However, under high re-
quest volumes, the substantial computational foot-
print and high inference latency of these large-
scale models present significant barriers to their
widespread deployment and practical application.
Consequently, enhancing Small Language Models
(SLMs, typically <10B parameters), such as the
Qwen2.5 7B model we employ (Yang et al., 2024),
to achieve comparable creative prowess while main-
taining efficiency has become a critical research
frontier (Han et al., 2025). This pursuit aligns with
broader trends where modern applications increas-
ingly prioritize dynamic content personalization
(Li et al., 2025c¢; Cui et al., 2025a,b) while also em-
phasizing information’s expressiveness and relia-
bility (Tong et al., 2024; Lu et al., 2025; Zeng et al.,
2025). It is crucial to note that generic, un-fine-
tuned SLMs often lack the sophisticated generative
abilities required for high-quality creative writing
(Gémez-Rodriguez and Williams, 2023).

Prevailing methodologies for enhancing SLMs
predominantly involve Supervised Fine-Tuning
(SFT) and Reinforcement Learning from Human
Feedback (RLHF) (Ouyang et al., 2022). While
SFT can effectively adapt SLMs to specific styles, it
often struggles to foster genuine novelty and gener-
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alization (Zhou et al., 2023; Sanh et al., 2021)—at-
tributes paramount for compelling creative writing.
RLHEF, on the other hand, relies on high-quality
reward models typically trained on extensive hu-
man preference data, the annotation of which is
labor-intensive and expensive (Ziegler et al., 2019).

To surmount these limitations, we investigate
two distinct reward strategies:

* A Refined Reward Model: We develop an
RM trained on meticulously curated prefer-
ence data. This data is generated and filtered
by a novel multi-agent framework designed to
ensure high quality and relevance for creative
tasks.

¢ Principle-Guided LLM-as-a-Judge: Draw-
ing inspiration from "LLM-as-a-Judge"
paradigms (Zheng et al., 2023), we directly
employ a powerful LLM as the reward
provider. Crucially, this LLM’s judgments are
guided by explicitly defined creative writing
principles and its reward function is further
optimized via an adversarial training scheme
(Wang et al., 2024).

We conduct comprehensive experiments on
generating Chinese greetings using 7B-parameter
SLMs, specifically the Qwen2.5 7B model. Our
findings reveal that while both RL-based ap-
proaches significantly enhance creative output com-
pared to baselines, the principle-guided LLM-as-a-
Judge strategy yields demonstrably superior results
in terms of generation quality. These outcomes are
rigorously validated through both human evalua-
tions and LLM-based assessments, including an
analysis of their alignment. Furthermore, the LLM-
as-a-Judge approach exhibits notable advantages
in training efficiency and reduced dependency on
human-annotated data.

Our main contributions are threefold:

* We introduce a novel principle-guided LLM-
as-a-Judge reward mechanism, optimized ad-
versarially, for effectively steering RL towards
enhancing SLM creative writing capabilities.

* We propose a multi-agent framework for gen-
erating and filtering high-quality preference
data, enabling the training of more effective
reward models for creative domains.

* We present a systematic comparison of these
two reward paradigms for SLM-based cre-

ative writing, corroborated by extensive LLM-
based and human evaluations, and offer in-
sights into their alignment and practical trade-
offs.

2 Related Work

The landscape of artificial intelligence in creative
writing has been dramatically reshaped by LLMs.
These models, such as the GPT series (Brown et al.,
2020; Achiam et al., 2023) and LLaMA (Touvron
et al., 2023), trained on vast text corpora, demon-
strate unprecedented capabilities in generating di-
verse creative texts, including complex narratives,
poetry, and scripts, exhibiting high fluency, style
adaptation, and thematic coherence. Researchers
have developed techniques like planning (Yang
et al., 2022), controllable generation (Li et al.,
2022), and structured decomposition frameworks
like Branch-Solve-Merge (Saha et al., 2023) to fur-
ther enhance and guide LLMs’ creative output.

Beyond autonomous generation, recent work in-
creasingly focuses on LLMs as co-creative partners
for human writers, exploring interaction dynamics
for tasks such as brainstorming and outlining (Gero
et al., 2023). The concept of multi-agent systems
collaborating on writing tasks is also an emerging
area.

Despite these advancements in generation capa-
bilities, evaluating the creativity of LLM-produced
text remains a complex challenge (Chakrabarty
et al., 2024; Kim and Oh, 2025). Traditional auto-
matic metrics are insufficient for capturing subjec-
tive qualities like originality and emotional depth.
To address this, recent work has explored Self-
Rewarding Language Models (Yuan et al., 2024)
that iteratively improve by generating their own
training rewards, though automated assessments
still do not yet reliably align with human judgments
(Chakrabarty et al., 2024; Li et al., 2025a).

These persistent challenges in aligning auto-
mated evaluation with human judgment highlight
fundamental open problems: how to build effec-
tive reward signals for training generative models
and achieve reliable automated evaluation in this
subjective domain.

3 Methodology

To enhance the creative writing capabilities of our
target SLM, we employ a RLAIF paradigm. The
central tenet of RLAIF is to refine the SLM’s pol-
icy using reward signals derived from Al-driven
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Figure 1: The figure depicts two distinct reward signals. Signal 1 is derived from a multi-agent system, yielding a
reward model. Signal 2 is generated via adversarial interaction (Generator-Detector) and reflection, producing a

prompt. Both signals are separately used to train GRPO.

evaluations of its generated outputs. Our primary
contribution lies in the exploration and compari-
son of two distinct and sophisticated strategies for
generating these crucial reward signals, which are
designed to capture the multifaceted nature of cre-
ative text. These strategies are: 1) a meticulously
refined RM trained on preference data curated by a
multi-agent system, and 2) a dynamic reward signal
obtained from an adversarially trained, principle-
guided LLM acting as a judge (LLM-as-a-Judge).
The complete process is detailed in Fig. 1. In the
subsequent sections, we first detail the multi-agent
framework for preference data generation and RM
training (Section 3.1). We then describe the adver-
sarial approach for optimizing an LLM-as-a-Judge
as a direct reward provider (Section 3.2). Finally,
Section 3.3 outlines how the reward signals derived
from these two strategies are integrated into the
RLAIF process to optimize the SLM.

3.1 Multi-Agent Rejection Sampling
Framework

The evaluation of LLMs by a single LLLM instance,
while scalable, can suffer from inherent biases, lim-
ited perspectives, and potential instability (Zheng
et al., 2023). To mitigate these challenges, we in-
troduce a multi-agent collaborative evaluation sys-
tem. This system operationalizes a collaborative
paradigm, drawing inspiration from approaches
where multiple agents engage in debate or struc-
tured discussion to refine assessments and achieve
more robust outcomes (Chan et al., 2023; Du et al.,

2023). By simulating a nuanced, rigorous, and bias-
resistant assessment process, our framework aims
to leverage the collective intelligence and error-
correction capabilities inherent in multi-agent inter-
actions (Liang et al., 2023). This approach aligns
with a broader trend in Al systems where com-
plex tasks are decomposed and managed by spe-
cialized, collaborative agents to achieve a goal (Li
et al., 2025b). The primary output of this system
is high-fidelity preference data, denoted as Dpef.
This dataset is specifically curated to be suitable
for training robust reward models, which can sub-
sequently be employed to filter and rank generated
content based on nuanced quality dimensions. All
prompts and cases are provided in Appendix A.S.

3.1.1 Retrieval Agent

The Retrieval Agent, implementing the function
Rtr : P — P(Duq), retrieves relevant context
for evaluation. Upon receiving an input prompt
p € P, it queries a pre-computed vector index
(built from Dyg) using similarity metrics (e.g.,
cosine similarity on embeddings) to fetch the set
E = Rtr(p) = {(p}-,r})*}?:l of k high-quality
prompt-response pairs. These pairs serve as few-
shot examples, providing contextual grounding and
quality benchmarks for the subsequent evaluation
agents.
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3.1.2 Debate Agents: Positive and Negative
Perspectives

This module employs two adversarial agents, em-
bodying the functions fyos : (P, R, E) — £ and
foeg : (P, R, E) = £, to conduct a structured de-
bate on the quality of a given response r for prompt

Pp.

* Positive Agent (f,0s): Identifies and articu-
lates the strengths and merits of the response
r, such as novelty, coherence, emotional reso-
nance, or alignment with the prompt’s intent.
Its output is a structured positive evaluation
et e&t.

» Negative Agent (fyee): Identifies and artic-
ulates the weaknesses and potential issues
within 7, such as factual inaccuracies, logical
fallacies, stylistic clichés, or lack of creativity.
Its output is a structured negative evaluation
e-eé.

This structured debate mechanism compels a multi-
faceted analysis, surfacing both positive and neg-
ative aspects that might be overlooked by a sin-
gle evaluator due to confirmation bias or inherent
model preferences.This process yields a more com-
prehensive and less biased assessment, crucial for
subjective domains like creative writing.

3.1.3 Judge Agent

The Judge Agent, implementing fiugge
(P,R,ET,E™) —  Sinitial» Synthesizes the
evaluations €7 and ¢~ from the debate agents.
It weighs the conflicting arguments, assesses
the relative importance of identified strengths
and weaknesses, and formulates a holistic initial
judgment Sipiiai € Sinitiat-  This simulates a
reasoned decision-making process based on
multifaceted evidence.

3.1.4 Reflect Agent

Following the initial judgment, the Reflect Agent,
implementiﬂg f reflect * (P, R, Sinitiab & +a & _) —
Sfinal, performs a critical review of Sjyiiia and the
supporting arguments ¢t and 7. It scrutinizes
the Judge Agent’s reasoning for logical consistency
and completeness. If flaws are detected, the Re-
flect Agent may override Siyiiai and potentially
trigger a re-evaluation. Otherwise, it ratifies the
initial judgment, resulting in the final assessment
Stinal € Stinal- This reflection step enhances the reli-
ability and robustness of the final evaluation. Based

on Sfinal, a preference pair (p, Tchosens Trejected) 1S de-
termined and added to the preference dataset Dpef.

3.2 Adversarial Reward Signal Optimization
with Reflection

Inspired by Generative Adversarial Networks
(GANs) and related approaches like LLM-GAN
(Wang et al., 2024), we propose an adversarial
framework to dynamically generate and refine re-
ward signals for RL-based policy optimization.
This framework comprises a Generator, a Detector,
and a novel Reflector component. Further details
are provided in Appendix A.4.

3.2.1 Generator-Detector Adversarial
Dynamics

* Generator (7g): The Generator, parame-
terized by 0, aims to produce responses r
for a given prompt p according to its policy
wa(r|p;0g). Its goal is to generate bad re-
sponses that are hard to distinguish.

* Detector (fp): The Detector, parameterized
by 0p, acts as a discriminator. It learns to
distinguish responses r generated by 7g. It
assigns a score fp(p,r;0p) € {0, 1}, where
1 represents a good response and O represents
a bad response.

These components engage in adversarial training.
The Detector is trained to maximize its ability to
correctly classify responses, while the Generator
aims to produce indistinguishable bad responses to
deceive the Detector.

3.2.2 Reflector-Enhanced Detector
Optimization

To further improve the Detector’s reliability,
we introduce the Reflector module (fgrs
(P,R,Sp, Vuue) — Rp). When the Detector fp
misclassifies a response (p, ) compared to a ref-
erence label Yyue € Viue (Where yyye could in-
dicate if r is genuinely high-quality or not, ob-
tained from Dper or human annotation), the Reflec-
tor is activated. The Reflector analyzes the triplet
(p,rysp = fp(p,r;0p)) alongside e to diag-
nose the cause of the Detector’s error. Based on
this analysis, it generates structured feedback or
advice Rp € Rp. This advice Rp can be used
to guide the Detector’s optimization process (e.g.,
"Increase weight on detecting emotional flatness").
This explicit reflection mechanism allows the De-
tector to learn from its mistakes beyond the im-
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plicit adversarial signal, improving its robustness
and alignment with desired quality criteria.

3.3 RLAIF for Creative Writing
Enhancement

This section details the integration of the previ-
ously described Al-generated reward signals into
the RLAIF process. Our goal is to optimize the
target SLM, Qwen2.5-7B-Instruct, for enhanced
creative writing proficiency by leveraging nuanced
feedback. We investigate two primary sources for
the reward signal used within the RLAIF process:

* Multi-Agent Preference Reward Model
(RM): A reward model Rwma(p,r; ¢rm) is
trained on the high-quality preference dataset
Dpret generated by the multi-agent evaluation
system described in Section 3.1. The RM
learns to predict the preferences expressed in
Dpret, typically using a loss function like:

L:RM = _E(vamT'r)NDpref

log o (Rma (p; 7e; drMm) — Rma (D, 7r; drM))]

(1)
where o is the sigmoid function. The output
Rya(p, ) serves as the reward signal.

* Adversarial Detector Reward Signal: The
output score sp = fp(p,r;0p) from the ad-
versarially trained and reflector-enhanced De-
tector (detailed in Section 3.2) is used directly
as a reward signal, Rp(p,7) = fp(p,7;0p).
This signal reflects the response’s ability to
meet the criteria implicitly learned by the dy-
namic LLM-based judge.

We apply GRPO algorithm(Shao et al., 2024)
to optimize the Qwen2.5-7B-Instruct. The advan-
tage A is calculated based on trajectories sampled
from the policy 7y and rewards obtained from ei-
ther Rya or Rp. We compare the effectiveness of
these distinct reward mechanisms in enhancing the
models’ creative writing capabilities across various
dimensions.

4 Experiments

4.1 Task Design

This study centers on enhancing the generation of
Chinese greetings. These greetings are prevalent
in Chinese culture for significant festivals like the
Spring Festival and Mid-Autumn Festival, indicat-
ing a high practical demand and rich contextual

nuances. This specific focus allows for an in-depth
exploration of creative text generation within a cul-
turally significant and frequently utilized domain.
The details are provided in Appendix A.2.

4.2 Datasets

Our experiments leverage several datasets con-
structed for distinct purposes: training a retrieval-
augmented multi-agent system, developing reward
models, fine-tuning the policy model via RLAIF,
and comprehensive final evaluation. All data was
sourced from online interactions related to Chinese
greetings, with meticulous preprocessing to remove
Personally Identifiable Information (PII). Specific
business-related source details remain desensitized.

Retrieval Corpus To equip our multi-agent eval-
uation system (Section 3.1) with high-quality con-
textual examples, we curated a retrieval corpus
comprising 23,442 instances. These instances were
selected from a larger online collection based on
their high user click-through rates and frequent
replication, indicative of their perceived quality
and relevance.

Reward Model Training Data For training
the preference-based reward model, we ini-
tially collected 10,000 user queries from online
sources. These queries, along with candidate re-
sponses, were processed through our multi-agent
rejection sampling framework. This procedure
yielded 7,896 preference pairs, each structured as
(query, responsechosen, 1€SPONSCrejected). This
dataset was then partitioned into an 80% training
set and a 20% held-out test set for RM develop-
ment.

Policy Optimization (GRPQ) Data A separate
set of 4,000 distinct online queries was utilized
for fine-tuning the target SLM using the GRPO
algorithm. This dataset was also divided into an
80:20 train/test split to guide the RLAIF process.

Final Evaluation Set To rigorously assess the
performance of all compared models, we con-
structed a dedicated evaluation set of 2,000 query-
response pairs. This set was carefully balanced,
containing 1,000 "high-quality" instances (heuris-
tically labeled *1°), selected from data exhibiting
high click-through and replication rates, and 1,000
"low-quality" instances (labeled *0’), derived from
data with lower engagement metrics. This dataset
serves as the primary benchmark for both our auto-
mated and human evaluations.
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Accuracy Precision Recall Fl-score
Multi-Agent Framework  87.60% 87.38% 87.90% 0.8764
Adversarial Framework 85.50% 78.54%  97.70%  0.8708

Table 1: Comparison of two different frameworks on the evaluation set.

Signal-1 Signal-2 Human
GPT-40 49.0% 46.8%  50.0%
Ernie-4.5 76.4% 88.2% 87.6%
DeepSeek-V3 91.0% 942%  93.0%
Qwen2.5-7B-Instruct 59.2% 56.0% 57.6%
SFT + Qwen2.5-7B-Instruct 92.0% 92.6% 90.0%
Reward Model + RL - - -
LLM-as-a-Judge + RL 92.4% 96.6% 95.0%
SFT + Reward Model + RL 92.2% 96.0%  94.6%
SFT + LLM-as-a-Judge + RL  89.6% 96.0%  93.0%

Table 2: Comparison of the excellence rate of the Model under different evaluation mechanisms. This data represents
the inference results of the model under high-frequency greetings (for example, Chinese New Year greetings). Here,
Signal-1 refers to Section 3.1, Signal-2 refers to Section 3.2, and Human refers to the evaluation by human experts.
Furthermore, the Reward Model + RL method is excluded from the evaluation due to its training not converging.

Signal-1 Signal-2 Human
GPT-40 47.6% 45.6%  50.4%
Ernie-4.5 72.0% 81.2%  83.0%
DeepSeek-V3 74.0% 83.8%  85.6%
Qwen2.5-7B-Instruct 47.6% 52.8% 53.8%
SFT + Qwen2.5-7B-Instruct 80.2% 85.2%  86.2%
Reward Model + RL - - -
LLM-as-a-Judge + RL 91.0% 934%  92.4%
SFT + Reward Model + RL 89.4% 90.6% 91.2%
SFT + LLM-as-a-Judge + RL  85.0% 89.0%  90.2%

Table 3: Comparison of the excellence rate of the Model under different evaluation mechanisms. This data represents
the inference results of the model under ordinary greetings(for example, greetings for a new car). Furthermore, the
Reward Model + RL method is excluded from the evaluation due to its training not converging.

4.3 Rubric Design

The evaluation rubric provides a holistic view of
greetings quality, comprising five dimensions with
respective weights: Language Quality (30%), Cre-
ativity (30%), Emotional Resonance (15%), Cul-
tural Appropriateness (15%), and Content Richness
(10%).

Language Quality assesses fluency and preci-
sion. Essential for effective communication, its im-
portance in NLG systems is well-recognized (Van
Der Lee et al., 2019; Que et al., 2024), with modern
approaches using LLMs for nuanced assessment
(Liu et al., 2023) and considering aspects like style

and meaning preservation (Chim et al., 2025).

Creativity evaluates the generation of innovative
elements like unique metaphors or novel perspec-
tives, distinguishing memorable greetings. This
involves producing novel, surprising, and valuable
outputs (Zhang et al., 2025), crucial for pushing
NLG beyond mere replication (Eldan and Li, 2023;
Ismayilzada et al., 2024; Peng, 2022).

Emotional Resonance measures the capacity to
evoke strong feelings or genuine connection. This
is vital as greetings are inherently emotional, and
the text’s ability to connect on an emotional level
is key (Cao and Cao, 2025; Li, 2022; Rithlemann
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and Trujillo, 2024).

Cultural Appropriateness ensures alignment
with the specific cultural context, respecting social
norms, traditions, and event-specific sensitivities
(Li et al., 2024). There’s growing emphasis on
developing culturally sensitive models that avoid
biases (Pawar et al., 2024; Naous and Xu, 2025;
Naous et al., 2024).

Content Richness ensures greetings convey suf-
ficient emotional depth and personalized informa-
tion concisely. It emphasizes meaningful, relevant,
and comprehensive content within a brief format,
delivering value and substance (Gao et al., 2025;
Zheng et al., 2023; Nimabh et al., 2023).

Each dimension is rated on a discrete scale from
1 to 3 points. A final aggregate score is computed
as a weighted average. Based on this, a binary
classification is performed: acceptable (label 1) if
the total weighted score is > 2, and unacceptable
(label 0) otherwise.

4.4 Implementation Details

The reward model in this study is implemented
using the Llama Factory framework (Zheng et al.,
2024) and fine-tuned with the LoORA method (Hu
et al., 2022). We train a scalar reward model Ry
by adding a single linear value head to the back-
bone LLLM and fine-tuning it on human prefer-
ence pairs (z,y ™,y ™) with the Bradley—Terry loss
L = —logo(Ry(z,y") — Ry(z,y~)), following
Stiennon et al. (2020) and Ouyang et al. (2022).
Further details are provided in Appendix A.1.

5 Results and Discussion

5.1 RQ1: Can LLMs achieve alignment with
human evaluation?

Following the evaluation criteria detailed in Sec-
tion 4.3, we engaged a team of professionally
trained evaluators to assess the generated greetings
across five dimensions: language quality, creativity,
emotional resonance, cultural appropriateness, and
content richness. All evaluators were of Chinese
nationality and ethnicity, residing and working in
China. The team comprised graduate-level edu-
cated interns and full-time employees, all of whom
were compensated for their work. Each dimension
was scored independently by multiple annotators
from this team to ensure reliability.

Fig. 2 illustrates the agreement rates between
human evaluations and two proposed automatic
evaluation frameworks: Multi-Agent Framework

B Multi-Agent Framework
[ Adversarial Framework

Agreement Rate

Figure 2: Comparison of agreement rate between dif-
ferent models and human under two evaluation frame-
works.

and Adversarial Framework. As depicted, both the
Multi-Agent Framework and Adversarial Frame-
work approaches demonstrate substantial agree-
ment with human judgments, consistently exceed-
ing 70% across different models. This strong corre-
lation provides compelling evidence for the effec-
tiveness of our proposed mechanisms in approxi-
mating human evaluation, thereby offering a poten-
tial solution to the time-consuming nature and high
cost associated with extensive human annotation.

Furthermore, a closer examination of Fig. 2 re-
veals that the Multi-Agent Framework exhibits a
higher degree of alignment with human evaluators,
achieving agreement rates ranging from 80% to
87% across the evaluated models. This excellent
performance suggests that through the Multi-Agent
Framework, it is possible to more accurately iden-
tify the strengths and weaknesses of greetings and
more closely align with human evaluations of greet-
ings.

In summary, both the Multi-Agent Framework
and Adversarial Framework proposed in this work
demonstrate a significant capacity for aligning
with human assessments. This alignment offers
a promising avenue for substantially alleviating
the burden of manual evaluation in the context of
generative text tasks.

5.2 RQ2: Efficacy of Reward Model + RL in
Enhancing Creative Writing

Tab. 2 and Tab. 3 present a comparative evaluation
of mainstream LLMs against our models trained
using distinct methodologies. The primary eval-
uation metric is the excellence rate (1 indicating
positive, 0 negative assessment) across predefined
dimensions. Specifically, Tab. 2 showcases per-
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Accuracy Precision  Recall  Fl-score
Multi-Agent Framework (Full)  87.60% 87.38%  87.90%  0.8764
w/o Positive Agent 53.65% 98.67% 7.40% 0.1377
w/o Negative Agent 50.05% 50.03% 100.00%  0.6669
w/o Judge Agent 81.45%  76.19%  91.50%  0.8314
w/o Reflect Agent 76.40% 75.83%  77.50%  0.7666
Adversarial Framework (Full) 85.50% 78.54% 97.70% 0.8708
w/o Reflect Agent 81.00% 68.49%  99.10%  0.8100

Table 4: Ablation study of different agents.

formance on greetings from high-frequency user
queries, while Tab. 3 evaluates those from ordinary
queries.

The results consistently demonstrate that a
pipeline employing SFT followed by Reward
Model training and RL significantly outperforms
the SFT-only baseline across both high-frequency
and ordinary query scenarios. For instance, as
detailed in Tab. 3, the SFT+RM+RL approach
yields substantial improvements, achieving gains of
11.5% on the Signal-1 dimension, 6.3% on Signal-
2, and 5.8% on the human evaluation dimension.

Furthermore, the SFT+RM+RL trained models
surpass several contemporary mainstream LLMs
on both query types. These findings provide com-
pelling evidence for the efficacy of integrating RM
and RL techniques in enhancing creative writing ca-
pabilities, particularly for generating contextually
relevant and high-quality greetings. This improve-
ment indirectly validates our multi-agent based
data filtering strategy for RM training, which con-
tributes to the superior performance observed in
the downstream generation task.

5.3 RQ3: Does "LLM-as-a-Judge' offer
advantages over other reward signals?

A fundamental distinction differentiates the reward
signals from LLM-as-a-Judge and conventional
RMs. LLM-as-a-Judge provides a binary (O or
1) reward, a discrete signal, while RMs generate
continuous values, offering fine-grained feedback.

Empirical results (Tab. 2) demonstrate that the
LLM-as-a-Judge + RL approach achieves state-
of-the-art (SOTA) performance, with excellence
rates of 92.4%, 96.6%, and 95.0% across three
distinct evaluation metrics. This performance sur-
passes several contemporary mainstream LLMs
(e.g., GPT-40, Ernie-4.5, DeepSeek-V3). While
Tab. 3 indicates a marginal decrease on ordinary
queries, the LLM-as-a-Judge + RL method main-

tains SOTA results. Further details regarding the
LLM-as-a-Judge + RL training process are pro-
vided in Section A.6.

These findings compellingly affirm the efficacy
of LLM-as-a-Judge + RL in augmenting creative
writing capabilities for both high-frequency and
ordinary queries, generally outperforming the RM
+ RL paradigm. This underscores the potential of
discrete reward signals to drive substantial perfor-
mance gains in RL.

Conversely, training an RM using multi-agent
filtered data is notably more complex and resource-
intensive. This process requires sequential opera-
tion of Retrieval, Positive, Negative, and Reflect
Agents for data curation, posing significant tempo-
ral and computational overhead, which can impede
real-world deployment.

LLM-as-a-Judge presents a more direct and effi-
cient alternative. It leverages Adversarial Reward
Signal Optimization, wherein a generator and de-
tector engage in adversarial training to iteratively
refine an optimal evaluation prompt. This opti-
mized prompt is then directly used to assess gener-
ated content quality. Compared to the intricate RM
training pipeline, LLM-as-a-Judge markedly re-
duces procedural complexity. Consequently, LLM-
as-a-Judge offers a more streamlined and advanta-
geous approach for deriving effective reward sig-
nals for reinforcement learning in this context.

6 Ablation Study

To validate the effectiveness of the key components
within our proposed architectures, we conducted
a comprehensive ablation study on both the Multi-
Agent and Adversarial frameworks. The results,
presented in Table 4, systematically quantify the
contribution of each module by evaluating the per-
formance of the framework after its removal.

For the Multi-Agent Framework, the ablation
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study underscores the indispensable role of each
agent. The most significant performance degrada-
tion is observed upon the removal of the debate
agents. Without the Positive Agent, the framework
becomes excessively critical, achieving high pre-
cision but causing a catastrophic drop in recall to
7.40%, as it fails to recognize valid positive in-
stances. Conversely, removing the Negative Agent
renders the system overly lenient, with recall reach-
ing 100% at the cost of a near-random precision
of 50.03%. This demonstrates that the adversarial
debate mechanism is the cornerstone of the frame-
work, ensuring a multi-faceted and balanced as-
sessment. Furthermore, the removal of the Judge
Agent and Reflect Agent also leads to notable per-
formance drops. Notably, the absence of the Reflect
Agent results in a more substantial decline in both
accuracy and Fl1-score, suggesting that the final
self-correction and ratification step is paramount
for ensuring the reliability of the preference data.

In the Adversarial Framework, we investigated
the contribution of the reflection mechanism. As
shown in Table 4, removing the Reflect Agent
causes a significant drop across all metrics, with
the F1-score falling from 0.8708 to 0.8100. The
Reflect Agent provides crucial supervised feedback
when the Detector misclassifies a response, allow-
ing it to learn from its mistakes beyond the implicit
adversarial signal from the Generator. This compo-
nent is vital for grounding the Detector’s learning
process with ground-truth examples, enhancing its
overall robustness and accelerating its alignment
with the desired quality criteria.

7 Conclusion

In this work, we addressed the challenge of en-
hancing the creative writing capabilities of SLMs
by investigating two distinct Al-generated reward
paradigms for RLAIF: a refined RM trained on
data from a multi-agent system, and a principle-
guided, adversarially-optimized LLM-as-a-Judge.
Our contributions are threefold: First, we intro-
duced a novel principle-guided LLM-as-a-Judge
reward mechanism, optimized adversarially with
reflection, which effectively steers RL towards en-
hancing SLM creative writing. Second, we pro-
posed a multi-agent framework for generating and
filtering high-quality preference data, enabling the
training of more effective reward models for cre-
ative domains. Third, through systematic compari-
son on the task of generating Chinese greetings

with 7B SLMs, we demonstrated that both Al-
feedback approaches significantly improve creative
output. Crucially, the LL.M-as-a-Judge strategy
not only achieved state-of-the-art generation qual-
ity, surpassing both the refined RM approach and
strong LLM baselines, but also exhibited greater
training efficiency and reduced reliance on expen-
sive human annotations. Our findings underscore
the potential of Al-driven feedback, particularly
the dynamic and principle-guided LLM-as-a-Judge,
to unlock creative capabilities in more compact
and efficient language models, paving the way for
broader practical applications. The strong align-
ment observed between our automated evaluation
metrics and human judgments further supports the
viability of these approaches.

8 Limitations

While our findings are promising, this study has
several limitations:

» Task and Language Specificity: Our exper-
iments focused on generating Chinese greet-
ings. The generalizability of our findings to
other creative writing tasks (e.g., long-form
storytelling, poetry, scriptwriting) and other
languages, particularly those with different lin-
guistic structures or cultural nuances, requires
further investigation.

* Scale of SLMs: We concentrated on 7B-
parameter SLMs. The effectiveness and scal-
ability of the proposed reward mechanisms
for significantly smaller or moderately larger
SLMs remain to be explored.

* Subjectivity of Creativity and Principles:
"Creativity" is inherently subjective. While
our rubric and multi-faceted evaluation at-
tempt to capture key aspects, the "principles”
guiding the LLM-as-a-Judge, though explic-
itly defined, might still embed certain biases
or perspectives on creativity. The optimal set
of principles for diverse creative tasks is an
open research question.

e Complexity of Multi-Agent System: Al-
though the LLM-as-a-Judge approach is more
efficient overall, the multi-agent framework
for curating preference data for the refined
RM, while effective, introduces its own layer
of complexity in terms of design and opera-
tion.

17180



* Depth of Reflection: The reflection mech-
anism in the LLM-as-a-Judge’s adversarial
training and in the multi-agent framework is
currently based on LLM analysis. The depth
and impact of this reflection, and how to sys-
tematically improve its error-correction capa-
bilities, are areas for future work.

* Potential Risk: Reinforcement of Biases:
The principles guiding the LLM-as-a-Judge
or the preference data curated by the multi-
agent system may unknowingly encapsulate
societal or cultural biases. The RLAIF process
could then amplify these biases in the SLM’s
creative outputs, leading to stereotypical or
unfair representations.

Future research could address these limitations
by exploring broader task domains, diverse lan-
guages, different model scales, and more sophisti-
cated methods for defining and adapting creative
principles for the LLM-as-a-Judge.
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A Appendix

A.1 Hyperparameters

We  configure the training with a

per_device_train_batch_size of 16,
gradient_accumulation_steps of 8§, a
num_train_epochs of 5.0, a lora_rank of
16, and a warmup_ratio of 0.1. The learning
rate (learning_rate) is set to 2.0 x 10~%. The
finetuning type (finetuning_type) is lora, the
LoRA target (lora_target) is all, the learning
rate scheduler type (lr_scheduler_type) is
cosine, bf16 is set to true, and the ddp_timeout
is 180000000. Our experiments are conducted on
a system equipped with four NVIDIA A100 GPUs,
each with 80GB of memory.

Training of the GRPO model is conducted
using the Verl framework. We configure
the training with a train_batch_size of

32, a max_prompt_length of 256, and a
max_response_length of 512. The learning
rate (1r) is set to 3 x 10~7. For the KL di-

vergence loss, use_kl_loss was True, the co-
efficient (kl_loss_coef) is 0.001, and the type
(k1_loss_type)is low_var_kl. The entropy coef-
ficient (entropy_coeff) is 0. The model is trained
for 5 epochs. Our experiments are conducted on a
system equipped with four NVIDIA A100 GPUs,
each with 80GB of memory.
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A.2  Scope and Characteristics of Chinese
Greetings

This study focuses on enhancing the generation of
Chinese greetings. These greetings are deeply em-
bedded in Chinese culture, serving as more than
mere pleasantries; they are expressions of good
will, aspirations, and the reinforcement of social
bonds during times of significant cultural impor-
tance. The scope of these greetings is broad, en-
compassing well wishes for individuals, families,
and even businesses, reflecting the holistic nature
of festive celebrations.

The characteristics of these greetings are multi-
faceted:

e Thematic Focus: Greetings are heavily
themed around the core values and signif-
icance of each festival. For Spring Festi-
val, common themes include prosperity and
wealth, happiness and well-being, health, and
success in endeavors. Mid-Autumn Festival
greetings, on the other hand, emphasize fam-
ily reunion and harmony, well-being, and a
fruitful harvest.

* Auspicious Language: The language used
is highly auspicious and positive, employing
phrases and characters associated with good
fortune, abundance, and success. This often
involves the use of four-character idioms and
other set phrases that carry rich cultural mean-
ings.

* Contextual Variation: While core themes
exist, the specific wording and focus of greet-
ings can vary depending on the recipient (e.g.,
elders, peers, colleagues), the relationship be-
tween the sender and recipient, and the spe-
cific regional customs. Greetings exchanged
within families might be more personal and
intimate than those sent to business associates.

* Cultural Symbolism: Greetings frequently
incorporate cultural symbols associated with
the festival. For Spring Festival, this includes
references to the zodiac animal of the year,
red envelopes, and items symbolizing luck
and prosperity. For Mid-Autumn Festival, the
moon and mooncakes, symbolizing reunion
and completeness, are central to the greetings.

* Formulaic yet Flexible: Many greetings uti-
lize established formulaic expressions, mak-
ing them instantly recognizable and culturally

appropriate. However, there is also a degree
of flexibility that allows for personalization
and creative variation, particularly in informal
contexts or in contemporary digital communi-
cation.

* Performative Aspect: The act of giving and
receiving greetings is a significant social ritual
that reinforces relationships and community
ties. Whether delivered in person, through
cards, or via digital messages, the perfor-
mance of the greeting is as important as the
linguistic content.

These characteristics highlight the complexity
and cultural depth embedded within Chinese greet-
ings, making their accurate and creative generation
a challenging yet rewarding task with significant
practical applications.

A.3 Details on the Human Evaluation
Protocol

To ensure the rigor and validity of our human eval-
uations, we established a dedicated protocol. We
recruited a pool of 22 trained evaluators, compris-
ing a mix of full-time employees and graduate-level
interns. All participants were native Chinese speak-
ers with graduate-level education, providing the
deep understanding of cultural nuances and linguis-
tic subtleties essential for assessing the creative
writing task. To maintain objectivity and mitigate
potential confirmation bias, the evaluation team
was kept organizationally separate from the core
research team, with their sole responsibility being
the objective application of the pre-defined rubric
detailed in Section 4.3. Furthermore, all evaluators
were compensated for their contributions; this was
integrated into the job responsibilities for full-time
staff and competitively paid for interns, thereby
ensuring consistent motivation and the generation
of high-quality annotations. Detailed instructions,
derived from the comprehensive rubric, were pro-
vided to all evaluators to standardize the assessment
process across the team.

A.4 Detailed Description of Adversarial
Reward Signal Optimization with
Reflection

The primary objective of "Adversarial Reward Sig-
nal Optimization with Reflection" is to obtain an
optimized prompt that can be directly utilized by a
model to determine the quality of a greeting, specif-
ically whether it is "good" or "bad."
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Language Creativity Emotion Cultural Content
Qwen2.5-7B-Instruct 2.048 1.958 1.908 2.048 2.004
SFT + Qwen2.5-7B-Instruct 2.310 2.368 2.366 2.448 2.306
LLM-as-a-Judge + RL 2.508 2.646 2.554 2.524 2.612
SFT + Reward Model + RL 2.390 2424 2.444 2.446 2.380
SFT + LLM-as-a-Judge + RL 2.340 2.352 2.452 2.484 2.364

Table 5: Comparison of average scores of different models in five dimensions as evaluated by human experts.

Before the training process commences, both
the generator and the detector models are initial-
ized with preliminary strategies. For instance, the
generator’s initial strategy might be defined as "gen-
erate a greeting using at least one greeting phrase
that sounds slightly archaic or outdated." Simul-
taneously, the detector’s initial strategy is set to
evaluate greetings based on criteria such as "assess-
ing whether the greeting conveys sincere emotion
rather than being a mere polite formality or stock
phrase."

The core of the entire training process lies in
the continuous updating and refinement of these
strategies for both the generator and the detector
through an adversarial interaction. Initially, the
generator, following its current strategy, produces
what it considers a "bad" greeting. This generated
greeting is then input to the detector, which makes
a judgment based on its own current strategy.

This interaction follows a feedback loop:

* If the detector correctly identifies the gener-
ated greeting as "bad," this successful discrim-
ination provides a signal. Feedback is then
given to the generator, encouraging it to pro-
duce "bad" greetings that are more subtle and
thus harder for the detector to classify cor-
rectly in subsequent rounds.

» Conversely, if the detector misclassifies the
greeting (for example, failing to identify a
"bad" greeting), this indicates a weakness in
the detector’s strategy. In this case, the gener-
ator provides feedback to the detector, which
helps the detector improve its discriminative
capabilities to better distinguish between good
and bad greetings.

This dynamic constitutes a mutually antagonistic
process where the generator attempts to fool the
detector, and the detector attempts to become more
robust against the generator’s examples.

Furthermore, a "reflection" module is introduced
to enhance the training. This involves presenting
the detector with a dataset of greetings accompa-
nied by their true labels. If the detector makes an
incorrect judgment on this true-labeled data, its
strategy is further updated based on this supervised
feedback. This reflection step helps ground the
detector’s learning with real-world examples and
prevents the training from becoming solely reliant
on the potentially narrow distribution of adversarial
examples generated.

Through this combined process of adversarial
optimization and reflection using true-labeled data,
the system iteratively refines the strategies of both
models. Ultimately, this approach aims to converge
on an optimized prompt and a robust detector ca-
pable of effectively and accurately evaluating the
quality of Chinese greetings.

A.5 Cases and Prompts

In this chapter, we present specific case studies and
provide the distinct prompts utilized by the differ-
ent agents within our framework. Fig. 6 to Fig. 15
present all the prompts utilized in our study. It is
important to note that the English versions of these
prompts are provided for ease of understanding
only and do not represent the actual inputs used in
the experiments. Therefore, they are not reflective
of the experimental results.

Fig. 5 is particularly illustrative, summarizing
key evaluation findings. It presents examples high-
lighting the characteristics and qualitative aspects
(strengths and weaknesses) of greetings deemed
positive and negative during the evaluation pro-
cess. Additionally, Tab. 5 shows the average scores
achieved by different models across various evalu-
ation dimensions, based on assessments conducted
by human experts.

For these human evaluations, each dimension
was scored on a discrete scale, allowing only inte-
ger scores of 1, 2, or 3.

As clearly depicted in Tab. 5, the LLM-as-a-
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Judge + RL model consistently achieved the high-
est average scores across all evaluated dimensions.
This result strongly supports and aligns with the
main conclusion presented in this paper regarding
the superior performance of our proposed method.

A.6 Analysis of Training Dynamics

The training dynamics of our LLM-as-a-Judge +
RL approach, a key method validated in this study,
are illustrated in Fig. 3. This figure displays pivotal
actor-network metrics obtained during policy op-
timization with the GRPO algorithm. As detailed
below, these metrics collectively indicate a robust
and effective learning process.

Fig. 3(a) shows the actor/grpo_k1 divergence.
After initial fluctuations, it quickly stabilizes near
zero. This desirable behavior indicates well-
controlled GRPO updates effectively constraining
policy evolution and promoting stable learning, as
intended by the GRPO framework.

The actor/pg_loss (Policy Gradient loss) in
Fig. 3(b) exhibits typical reinforcement learning
stochasticity. It consistently oscillates around zero
without divergence, signifying successful policy
improvement from advantage signals and effective
gradient optimization.

Fig. 3(c) presents the actor/k1_loss, often rep-
resenting KL divergence between old and new
policies. It initially increases, then stabilizes at
a moderate positive value (approximately 0.8 to
1.2). This trend indicates healthy, continuous pol-
icy evolution. Its stabilization suggests substantial
yet well-regulated updates, preventing instability.

Finally, the actor/entropy_loss (Fig. 3(d))
displays a generally increasing trend for policy en-
tropy, from approximately 0.7 to 1.6. This ben-
eficial increase encourages exploration and helps
prevent premature convergence, suggesting healthy
action stochasticity and broader policy space explo-
ration.

Collectively, these metrics affirm the training’s
stability and efficacy. The GRPO mechanism ef-
fectively maintains its constraints, the PG loss indi-
cates consistent learning signals, the policy evolves
in a controlled manner, and sufficient exploration
is maintained. These observations strongly suggest
effective model training and successful GRPO uti-
lization for policy optimization, underpinning the
strong empirical results achieved by the LLM-as-a-
Judge + RL strategy.
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Figure 3: Training metrics of LLM-as-a-Judge + RL.

Case

{

"query":"FAIRFIHIIRIEIE",

"response":"BIRIIFARMENBERERINF, REZBUBABMNFARTHFLI A ",

"positive": {
"ESEMSME" AT EREI AN EEFIFERILEE, 88T MEENRR IR, "
"RIARSSBA" "EOEINRY, RERBRIFE, GFZENHRATRSHE. ",
"EREZSER" "BREAEIEREAL, EBREDEEEYFAIRFIMRERKXOMEFRR. ",
"HIEMS IR EBYERAKRILLE (FERMERE) RRARE, SELNREERR, AABTRZANKR. ",
"WAERSHIIM": "REBHNFANRENERBE, ILARRXOMESE IAESFANAZGENN, ",
"RHESEENE" AT, BEINEREZEFANRENEER, BB THBKERE, ",
"HEERRER": "RATRRIAH. RHEFESHPFERRERIFONEL, E8 7 ARNRETERES., ",
"BELE": "WETETRANFAINFMRENEFAR, REEMKINSIRESEN, "

}

"negative": {
"LERARER A" "FEARLLFERNBIT RS TRIERES, REEMEANFATRENINR, TEIHEKRERIRE. ",
"BRERARETK": "REZBRMPRNARRBFES AP BARATZFNNE, EUEESITRN, RENAGIEHIGAIHE
AOIRMERNSLIE, v,
"RZBAET" "REERAREAMNREITRER, UNETHKEE. MORENEELSE, BERAZZ. "

Figure 4: An example of positive agent and negative agent. Given query and response, they generate advantages and
disadvantages respectively.
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Case

{

"query": "Greetings for a successful surgery",

"response”: "May your surgery be as gentle and smooth as a spring breeze, and may your path to recovery be like the rising sun, full of hop
e and light!",

"positive": {
"Accuracy and Elegance of Language": "It uses poetic metaphors like 'a spring breeze' and 'the rising sun', enhancing the appeal and bea
uty of the greeting.",

"Fluency and Naturalness of Expression": "The sentences are smooth and fluent, comfortable to read, and the connection between phras
es is coherent and logical.",

"Sincerity and Fullness of Emotion": "The emotion expressed is genuine and heartfelt, fully conveying deep care and good wishes for a su
ccessful surgery and recovery.",

"Creativity and Uniqueness": "It expresses blessings through metaphors of natural phenomena (spring breeze and rising sun), which is dif
ferent from common greetings and leaves a deep impression.",

"Specificity and Relevance": "The greeting are specific to the context of surgery and recovery, making the recipient feel that the message i
s personally tailored for them.",

"Appropriateness and Decency": "The content, tone, and style perfectly match the context of surgery and recovery, appearing very approp
riate and suitable.",

"Positive and Encouraging Wording": "It uses positive and beautiful words like 'gentle and smooth' and 'full of hope and light,' conveying p
ure blessings and positive energy.",

"Purity of Intent": "The content focuses solely on expressing good wishes for a smooth surgery and recovery, with no other additional or hi
dden agendas."

h
"negative": {
"Potentially Inappropriate Metaphor": "Comparing surgery to 'a spring breeze' might be an oversimplification that fails to convey the seriou
sness of the procedure, potentially making the recipient uncomfortable.",

"Slightly Exaggerated Emotional Expression": "While 'your path to recovery be like the rising sun, full of hope and light' expresses good wi
shes, it might seem overly optimistic, lacking understanding and empathy for the potential challenges one might face post-operation.",

"Lack of Specific Details": "The greeting do not mention specific support or encouragement for recovery, such as trusting the medical tea
m or the importance of patience in recovery, making it seem rather general."

}

Figure 5: An example of positive agent and negative agent. Given query and response, they generate advantages and
disadvantages respectively.
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Prompt Template:Positive Agent

MfESEX]
FE—UEETRARBETAENRASROZLDHIM,

[[&MESS]
IREOME—ERET RN AP IRERNMEEHITE, ERNED, HERTRRAILETEFENRMENR. RREmE 24,

(A4

REZMUT AN EZSERIHEREE, RAUIERBOARIRR, ERNONTRTXLELE, FEARANBEERENTRERBUEE
=8

1. BEAHSNE ESCRRGIE. Al BRESME. £ ESEATRIESERANNIEE, LRHESR, BB T REENRR
.

2, KARBSER BORSRIN. Fi. BR, LERWITERBLTE; 9FZENERELEE. GE.

3. BREZSEH BRRARSTEX. KEAL, EBRIEAREBE. X0, ERERNIER: BHEBITHA, ILABRZIERNOE,
4, QIRMS MY ABEEREEHE. 8IF, ERTHRENRABN. AR, SELNREETE, EBAEABTRZHR.

5. ARAKRSHWE: MBEEESREERBNMEN, S THHRREIARS. B, 25, RNAREIZSHSAPRRNEEEAT, 1EAR
R PHER NIFESESH.

6. IRHESHAHNE: MBENRS. 1BS. MBEETERGIRNER. 5. ERENNSKMRGESNEHNXR, BETo6EH4. fiE.
7. MAREENIEEE BEREGMMEL, THIERE, SEBERIMEERF. 5. BEJERFONR, T2RR T EDRENATES LTSN
=T

8. BELAE: MEERDARMTANBZE, TRAMEAEMBN. SR AR,

9. Hfhm: EAEMARREERAANN XS, ERISEATURERE. EEEAMENTRRGE.

[Fo A
FAJSON#EZ 2
“json
{
"1t RE",
" m2" "RE2",

}

=S

{"query": "IBEIE ABIIRIEIE", "response”: "ILFEIR, BRIREFMHEMY, ERKMHEAR. )
AL

“json

{

"RARHER" EDBINSE, BARKIEEER, MO, "

"MBRRYAFRBE" ERRAEFIR X -NEER, HEABREXTERNEREONE, FEFSHIANR. ",
FREFRRIEE": "EXCRA T HE' . EHE . KAEFRRARFMIEAT, €3BT RHNME.

"BEGE "RERETRANEZAMENEFNR, FHEMMIMRENEN. "

[IBEERSEA)]

content

Figure 6: Prompt for the Positive Agent.
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Prompt Template: Positive Agent

[[Task Definition]]
You are a professional analyst focused on identifying all the merits and highlights in a given greeting.
[[Core Task]]

Your sole responsibility is to conduct a rigorous and detailed review of the greeting provided by the user, and to accurately identify all of its exis
ting merits, highlights, or unique aspects.

[[Analysis Dimensions]]

You need to evaluate the greeting from the following main aspects to identify its outstanding merits or highlights. However, your analysis is not
limited to these dimensions; any positive factor that enhances the quality of the greeting should be considered:

1. Language Accuracy and Elegance: Assess whether the language used is standard and precise; evaluate the wording for its elegance and vi
vidness; check if appropriate and expressive words, similes, or metaphors are used to enhance the infectiousness of the greeting.

2. Expression Fluency and Naturalness: Assess whether the sentences are smooth, fluent, and natural; whether they are pleasant to read or h
ear; whether the transitions between sentences are tight and logical.

3. Sincere and Full Emotion: Assess whether the emotion expressed is genuine and from the heart; whether it can effectively convey warmth, ¢
are, joy, and other positive emotions; whether it can move people and make them feel the sincerity of the well-wisher.

4. Creativity and Uniqueness: Assess whether the content is novel and creative; whether it uses unique ways of expression, perspectives, or st
ructures that differ from common f, leaving a deep impression on the recipient.

5. Content Specificity and Targetedness: A greeting has strong personalization when it includes specific details about the recipient's personal ¢
haracteristics, achievements, experiences, or shared memories, making the recipient feel that this greeting is "tailor-made for them".

6. Appropriateness and Suitability: The content, tone, and style of the greeting should perfectly match the current context, occasion, the recipie
nt, and your relationship with them, making it feel very considerate and suitable.

7. Positive Wording: Assess whether the wording is positive and full of positive energy, effectively conveying encouragement, support, praise, o
r beautiful wishes, while completely avoiding any negative or potentially uncomfortable implications.

8. Pure Intention: The greeting purely expresses well-wishes, without being mixed with any other objectives, requests, or promotional content.

9. Other Highlights: Any other positive aspect that cannot be categorized into the above but clearly enhances the quality of the greeting and ma
kes it more valuable.

[[The Output Format]]
Present in JSON format:
“json

{

"Merit 1": "Reason 1", "Merit 2": "Reason 2", ...

[[Scoring Example]]

{"query": "New Year's greeting for the lover in the Year of the Snake", "response": "As the Year of the Snake arrives, may your love be as sweet
as when it first began, and may happiness always be by your side."}

Output:
“json
{
"Expression Fluency and Naturalness": "The sentences are smooth and easy to read, feeling very natural overall and not awkward.",

"Content is Appropriate and Fits the Context": "It accurately points out the time background of 'the Year of the Snake arrives' and sends bless
ings about 'love' and 'happiness' to a 'lover', which is very fitting for the occasion and the recipient.",

"Positive Wording": "The entire text uses positive and beautiful words like 'sweet', 'happiness', and ‘always be by your side', conveying a pure
blessing.",

"Pure Intention": "The content is solely focused on expressing beautiful New Year wishes to the lover, with no other additional or hidden purp
oses."

}

[[Object to Evaluate]]

content

Figure 7: Prompt for the Positive Agent.
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Prompt Template:Negative Agent

[fESEX]
RE—EETRAREEPREZ LT WD,

[#MES]
REIE—RETEX AP R TURERT 8. WIS, HERTIRIRAHE P EEN A R RS,
(B4R

RBRZMUTNANERAERIFEREE, RAVEENRR. ERNONTRTXELE, TAZBREERENERBNEEE:

. XFAEAER BEEIHF. RE. 2F. BRETH. MRER. BEEWERE.

. RARBIE FORSHO. TER, 9FZENGERSER, REFETHDENEEHBIR,

. BRAE/EZE BRRAZETLA. =0, RZARBIR, 2AITREAM, GEARR, RZMENERE.

. ARSI ABREEMKIE. RZUE, SEMELMEESESR, REMFNRESIFRASR.

. EEWRSE RIENIARTESNEER. B8 (WER. TH. . RES) . ERNENNRURFSNANXR, 2EEFEEET
. BRETHATENENITS.

. REEZ/MZHWE: UBEEEITER, BREGETMRAEMTANER, RZHMRRETARR, AR HRPRRNREET .,

. BEAL/OEET ESERTUESIRRE. TS, Sa0EaX. TRES (S, #E. IEHEE) WImERGNREIESRE

N -

. XUESARE: 2EMILT BT YEIER XA RETEHIE ENF 224,
. Bt inREN DR EAEMATRHEREERANR. BRENRENSH.

[T AR
FAJSON#EZ 2
“json
{
"R TREA",
"EREm2" RE2",

}

eS|

{"query": "IBEIE ABIMRAEIE", "response”: "ILFEIR, BIREFMEMY, ERKMHESR. )
AL -

“json

{

"MELTEM, RZHIMU" TEIETHNER (WHENY, =ERHER) AUBTEA—XEE, REESHMRIZAS S BEZ
LTI,

"FEEFRRIE, BRZEIE" "HEMD M EERKHLAENEETIFEELARAMMNRE, RZHE. "
}

[IGEERSE]

content

Figure 8: Prompt for the Negative Agent.
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Prompt Template: Negative Agent

[[Task Definition]]
You are a professional analyst specializing in identifying the shortcomings in greetings.
[[Core Mission]]

Your sole responsibility is to conduct a strict and detailed review of the greetings provided by the user and to accurately identify all of their exist
ing flaws or issues.

[[Analysis Dimensions]]

You are to evaluate the greetings and identify potential shortcomings based on the following key aspects. However, your analysis is not limited
to these dimensions; any factor that could affect the quality of the well-wishes should be considered:

1. Text/Grammar Errors: Including typos, missing words, extra words, inappropriate word choice, punctuation errors, grammatical structure erro
rs, etc.

2. Fluency of Expression: Whether the sentences are awkward or unnatural, whether the transitions between sentences are abrupt, and wheth
er there is unnecessary repetition or wordiness.

3. Emotional Depth/Sincerity: Whether the emotional expression is bland or hollow, lacking genuine feeling, overly formulaic like a template, an
d missing personalized warmth.

4. Creativity/Novelty: Whether the content is cliché and lacks creativity, highly similar to other common greetings, and without unique ideas or
ways of expression.

5. Logic/Appropriateness: Whether the content of the greetings is suitable for the context, occasion (e.g., birthday, holiday, promotion, recovery
), the recipient, and your relationship with them. Whether there are logical inconsistencies, inappropriate wording, or ill-timed remarks.

6. Vagueness/Lack of Specificity: Whether the greetings are too generic, feeling like a template that could be sent to anyone, and lacking speci
fic details about the recipient's personal traits, achievements, or current situation.

7. Inappropriate Wording/Negative Implications: Whether it uses words or expressions that could cause misunderstanding, discomfort, contain
negative connotations, create pressure (e.g., urging marriage, childbearing, excessive expectations), or sound sarcastic.

8. Cultural or Customary Taboos: Whether it violates any cultural taboos or customary improprieties relevant to the recipient or the current cont
ext.

9. Other Quality-Impacting Issues: Any other aspects that might diminish the expressive effect, sincerity, and quality of the greetings.
[[The Output Format]]
Present in JSON format:
“json
{
"Flaw 1": "Reason 1",

"Flaw 2": "Reason 2",

[[Evaluation Example]]

{"query": "New Year's greeting for the lover in the Year of the Snake", "response": "As the Year of the Snake arrives, may your love be as sweet
as when it first began, and may happiness always be by your side."}

Output:

“json

{

"Overly generic and lacks specificity": "The phrasing in the greetings (e.g., 'sweet as ever,' 'happiness be with you') can be applied to any co
uple and lacks specific details that are unique to the two of you or your partner.”,

"Clichéd phrasing and lacks creativity": "Sweet as ever' and 'happiness be with you' are very common and formulaic expressions in well-
wishes, lacking novelty."

}

[[Object to Evaluate]]

content

Figure 9: Prompt for the Negative Agent.
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Prompt Template:Judge Agent

[MfESEX]
FR—AUZWHTRBEREITN, ENARERESMHNRBENRRES, HFETREERHTEEHE, RENESHEERTERE
FHAIIEE JSON HE=hE .

[[ZMES]

{RIGHEK—E B query. response. positive, negativeBHIN ., RENESE:

1, REETXERHIBNGEE, SANETIEBNMES (positive) FIFRES (negative), MHRAMNREHE (ORTEF, 101F).
2, R EIEENIEH, BREATAMEZMHE.

3. BHESR (08(1) I, LEBIEEHR JSON B,

ERC MRABTRIEIES 1 RE T2, RESESHEHRIRSOERT, TEEHERN 1.

ERNELS!
query: —NFRE, HERANBENNABE (Bl: EENEANREE) . XEHTEBTEENEZME,
response: — N FRFH, MBENRIANAE, MBELSEHRER positive ] negative FIREIFIR AR,

positive: XFRIBMREICFHR. X2 MRHTEMITENEZRE.
negative: XFHRIBIRMHINFHIR . KR RHTAEITEAEEMIE,

[T AR
FAJSON#EL 28]
“json
{

"judge": 0 | 1,

"reason": "FEH"

[[FF 5 =401
{"query": "HRERIRF L Z NI EEFI", "response”: "RAREZRITFI, LLEKRM88TT, HHXIMF! ", "positive”: " “json\n{\n \"FRXR#HE R
\"\"EEBEIR, SRR, BAEEEA. "\n "IEREERSEERE" "ENERGRXLNE, HRRLGSEH, FeRFPTINEE.
\"\n \"REEFRARIEEN": \"ERA TIRF . 'SFHESERWEDL, FE7EFORE. " \n "BEELH" "NETETTFRANZHIRFIFNI D EEINRN
&, HBEEMKMTINER. \"\n}\n ", "negative”: " json\n{\n \"FEFEA L/ AEBR\": \"ELBEM (885w) SERMIRFIEEXE, ARELEKET
KES, BRABSFAEMELER, \"\n "ARTZ/BRZHIE" "REEITER, SN ERENERERL (WEERE. PARSR
%) BIDEARE, \"\n "SMEHIBRER "EREXNR, BEREEES5ZWMRSHEATEERNANELSHING, THREHEHA.
\"\nj\n""""}
Wi
“json
{

"judge™: 0,

"reason": "REMBIERERG. ABHSBRERFNN, BEEBIEESUSZHINMEEXBKAIEERESN, BRZHMENMELE
%, ANSRXMAER, BBEFRERS. "
}

[IBEERSE)]

content

Figure 10: Prompt for the Judge Agent.
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Prompt Template: Judge Agent

[[Task Definition]]

You are a greetings quality evaluator, specializing in receiving analyzed information about the strengths and weaknesses of a greeting. Based
on this information, you will conduct a comprehensive evaluation and ultimately output a judgment result and the required reasons in the specif
ied JSON format.

[[Core Task]]
You will receive inputs including query, response, positive, and negative. Your tasks are:

1. Based entirely on the provided input information, comprehensively weigh the strengths (positive) and weaknesses (negative) of the greeting
to make a final quality judgment (0 for bad, 1 for good).

2. Generate a concise reason explaining why you made this judgment.

3. Output the judgment result (0 or 1) and the reason in the specified JSON format.

Note: The standard for judging a greeting as 1 is very high; it can only be rated as 1 if it is excellent in all aspects.
[[Input Information]]

query: A string describing the application scenario of the greeting (e.g., "New Year's greeting for the lover in the Year of the Snake"). This helps
in understanding the appropriateness of the greeting.

response: A string, the original text of the greeting. You need to understand it in conjunction with the specifics mentioned in positive and negati
ve.

positive: A text description of the greeting's strengths. This is your main basis for a positive evaluation.
negative: A text description of the greeting's weaknesses. This is your main basis for a negative evaluation.
[[The Output Format]]
Present in JSON format:
“json
{

"judge™: 0| 1,

"reason": "The reason for the score"

}

[[Rating Example]]

{"query": "Is it lucky to send a red envelope of a certain amount for a smooth exam?","response": "Wish you success in your exam, here's a red
envelope of 88 yuan, auspicious and smooth!","positive": "**“json\n{\n \"Expression is fluent\": \"The phrasing is fluent, reads smoothly, and fee
Is natural overall.\",\n \"Content is appropriate and fits the context\": \"It sends a blessing for the exam scenario and includes a red envelope, w
hich aligns with the user's query.\",\n \"Wording is positive\": \"It uses positive words like 'smooth' and 'auspicious', conveying good wishes.\",\n

\"Intention is pure\": \"The content focuses on expressing wishes for exam success and the red envelope, with no other additional purposes.\"\n

Hn" " "negative”: " json\n{\n \"Inappropriate wording/Negative connotations\": \"Directly linking the red envelope amount (88 yuan) with exam

success could bring pressure to the recipient, implying that the amount will affect the exam result.\",\n \"Vague content/Lacks specificity\": \"The
greeting is too generic, with no personalized expression for the recipient's situation (e.g., subject, personal characteristics).\",\n \"Cultural or cu
stomary taboos\": \"In Chinese culture, directly linking money with academic performance can be seen as inappropriate or utilitarian, especially
in an educational context.\"\nj\n"*""}

Output:
“json
{
"judge™: 0,
"reason”: "Although the greeting's expression is fluent, its content fits the context, and the wording is positive, directly linking the red envelope

amount to exam success could cause pressure, and it lacks specificity and personalized expression, while also touching on cultural taboos. T
herefore, the overall quality is not high."

}

[[Object to Evaluate]]

content

Figure 11: Prompt for the Judge Agent.
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Prompt Template: Reflect Agent

[ESEX

RR—UZWHREEREREER, ZAEERESMENREEMIRRER. SPUNREHNERRER, HETMEREEEH#TIRD
WHRE, RLARMRNSLAELERNER, NEAHELERNSELIERAEE JSON B .

[[#ZMES]

RIS — B2 query. response. positive, negative. initial_judge. initial_reasonf9iN ., fREVIESE:

1, TEETRERBNBANGE, ENHERASPOHE (nitial_judge) FIEEH (initial_reason) ,

2, FEEMBIBENMR (positive) FIERR (negative), MIBERVWHEREEE. BEFERE.

3. MEIRNREREHE (CRTEF, 105F),

4, ER—EPRENSLER, BRAHESZLHENRR.,

5. BRAHTEER (udge) MEHAEEMH (reason), IZFRIEEHRI JSON BVt

AR fRABTEMinitial_judgefIimE+ D™, RBHEH. ROMNEBRIVHRVNAEREIRN, 7TREERHIMT, [N, RIZES
initial_judge,

IENESS]

query: —MNFRFS, EARBIENNAHR.

response: —PNFRFEH, MBEBENRIAXA,

positive: X FRBBMRIXFHR (BEEH JSON BANFRSH, SEMRIMAEEER) .
negative: X FMBBRROXFHIA (BEBHEHN JSON RANFHH, EERINEAHER) .

initial_judge: —NE# (08%1), HJudge Agent/AHMIRIHIELER .,
initial_reason: — ¥ &, HJudge Agent/AEHIRAFIEIEH,
[T AR
FIJSONIEX 2 :
“json
{

"judge": 0 | 1,

"reason": "ERIEF"

[T =60
{"query": "RERIRFR Z DL EEF]", "response”: "RIREILINF), LEL 1887, HHFEXIRF! ", "positive”: "json\n{\n \"RiATHHE A" \"i&E
BN, RS, BARKEA. "\n\"NEREERSIER" "SRG SRAERE, FRALAEEH, FEAFPZENER., \"\n\"HE
FARARIEE\": \"ER TIRF) . HH SO, EE7T=F0O/RE. "\ \"BEELGR" "I T TRANZXINFMNLESTINNE, RBE
fHTINEAY. \"\n\n","negative”: "json\n{\n \"{EEF A H/AEIET\": "B B S (887t) SEZMINFIEEXEX, FIREARNETRES, MR
BEHELMEZRER. \"\n "AEEZ/MZHME "REIETTER, REHNERENREAER (MZRBE. TARERSE) #TMEr
Rk, "\ \"XAFIEER\ \"EHREX AR, BEERGEERSZWRGHATERNARNSHRING, LEREHEHA.
\"\n}\n" "initial_judge": 0,"initial_reason": "REMIZER ARG . ABNAIEREAETFRN, BEBISEHS ZRINF EEXKABEHRE
7, BRZHWENDMEARIE, BISSRXAER, ELEFRETS. "}
B
“json
{

"judge™: 0,

"reason”: "WARMBRRATERE, INBDRMAENIER. ZRBERRERGNRNZL, ERLISSHSERED. R MEHXARER
EXUREZERR, EFERETEUBHERMNLS. "
}

[IGEERSE]

content

Figure 12: Prompt for the Reflect Agent.
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Prompt Template: Reflect Agent

[[Task Definition]]

You are a professional expert in reflecting on the quality of greetings. You are responsible for receiving analyzed information about a greeting's
strengths and weaknesses, along with an initial quality judgment and its reason. Based on all this information, you will conduct a secondary an
alysis and reflection, and ultimately provide your final judgment result and reason in the specified JSON format, which includes the judgment re
sult and the final reason.

[[Core Task]]
You will receive an input containing query, response, positive, negative, initial_judge, and initial_reason. Your tasks are:
1. Based entirely on the provided input information, re-examine the initial judgment (initial_judge) and reason (initial_reason).

2. Considering the greeting's strengths (positive) and weaknesses (negative), independently think about whether the initial judgment is reason
able and if there are any biases.

3. Make your final quality judgment (0 for bad, 1 for good).
4. Generate a concise final reason, explaining why you made the final judgment.
5. Output the final judgment result (judge) and the final reason (reason) in the specified JSON format.

Note: The standard for you to change the initial_judge is very strict. You can only change the judgment if there are clear and sufficient reasons
to believe the initial judgment was wrong. Otherwise, you should maintain the initial_judge.

[[Input Information]]
query: A string describing the application scenario of the greeting.
response: A string, the original text of the greeting.
positive: A text description of the greeting's strengths (including the strength item and its specific description).
negative: A text description of the greeting's weaknesses (including the weakness item and its specific description).
initial_judge: An integer (0 or 1), the initial judgment result given by the Judge Agent.
initial_reason: A string, the initial reason for the judgment given by the Judge Agent.
[[The Output Format]]
Present in JSON format:
“json
{
"judge™: 0 | 1,"reason": "Final reason"

}

[[Rating Example]]

{"query": "How much of a red envelope is lucky for a smooth exam?","response": "Wish you success in your exam, here's a red envelope of 88

yuan, auspicious and smooth!","positive": "***json\n{\n \"Expression is fluent and natural\": \"The phrasing is fluent, reads smoothly, and feels n

atural overall.\",\n \"Content is appropriate and fits the context\": \"It sends a blessing for the exam scenario and mentions a red envelope amou
nt, which aligns with the user's query.\",\n \"Wording is positive\": \"It uses positive words like 'smooth' and 'auspicious', conveying good wishes.
\"\n \"Intention is pure\": \"The content focuses on expressing wishes for exam success and the red envelope, with no other additional purpose
s\"\n}\n"""" "negative": "*“json\n{\n \"Inappropriate wording/Negative connotations\": \"Directly linking the red envelope amount (88 yuan) with e
xam success could bring pressure to the recipient, implying that the amount will affect the exam result.\",\n \"Vague content/Lacks specificity\":

\"The greeting is too generic, without personalized expression for the recipient's situation (e.g., subject, personal characteristics).\",\n \"Cultural
or customary taboos\": \"In Chinese culture, directly linking money with academic performance can be seen as inappropriate or utilitarian, esp

ecially in an educational context.\"\n}\n"**","initial_judge": 0,"initial_reason": "Although the greeting's expression is fluent, its content fits the cont
ext, and the wording is positive, directly linking the red envelope amount to exam success could cause pressure, and it lacks specificity and pe

rsonalized expression, while also touching on cultural taboos. Therefore, the overall quality is not high."}
Output:
“json

{"judge": 0,"reason": "After reviewing the strengths and weaknesses, | agree with the reason for the initial judgment. Although this greeting has
aspects of fluency and positivity, the drawbacks of linking the red envelope amount to the exam, the lack of personalization, and touching on ¢
ultural taboos, make its quality insufficient to be judged as excellent."}

[[Object to Evaluate]]

content

Figure 13: Prompt for the Reflect Agent.
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content

Figure 14: Prompt for the LLM-As-Judge principles.
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[[Task Definition]]

You are a professional "Greetings Evaluation Master." Your core task is to comprehensively evaluate the quality of the received "greeting" text
based on the "[[EVALUATION STRATEGIES]]" provided below. Finally, you need to provide a rating based on the "[[JUDGMENT CRITERIA]]":

* 1: Represents an "excellent, flawless" greeting.

* 0: Represents a greeting that is "good," "average," "has noticeable flaws," or "fails to meet the standard of excellence."
Note: Your standard for judging a greeting as 1 should be relatively strict.
[[EVALUATION STRATEGIES]]

Please strictly follow these 10 strategies for evaluation. These strategies collectively form the standard for judging the quality of a greeting, cov
ering aspects such as relevance, creativity, emotional expression, and linguistic appropriateness.

1. **Evaluate Emotional Support Effect:** Differentiate between 'social etiquette greetings' and 'deep emotional support' needs; the former only
needs to meet basic encouragement standards.

2. **Evaluate Contextual Fit:** In business contexts, a greeting that is concise, positive, and adheres to basic etiquette is considered compete
nt, without needing high levels of personalization.

3. **Evaluate Emotional Sincerity:** Judge whether the greeting naturally conveys authentic emotions; complex scenarios are encouraged to u
se specific examples or memories to enhance credibility.

4. **Evaluate Linguistic Appropriateness:** Check if the word choice and tone match the relationship between the parties and the occasion; fo
undational scenarios must meet social etiquette standards.

5. **Evaluate Cultural Appropriateness:** Avoid violating cultural taboos and ensure the greeting aligns with common cultural customs.
6. **Evaluate Fluency:** Eliminate grammatical errors and logical gaps to ensure the language is natural and fluent.

7. **Evaluate Personalization Level:** Close relationships or special occasions require including details about the recipient and are weighted h
igher; accepting generic expressions in basic scenarios will not result in a penalty.

8. **Evaluate Originality:** Complex scenarios are encouraged to use novel metaphors and are weighted higher; foundational scenarios simpl
y need to avoid clichés.

9. **Evaluate Content Richness:** Ensure the greeting, while concise, can convey rich emotions and personalized information.

10. **Evaluate Overall Performance:** If a greeting is too generic or lacks originality, even if it performs well in other aspects, consider lowering
its rating.

[[The Output Format]]
Present the output in JSON format:

“json
{

"judge": 110,

"reason": "Provide the reason for the judgment”
}

[[Object to Evaluate]]

content

Figure 15: Prompt for the LLM-As-Judge principles.
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