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Messages from the Organizers

Multimodal generation techniques have heralded new possibilities in creative content generation. Yet,
the evaluation of such multimodal outputs remains a largely uncharted area, with fundamental questions
still unresolved. These include understanding the contributions of individual modalities, the utility of
pre-trained large language models in multimodal contexts, and the metrics for assessing faithfulness and
fairness in generated outputs.

The first EvalMG workshop seeks to address these gaps by convening leading minds from natural
language processing, computer vision, and multimodal AI. Our objective is to spearhead the development
of robust evaluation methodologies that will propel further research in multimodal generation.

We received 21 submissions for this workshop, out of which 7 were accepted, including 5 long papers and
2 short papers. We have invited 11 reviewers and each submission was rigorously reviewed by at least
three reviewers. The meta-reviews and final decisions were collaboratively handled by the organizing
team.

We extend our deepest gratitude to all contributors—authors, reviewers, and particularly The University
of Adelaide, for their generous support of this workshop. Your collective efforts are instrumental in
shaping the future of multimodal research.
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