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Abstract

Machine translation (MT) research addressing
gender inclusivity has gained attention for pro-
moting non-exclusionary language represent-
ing all genders. However, existing resources
are limited in size, most often consisting of
single sentences, or single gender-fair formu-
lation types, leaving questions about MT mod-
els’ ability to use context and diverse inclusive
forms. We introduce Glitter, an English-
German benchmark featuring extended pas-
sages with professional translations imple-
menting three gender-fair alternatives: neu-
tral rewording, typographical solutions (gen-
der star), and neologistic forms (-ens forms).
Our experiments reveal significant limitations
in state-of-the-art language models, which de-
fault to masculine generics, struggle to inter-
pret explicit gender cues in context, and rarely
produce gender-fair translations. Through
a systematic prompting analysis designed to
elicit fair language, we demonstrate that these
limitations stem from models’ fundamental
misunderstanding of gender phenomena, as
they fail to implement inclusive forms even
when explicitly instructed. Glitter estab-
lishes a challenging benchmark, advancing re-
search in gender-fair English-German MT. It
highlights substantial room for improvement
among leading models and can guide the de-
velopment of future MT models capable of ac-
curately representing gender diversity.

https://github.com/pranav-ust/
glitter

https://huggingface.co/datasets/
mbvslowride/glitter

1 Introduction

Language and society are deeply interrelated
(Montgomery, 2008), with language both reflect-
ing and reinforcing societal norms and power im-
balances. This relationship is particularly evident

∗The first two authors contributed equally.
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Figure 1: Construction of Glitter involves select-
ing natural and synthetic English passages and post-
editing into multi-form German GFL references.

in gender representation (Hord, 2016), where, for
example, the (supposedly) generic masculine—a
form often used to address all genders—fails to be
interpreted inclusively (Gygax et al., 2008). In-
stead, it significantly influences readers’ mental
representations of gender across various contexts
(Sato et al., 2025; Fatfouta and Sczesny, 2023).

Motivated by growing societal awareness and
institutional recognition (EIGE, 2019), recent
work in natural language processing (NLP) has fo-
cused on developing resources and methods that
promote gender-inclusive language technologies
(Piergentili et al., 2023; Lardelli et al., 2024;
Waldis et al., 2024; Bartl and Leavy, 2024). Ma-
chine translation (MT) presents a critical domain
for these efforts, as gender-fair forms1 provide al-
ternatives to masculine generics that otherwise di-
minish the visibility of women and non-binary in-
dividuals in translations (Choubey et al., 2021;
Lardelli, 2023). This challenge is particularly pro-

1We use “gender-fair” as an umbrella term to encompass
both gender-neutral rewording and gender-inclusive forms
such as typographical characters and neomorphemes.
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nounced when translating from notional gender
languages (e.g., English) into grammatical gen-
der languages requiring extensive gender markers
and morphological agreement (e.g., romance lan-
guages and German) (Savoldi et al., 2022).

Recent research has introduced benchmark
datasets aimed at measuring how effectively cur-
rent MT systems support translation beyond binary
gender representation (e.g., Piergentili et al., 2023;
Lardelli et al., 2024; Friðriksdóttir, 2024). How-
ever, these resources remain limited in two critical
aspects: they typically focus on short sources—
often single sentences—and they address only one
type of gender-fair formulation (e.g., neutralization
through rewording). Despite being a solid start-
ing point, this approach overlooks other inclusive
strategies gaining traction among German speak-
ers, such as typographical solutions that explic-
itly indicate all genders (Waldendorf, 2023). Thus,
fundamental questions remain about the abil-
ity of MT models to leverage contextual cues
in extended passages and implement diverse,
gender-fair forms appropriate to the context.

To address these limitations, we introduce
Glitter (acronym for Gender Language
Inclusivity and Translation Testing Evaluation
Resource) a comprehensive English-German
translation benchmark featuring multi-sentence
passages with professionally post-edited gender-
fair translations. This resource introduces two
key innovations: (1) its focus on extensive con-
text beyond sentence-level evaluation, and (2)
its provision of multiple professionally curated
gender-fair translations resulting in three parallel
outputs—gender-neutral rewording, gender star
(*), and ens-form translations. We benchmark five
open-weight and commercial language models
on Glitter and discover a widespread bias
towards masculine forms regardless of contextual
cues, and almost absent gender-fair translations.
Moreover, we experiment with in-context learn-
ing to steer models towards gender-fair forms.
However, even with explicit instructions, models
struggle to correctly identify contexts that warrant
inclusive language and implement corresponding
gender-fair alternatives, resulting in inappropriate
application of gender-fair translation techniques.
These findings underscore the need for more
focused research to enhance language models’
ability to accurately represent all genders when
used for MT.

2 Gender-Fair Language in German

Grammatical gender languages such as German re-
quire gender marking in several word classes, e.g.,
nouns, pronouns, articles, and adjectives. In the
case of person-referring terms, there is an over-
lap between the term’s grammatical gender and the
extra-linguistic referent’s gender (Corbett, 1991).
This may hinder the linguistic visibility and in-
clusion of gender identities beyond the binary be-
cause, for instance, most European languages have
two or three grammatical genders only, i.e., mas-
culine, feminine, and neuter.2 Moreover, said lan-
guages rely on masculine forms as generics, re-
ducing the visibility of women and other genders
in linguistic and cognitive representation (Sato
et al., 2025). This masculine-default bias perpetu-
ates inequality, while gender-fair alternatives pro-
mote more inclusive representations (Fatfouta and
Sczesny, 2023).

German has developed several approaches to
gender fairness: neutralization replaces gendered
terms with neutral alternatives (“die Studieren-
den” instead of “die Studenten”); coordination
explicitly includes masculine and feminine forms
(“Studentinnen und Studenten”); typographical
solutions incorporate inclusive characters like
the Gendersternchen (“Student*innen”), Gender-
Doppelpunkt (“Student:innen”), or Gendergap
(“Student_innen”); gender-fair neosystems, e.g.,
the ens-forms (“Studens”), introduce a new set of
morphemes inclusive of all genders (Lardelli and
Gromann, 2023b; Dick et al., 2024). These strate-
gies vary in acceptance, reflecting ongoing evolu-
tion toward greater inclusivity.

3 Related Work

Gender Bias in MT. A long record of research
on gender and MT has established that modern
technologies are biased (Savoldi et al., 2025b), has
designed resources to evaluate (binary) gender bias
(Zhao et al., 2018; Stanovsky et al., 2019; Van-
massenhove and Monti, 2021; Currey et al., 2022;
Rarrick et al., 2023; Piazzolla et al., 2024; Rar-
rick et al., 2024; Robinson et al., 2024, among
others), and proposed methodological approaches
to mitigate it (Saunders and Byrne, 2020; Saun-
ders et al., 2020; Stafanovičs et al., 2020; Attana-
sio et al., 2023; Garg et al., 2024, among others).
This extensive body of work has primarily focused

2The neuter for people is rare as it is typically associated
with a negative social-evaluative function (Lind, 2022).
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Aretha Franklin, the Queen of Soul, [...] spans across multiple generations. Musicians like her have consistently redefined the landscape of various music
genres. These women in music inspire countless budding artists to pursue careers in music and continue to break barriers in the industry.

Aretha Franklin, die Königin der Soul-Musik, [...] mehrere Generationen. Musikerinnen wie sie haben die Landschaft verschiedener Musikgenres
kontinuierlich neu definiert. Diese Frauen in der Musik inspirieren unzählige aufstrebende Künstler, eine Karriere in der Musik zu verfolgen und weiterhin
Barrieren in der Branche zu durchbrechen.

Unambiguous Gender Phenomena

The open-plan office fostered collaboration and innovation. Teams exchanged ideas and worked towards common objectives with enthusiasm.
Colleagues, such as John and Emily, supported each other's professional [...]. The culture of teamwork enhances workplace dynamics.

Das Großraumbüro förderte Zusammenarbeit und Innovation. Teams tauschten Ideen aus und arbeiteten mit Begeisterung auf gemeinsame Ziele hin.
...                                                 
                                                     
                                                     wie John und Emily, unterstützten die berufliche [...] anderen Person. Die Kultur des Teamworks [...] Dynamik am Arbeitplatz.  
Mitglieder der Kollegschaft

Kolleg*innen
Kollegens

Ambiguous Gender Phenomena with GFL Alternatives

Figure 2: Unmbiguous and ambiguous examples from Glitter. EN source sentence in black, DE post-edited
reference in blue. For the unambiguous example, the referential gender of the seed noun is disambiguated by
contextual cues in the trailing context. We provide three GFL alternatives (gender-star, -ens ending, and reworded
neutral) for ambiguous terms.

on binary gender bias, examining how MT sys-
tems incorrectly translate between masculine and
feminine forms or default to masculine generics.
However, it does not address the broader challenge
of gender-fair translation that encompasses non-
binary and gender-neutral language forms.

Gender-Fair Language Resources. More re-
cent research, questioning the old binary frame-
work for gender, has sought to investigate NLP
methods and resources for enhancing the repre-
sentativeness of all genders. Classic NLP prob-
lems have been re-framed to include non-binary
perspectives, e.g., text classification (Waldis et al.,
2024) or (biased) language modeling (Felkner
et al., 2023). Hossain et al. (2024) addressed
misgendering of transgender and non-binary indi-
viduals and released a dataset with misgendering
corrections. Inquiries into translation technolo-
gies revealed that MT models struggle to generate
fair translations, particularly when handling neo-
pronouns (Lauscher et al., 2023), evenwith leading
commercial models (Savoldi et al., 2024b). Glit-
ter falls in this category, providing a comprehen-
sive resource to evaluate gender-fair MT.

New MT benchmarks test whether modern
translation systems can implement gender-fair
translation from English into Italian (Piergentili
et al., 2023, GeNTE), (Savoldi et al., 2025a,
mGeNTE), (Piergentili et al., 2024, NEO-GATE),
Icelandic (Friðriksdóttir, 2024, GenderQueer),
French (Jourdan et al., 2025, FairTranslate), Span-
ish (Savoldi et al., 2025a), and German (Lardelli
et al., 2024; Savoldi et al., 2025a). Most of these
resources propose parallel corpora based on single
sentence pairs (e.g., GeNTE/mGeNTE) or short

passages (GenderQueer). Glitter overcomes
this limitation, providing four-sentence long pas-
sages with gender cues located in different parts
of the context. Moreover, previous benchmarks
propose fair translations, typically using a single
gender-fair strategy. GeNTE and mGeNTE rely
on gender-neutral rephrasing, while NEO-GATE
uses neomorphemes to replace traditional gen-
der markings. GenderQueer leverages Icelandic’s
neuter gender, and FairTranslate uses typographi-
cal marks and neomorphemes/neologisms. Glit-
ter improves upon existing benchmarks, provi-
sioning three gender-fair alternatives, all curated
by professional translators.

4 Constructing Glitter

We create Glitter through a three-step process
(Figure 1): i) extracting and augmenting English
sources to ensure comprehensive coverage of gen-
der phenomena, ii) annotating gender contexts
for nuanced evaluation, and iii) developing pro-
fessionally post-edited references in three distinct
gender-fair forms for each source passage. The
complete data statement (Bender and Friedman,
2018) is given in Appendix A.

4.1 Collecting Source Sequences

Wikipedia Collection. We extract English
source passages from Wikipedia,3 using 115
gender-ambiguous plural nouns as seeds (e.g.,
deputies) from Lardelli et al. (2024) and our own
additions. For each seed occurrence, we extract
the matching sentence along with two preceding

3https://huggingface.co/datasets/wikimedia/
wikipedia, version: 20231101.en, “train” split.
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and one trailing sentence (when available) to
capture both intra- and extra-sentential gender
phenomena. Therefore, each passage is composed
of four sentences. We apply quality filters (re-
quiring proper POS tagging and minimum word
counts) and retain passages containing gendered
referential expressions (e.g., she, mother) that
might disambiguate the gender of seed nouns, fol-
lowing the approach in Currey et al. (2022). Refer
to Appendices A, B.1 and B.2 for more details. We
ensured dataset diversity by extracting Wikipedia
passages with varied styles, including quotations
and direct speech. The multi-contributor nature
of Wikipedia content provides natural variation in
lexical choice, writing style, and topical coverage.

Synthetic Augmentation. To address underrep-
resented scenarios in our natural data, particularly
unambiguous instances with gender cues in the
trailing context, we augment the collection with
synthetic data. This dataset is specifically designed
to complement the encyclopedic style, extending
the data source and style of our dataset; thus adding
more diversity and variety to our benchmark. We
prompt GPT-4o (gpt-4o-2024-08-06) to gen-
erate multi-sentence passages, then perform light
post-editing to improve quality and diversity (see
full details in Appendix B.4). Post-editing was
necessary as LLM-generated passages predomi-
nantly defaulted to male gender references and
intra-sentential disambiguation. Through targeted
editing, we ensure balanced representation of dis-
ambiguation locations (preceding, matching, and
trailing sentences) and diverse gender references,
see Figure 2.

Adding Queer Content. MT systems often mis-
gender individuals (e.g., via incorrect pronouns)
or degender them (applying gender-neutral terms
where gender-specific forms would be appropri-
ate)4 (Subramonian et al., 2025; Tomasev et al.,
2021; Robinson et al., 2024). To address this repre-
sentation issue, we deliberately incorporated pas-
sages fromWikipedia pages tagged with LGBTQ+
topics, thus collecting 112 additional instances
(56 ambiguous and unambiguous gender con-
texts). This sampling ensures queer contexts
are adequately represented and allows us to as-
sess whether MT handles gender differently when

4E.g., using “Patient*innen” for a group of transgender
women rather than a feminine form. This erasure of gen-
der identity is particularly harmful for transgender individuals
whose gender recognition is critical to their dignity.

dealing with queer-related content—where correct
gendering matters particularly.

4.2 Annotating Gender Phenomena

Ambiguity in Gender. We define ambiguous
passages as those lacking gender cues for the seed
anywhere in the context, where models should ide-
ally avoid defaulting to specific gender forms. Un-
ambiguous passages contain instead explicit gen-
der cues disambiguating the seed word. Refer to
Figure 2 for an example. We classify sources into
mutually-exclusive scenarios: Ambiguous pas-
sages and Unambiguous passages with subcate-
gories Female, Male, and All genders (indicat-
ing diverse gender representation beyond binary,
e.g., “Chairpeople, encompassing a diverse gen-
der representation, led the discussions...” or a
combination of genders “Voters, which includes
women and non-binary folks...”). The breakdown
of the categories in Glitter is given in Table 1.

Pre-annotation via LMs. Given the substantial
scale of our dataset, we leverage LMs as pre-
annotators to categorize passages by ambiguity
type efficiently. Before pre-annotation, we first
validate which LM strongly correlates with hu-
man judgment. We evaluate two strong multilin-
gual models: OLMo 2 Instruct (OLMo et al.,
2024) and Qwen 2.5 72B (Yang et al., 2024). For
validation, we randomly select 115 stratified in-
stances covering diverse seed phrases and manu-
ally annotate them for gender ambiguity. Com-
paring these gold annotations against model pre-
dictions, Qwen 2.5 72B demonstrates a substan-
tially higher agreement (weighted F1 = 0.781,
κ = 0.62) than OLMo 2 Instruct (weighted
F1 = 0.653, κ = 0.39), particularly for
correctly identifying unambiguous gender contexts
(refer to Appendix C.2 for more details). Based
on these results, we adopt Qwen 2.5 72B to pre-
annotate our entire candidate pool. Using these
pre-annotations, we sample 2,620 candidate pas-
sages, stratifying by seed phrase and balancing
across ambiguity scenarios. For unambiguous
passages, we additionally annotate which part of
the context contains the gender cues (preceding,
matching, or trailing sentences). Through iterative
manual verification, we finalize 909 passages bal-
anced across all scenarios.
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Ambiguity Synth (%) #

Yes 43 458
No (F) 50 173
No (M) 39 208
No (All) 45 67

Table 1: EN sources statistics. Counts by seed gender
ambiguity type and synthetic instance ratio per split.

4.3 Collecting German References
We automatically translate the final pool of pas-
sages using Tower Vesuvius,5 a leading commer-
cial translation system. We hire four professional
translators with expertise in gender-fair German
to annotate the translation hypotheses on several
aspects, including whether the seed was correctly
translated and which gender form was used by the
model. The translators collect span-level annota-
tions for precise analysis of disambiguation pat-
terns in the translations. We task these profes-
sionals with post-editing the passages to provide
three gender-fair reference variants through min-
imal changes: gender-neutral rewording, gender
star (*), and ens-forms. The resulting corpus com-
prises 1,785 EN-DE parallel pairs, where 909
unique English sources are translated and profes-
sionally post-edited into three different gender-
fair forms whenever possible. Refer to the Ap-
pendix A for the annotation guidelines.

5 Benchmarking Translation Systems

We conduct an empirical analysis to assess sev-
eral MT models’ performance on Glitter. In
particular, we are interested in assessing whether
contemporary translation systems are robust to the
various setups we propose—ambiguous seeds that
require gender-fair forms, unambiguous scenarios
with different genders of the referent, location of
disambiguation gender cues, and synthetic vs. nat-
uralistic contexts.

5.1 Overall Translation Quality
We begin by verifying whether MT systems trans-
late the passages in Glitter reasonably well.
Besides gender-related aspects, length makes our
passages more challenging than existing gender
benchmarks—the median length in Glitter’s
sources is 71 words, compared to GeNTE’s 26
(Piergentili et al., 2023), and GenderQueer’s 15
(Friðriksdóttir, 2024).

5https://www.widn.ai accessed on February 20, 2025.

Model CometKiwi (↑) MetricX (↓)
NLLB 3.3B 0.415 5.983
Gemma 3 27B 0.858 1.458
EuroLLM 9B 0.860 1.452
Vesuvius 0.875 1.346

Table 2: Overall translation quality results on Glitter.

Setup. We test the overall translation quality of
four state-of-the-art multilingual models: NLLB
3.3B (Team et al., 2022), an encoder-decoder
model specialized for MT, two general-purpose
open-weight autoregressive LMs in their instruct
version, EuroLLM 9B (Martins et al., 2025) and
Gemma 3 27B (Team et al., 2025), and we also in-
clude the original translation from Vesuvius (see
§4.3). To assess quality, we use two reference-
free metrics that ranked among the top perform-
ers in recent editions of the WMT QE Shared
Task (Blain et al., 2023): CometKiwi 23 XXL
(Rei et al., 2023), producing sentence-level qual-
ity scores ranging from 0 to 1, and MetricX QE
23 XXL (Juraska et al., 2023) with scores ranging
from 0 to 25 and representing errors (the lower the
better). We used reference-free metrics as we want
to assess fluency and adequacy independently from
post-edited references. The details on the experi-
mental setup are given in the Appendix B.5.

Results. Table 2 shows the evaluation results
for all models on English-to-German zero-shot
translation. Vesuvius performs best, followed
by Gemma 3 27B and EuroLLM 9B that share
similar performance. Notably, EuroLLM 9B is
slightly better than Gemma 3 27B despite being
one third of its size. NLLB 3.3B performs signifi-
cantly worse and is hence not suitable for the task.

5.2 Manual Analysis of Gender Forms
We continue our analysis on Vesuvius and Eu-
roLLM 9B, the two models with the highest over-
all quality. In particular, we are interested in as-
sessing how the seed noun is translated across
Glitter’s diverse source scenarios.

Manual Analysis. We manually annotate all
translations to characterize the seed gender in the
German target passage, assigning one of the eight
labels: (1-3) gendered, either Female, Male, or
Both (e.g., “Teilnehmerinnen und Teilnehmer”),
(4) non-binary (e.g., use of typographical so-
lutions like the gender-star), (5) neutral (all)
(i.e., use of gender-neutral alternatives (e.g., “die
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Teilnehmemenden”), (6) untranslated (i.e., the
seed appears in English as part of larger expres-
sions such as “Assembly of Participants”), (7)
reworded (e.g., use of synonyms), or (8) error
(i.e., semantically wrong translation or omissions).
Note that, for these annotations, we focus on
the translated seed only. For instance, “weib-
liche Verwandte” (female relatives) is neutral
(all), considering the neutral seed word “Ver-
wandte”. We provide all results in Appendix B.3.
In what follows, we describe the general trends and
then dive into the detailed results for the diverse
context-related scenarios. The detailed results are
in Table 3. Readers should note that this analysis
was done on zero-shot translations without refer-
ence to our post-edited data.

5.2.1 Findings
Results show that the majority of passages have
been translated as gendered male by both
Vesuvius and EuroLLM 9B. This finding is in
line with the previous results of Lardelli et al.
(2024), obtained on the initial set of seed nouns.
When source gender is ambiguous, LMs de-
fault to masculine forms rather than using
gender-neutral alternatives. Table 3 (column
Ambiguity) shows that both models predom-
inantly translated ambiguous source texts into
gendered male (84%), except for a few trans-
lated as gendered female (∼3%) or neutral
(all) (∼7%).
Even with explicit female gender markers in
the source, LMs struggle to produce appropri-
ate feminine forms consistently. For unambigu-
ous female contexts, Vesuvius produced feminine
translations in 51.9% of cases versus EuroLLM
9B’s 39.7%. This result reveals a concerning as-
pect, with models’ biases towards the masculine
weighing more than explicit gender markers.
LMs persistently default to masculine forms
even when source texts explicitly indicate inclu-
sive contexts. For unambiguous “all genders” con-
texts (which ideally trigger inclusive forms), neu-
tral translations reached only 10.3% while mas-
culine forms still dominated (80.5–83.9%). This
demonstrates that current MT systems default to
masculine translations even when inclusivity is ex-
plicitly indicated.
LMs exhibit a clear positional bias in gender
cue interpretation. Table 3 (column Context
Cue) shows both models more accurately inter-

pret gender cues in preceding/matching sentences
(∼62–72% masculine) than in trailing contexts,
where seed nouns are predominantly translated as
masculine (79–85%). Vesuvius shows stronger
capability than EuroLLM 9B in interpreting con-
textual gender cues.

5.3 Automating Evaluations on Glitter
To facilitate future research on the benchmark, we
explore whether LLM-as-a-judge approaches can
automate the evaluation on Glitter. Following
recent work on automatic gender-neutral transla-
tion evaluation (Piergentili et al., 2025), we are in-
terested in detectingwhich gender form a hypothet-
ical MT system uses when translating the source
passages. In practice, we test whether general-
purpose LMs can approximate human judgment
to a reasonable extent. This idea echoes those of
several prior works that explored the use of large-
scale models to automate evaluation of NLP tasks
(Bavaresco et al., 2025), including MT (Kocmi
and Federmann, 2023; Vu et al., 2024), and,
more specifically, gender-fair translation (Piergen-
tili et al., 2025).

Setup. We prompt three open-weight instruct
models—Gemma 3 27B (Team et al., 2025),
Qwen 2.5 72B (Yang et al., 2024), and Qwen 3
32B (Yang et al., 2025)—and GPT-4.1 (gpt-4.1-
2025-04-1) to produce one of the labels to charac-
terize the gender of the German translation (§5.2).
We craft several prompts that allow an instruction-
following model to predict such labels. Follow-
ing Piergentili et al. (2025), we vary the informa-
tion available to the LLM critic (e.g., showing the
seed phrase or not, providing the source English
passage) to generate an assessment. Moreover, we
explore the effectiveness of in-context learning by
providing eight randomly shuffled examples (see
details in Appendix B.5).

Results. Table 4 reports the F1 and Recall scores
of the four judges across all the types of sources
with the best configuration found. GPT-4.1 is the
best model by a large margin, achieving solid
overall scores (F1: 0.88) and a peak recall for un-
ambiguous sources (all genders) of 0.91. The
second-best judge is Qwen 2.5 72B (F1: 0.72,
Recall: 0.66), while smaller Gemma 3 27B and
Qwen 3 32B fall short despite the claimed mul-
tilingual capabilities. Across all models, we re-
port higher results on average when the prompt
also includes the source passage, in line with Pier-
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Overall Type Ambiguity Context Cue

Total Nat. Syn. Amb. Male Female All Prec. Match. Trail.

Male Vesuvius 76.65 75.00 78.80 84.30 92.70 36.00 80.50 62.60 69.30 79.10
EuroLLM 9B 78.46 75.80 82.10 84.30 90.40 46.60 83.90 71.90 68.90 84.90

Female Vesuvius 12.12 10.40 14.40 3.60 0.50 51.90 4.60 26.50 19.70 14.00
EuroLLM 9B 9.72 10.40 8.80 3.40 0.90 39.70 3.40 16.80 18.90 7.00

All Vesuvius 0.10 0.00 0.20 0.00 0.00 0.00 1.10 0.00 0.40 0.00
EuroLLM 9B 0.20 0.20 0.20 0.40 0.00 0.00 0.00 0.00 0.00 0.00

Neutral Vesuvius 7.31 7.90 6.50 7.80 4.60 7.90 10.30 8.40 6.30 5.80
EuroLLM 9B 6.61 5.60 7.70 6.60 5.00 6.90 10.30 7.10 6.30 7.00

Table 3: Manual Analysis: Distribution of gender forms in translations (values in percentages) across differ-
ent conditions. Headers: Overall (percentage across all instances), Type (Natural vs. Synthetic text), Ambiguity
(Ambiguous or Unambiguous gender with Male/Female/All subcategories), and Context Cue (location of gender
disambiguation: Preceding, Matching, or Trailing sentence). Refer §5.2 for details.

Judge F1-score Recall Ambiguous Unambiguous (F) Unambiguous (M) Unambiguous (All)

Gemma 3 27B 0.5703 0.4865 0.3857 0.6720 0.5936 0.3953
Qwen 2.5 72B 0.7232 0.6640 0.6083 0.7407 0.8174 0.4302
Qwen 3 32B 0.6630 0.5587 0.5109 0.5926 0.6530 0.5233
GPT-4.1 0.8769 0.8586 0.8410 0.8571 0.8813 0.9070

Table 4: Judges alignment with human labels. Weighted F1-score and Recall on Glitter (left); Recall separately
by scenario type for the English source (right): ambiguous and unambiguous (female (F), male (M), all). Results
against human annotations on translations generated by Vesuvius.

gentili et al. (2025). The results are consistent
with EuroLLM 9B’s outputs (see all results in Ap-
pendix C.2) and highlight how the chosen open-
weight models are weaker judges compared to
commercial systems. Overall, we find the LLM-as-
a-judge approach, if used with care, to be a feasible
alternative for human judgements on Glitter.

6 Eliciting Gender-Fair Translation

We showed that MT systems consistently de-
fault to masculine forms when translating gender-
ambiguous English multi-sentence text into Ger-
man. Here, we explore whether LMs can be
prompted to produce gender-fair translations that
appropriately respond to contextual cues.

6.1 Setup

Models and prompts. We evaluate three instruct
language models: EuroLLM 9B, Gemma 3 27B,
Qwen 2.5 72B and five prompting strategies: (1)
Zero-Shot (ZS), providing basic instruction to
use gender-fair language when appropriate; (2)
Few-Shot (FS), adding examples of gender-star,
ens-forms, and neutral rewording alternatives; (3)
Contrastive (Contrast FS), explicitly comparing
masculine-generic translations with gender-fair al-
ternatives; (4) Chain-of-Thought (CoT), demon-

strating reasoning about gender-ambiguous terms;
and (5) Multi-Turn CoT, implementing a three-
step translation, analysis, and refinement.

Evaluation Methods. We evaluate translations
both for quality and gender treatment. For qual-
ity, we use reference-free metrics CometKiwi
(Rei et al., 2023) and MetricX (Juraska et al.,
2023) along with reference-based metrics BLEU,
COMET, and chrF using professional post-edits
as references (results in Appendix D). Since
prior work has shown these metrics fail to
accurately capture gender phenomena (Zaranis
et al., 2025), we employed GPT-4.1 as a judge
(in §5.3) to classify how each seed term was
translated. We then simplified the analysis by
grouping the detailed classification labels into
two coarse categories: gender-specific (including
gendered male/female labels), gender-fair (in-
cluding gendered both, non-binary, neutral
(all), untranslated, and reworded). This cat-
egorization allowed us to more effectively assess
whether translations maintained gender neutrality
when appropriate or defaulted to gender-specific
forms. Detailed prompting approaches and exper-
imental results are available in Appendix D.
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Figure 3: Ratio of gender forms used across prompt strategies and models. We test five strategies: zero-shot
(ZS), few-shot (FS), contrastive few-shot (Contrast FS), chain-of-thought (CoT), multi-turn chain-of-thought (CoT
MT). Left: unambiguous (female / male/ all genders) instances. Right: ambiguous instances. Higher is better.

6.2 Results

Our findings reveal several key patterns about
LMs’ gender-fair translation capabilities:

LMs fail at choosing when to use gender-fair
forms. Figure 3 highlights two opposite behaviors.
On the one hand, EuroLLM 9B often consistently
uses gendered forms (72-81%), serving poorly am-
biguous scenarios (right-end chart). On the other
hand, Gemma 3 27B and Qwen 2.5 72B overly
rely on gender-fair forms (75-92%) as a result of
our prompts, rendering them unusable for gender-
specific passages (left-end chart). Moreover, larger
models (Gemma 3 27B and Qwen 2.5 72B) can
generate gender-fair forms already in a zero-shot
setup, leading to no improvements for more com-
plex prompts. However, prompt complexity helps
EuroLLM 9B, with FS, CoT, and multi-turn CoT
yielding more gender-fair forms.

LMs struggle more with disambiguating gender
in synthetic passages. Table 5 contrasts howmod-
els handle synthetic versus natural passages in un-
ambiguous contexts. On synthetic text, EuroLLM
9B shows a large reduction in gender-specific
translations with CoT-MT (82.4% → 36.1%),
whereas gains on natural text are modest (81.7%
→ 68.7%). Gemma 3 27B and Qwen 2.5 72B
exhibit the same pattern, yielding fewer gender-
specific translations on synthetic passages across
all prompting strategies. We attribute this gap to
input complexity: synthetic passages contain fewer
competing cues, so the instruction can dominate.
Natural passages, by contrast, activate stronger
world-knowledge and frequency-based priors (e.g.,
names, occupations, long-distance coreference),
and these priors strengthen with model size, mak-
ing default gendering harder to override. As a re-

Model Prompt Wiki Synt Queer Non-Q

EuroLLM

ZS 81.7 82.4 80.0 82.0
FS 73.4 56.0 62.0 75.9
CFS 79.3 72.2 79.6 79.3
CoT 78.4 53.7 72.0 79.8
CoT-MT 68.7 36.1 68.0 68.9

Gemma 3

ZS 21.6 3.7 12.0 23.7
FS 36.7 6.5 32.0 37.7
CFS 37.3 14.8 26.5 39.6
CoT 31.7 6.5 12.0 36.0
CoT-MT 39.2 30.6 32.0 40.8

Qwen 2.5

ZS 15.1 2.3 8.0 16.7
FS 15.5 2.3 6.0 17.5
CFS 15.9 2.8 12.2 16.7
CoT 9.0 1.9 6.0 9.6
CoT-MT 25.2 5.6 20.0 26.3

Table 5: Percentage of gender-specific translations
in unambiguous contexts. (Higher is preferred.) Re-
sults across different prompting strategies—zero-shot
(ZS), few-shot (FS), contrastive few-shot (CFS), chain-
of-thought (CoT), and multi-turn CoT (CoT-MT)—and
source categories: naturalistic text from Wikipedia,
synthetically generated text, queer and non-queer re-
lated content.

sult, a prompt that works well on synthetic text
works less well on natural text; this difference is
larger for bigger models.

Queer content elicits more gender-fair lan-
guage despite gender cues. All models pro-
duce more gender-fair translations when handling
queer-related content, even when explicit gender
cues are present in the source text. EuroLLM 9B
shows lower gender-specific translation rates for
queer content (62-80%) versus non-queer content
(68-82%) across all prompting strategies. Simi-
larly, Gemma 3 27B uses gendered forms for only
12-32% of queer passages compared to 23-41% for
non-queer content. In contrast, Qwen 2.5 72B
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maintains this pattern with even stronger prefer-
ence for gender-fair forms (6-20% gendered for
queer content). This systematic difference reveals
that models have learned to associate queer topics
with gender-inclusive language conventions, sug-
gesting that content domain influences translation
choices independent of grammatical gender cues.

Taken all together, these findings suggest that
leading multilingual open-weight models strug-
gle to produce consistent and reliable gender-fair
translations, further underscoring the importance
of Glitter as a challenging benchmark.

7 Conclusion

We introduced Glitter, a dataset comprising 909
sources and three parallel, professionally curated
German translations, totaling 1,785 translation
pairs—the largest benchmark for testing gender-
fair English-German MT to date. Glitter brings
several innovations including i) longer passages
and annotations to study the impact of contex-
tual information, ii) human-written references with
three gender-fair reformulations (neutral, gender-
star, -ens form) , and a iii) fine-grained span-level
annotation layer for analyzing gender-related phe-
nomena. To complement the resource, we pre-
sented a language model-based automatic metric
and baseline results testing several translation sys-
tems and prompting strategies. All our results un-
derscore the same compelling finding: contempo-
rary translation systems still struggle with gender-
fair language, fail in understanding when and how
to use it (even if prompted with extensive guide-
lines on how to do so or if provided with explicit
gender cues in the extensive source context), and
generally default to (generic) masculine forms.

Limitations

Two primary limitations of this work warrant con-
sideration in future research.

First, Glitter draws its initial corpus exclu-
sively fromWikipedia, a single naturalistic source.
The dataset primarily covers gender-related at-
tributes in encyclopedic contexts where named en-
tities and personal names appear frequently. Nev-
ertheless, many comparable studies have used
Wikipedia as a standard starting point for high-
quality text (e.g., Currey et al., 2022; Savoldi et al.,
2024a; Piergentili et al., 2025). During the annota-
tion process for ambiguity and referential gender,
we deliberately avoided inferences based on per-

sonal names and provided professional translators
with consistent guidelines. Additionally, we en-
hanced Glitter with human-validated synthetic
passages to improve source diversity.

Second, large-scale automated evaluation on
Glitter requires language model-based judges,
which presents two notable constraints. This ap-
proach depends on commercial APIs (with our op-
timal metric relying on OpenAI’s GPT 4.1), in-
troducing additional costs and potential inconsis-
tencies when models receive updates. Further-
more, our experimental results show imperfect cor-
relation with human judgment, potentially lead-
ing to inaccurate MT system quality assessments.
To address this limitation, we tested multiple met-
rics and prompting strategies, documenting both
the capabilities and limitations of open-weight and
commercial language model judges for this spe-
cific evaluation task.

Ethical Considerations

This research addresses ethical dimensions in
LMs’ translation capabilities. The dataset and
evaluation metric we present emphasize the im-
portance of non-exclusionary language that ac-
knowledges gender diversity beyond binary con-
structs. We recognize the broad variation in
gender-fair linguistic strategies and do not pre-
scribe any specific approach as universally opti-
mal. Accordingly, our methodology incorporates
multiple gender-inclusive solutions for each source
text: neutral rephrasing that minimizes unneces-
sary gender markers, typographical alternatives,
and neologistic systems designed to represent all
genders. This comprehensive approach acknowl-
edges the linguistic and cultural complexity of gen-
der representation in translation.
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A Glitter Data Statement

A.1 Executive Summary
Glitter is a benchmark dataset for evaluating
gender-fair MT from English to German. It con-
tains approximately 1000 English source passages
with one to three parallel professionally post-
edited German translations for each source (2010
translations total), implementing different gender-
fair strategies: gender-neutral rewording, gender
star (*), and ens-forms. The dataset uniquely fea-
tures extended multi-sentence passages with gen-
der disambiguation across different context posi-
tions and combines both natural (Wikipedia) and
synthetic passages. Each passage has been care-
fully annotated for gender phenomena and ambi-
guity.

A.2 Curation Rationale
The Glitter dataset aims to evaluate how MT
systems handle gender representation when trans-
lating from English (with relatively few gender
markers) to German (requiring extensive gender
marking). The dataset was designed to address
the lack of comprehensive resources for gender-fair
English-to-German translation that go beyond sin-
gle sentences and binary gender representation.

Each data instance consists of a four-sentence
passage: two preceding sentences, one matching
sentence containing a seed noun, and one trailing
sentence. The dataset is structured to represent
various gender ambiguity scenarios, allowing for
the evaluation of how context influences transla-
tion decisions. The dataset was deliberately de-
signed to balance ambiguous cases (where gender
is not specified and gender-fair language would be
appropriate) and unambiguous cases with gender
cues in different positions (preceding, matching, or
trailing sentences).

The dataset balances natural and synthetic data,
with stratification across seed nouns and different
gender phenomena (ambiguous, unambiguous fe-
male, unambiguous male, unambiguous mixed/all
genders).

A.3 Documentation for Source Datasets
The natural passages in Glitter were ex-
tracted from the English Wikipedia (ver-
sion: 20231101.en, ”train” split, available
at https://huggingface.co/datasets/
wikimedia/wikipedia). The synthetic data was
generated using GPT-4o (gpt-4o-2024-11-20)

and post-edited by human annotators to improve
quality and ensure an appropriate distribution of
gender cues.

A.4 Language Varieties
• Source language: en-US (English as used in
Wikipedia, primarily standard English with
encyclopedic style)

• Target language: de-DE (Standard German,
including various gender-fair language forms:
neutral rewording, gender star (*), and ens-
forms)

A.5 Language User Demographic
Natural data: The source texts stem from
Wikipedia, written by a diverse community of
editors whose exact demographic characteristics
are unknown but are generally representative of
Wikipedia contributors (historically skewing to-
ward educated adults from North America and Eu-
rope, with efforts toward greater diversity in recent
years).

Synthetic data: The synthetic texts were gen-
erated by GPT-4o, then lightly post-edited by re-
search team members to better represent diverse
gender configurations (e.g., gender substitution to
increase the number of unambiguous feminine pas-
sages) and disambiguation patterns (e.g., to in-
crease the number of passages including disam-
biguating cues in the trailing context).

A.6 Annotator Demographic
Four professional translators, all native German
speakers with high proficiency in English, were
hired to perform the annotation and post-editing
tasks. All translators had previous experience with
gender-fair language in German and were specifi-
cally selected based on their expertise in this area.
Translators were compensated at a rate of EUR
50 per hour. Each translator was assigned ap-
proximately 255 passages for annotation and post-
editing.

A.7 Linguistic Situation and Text
Characteristics

• Time and place: The natural data stems from
Wikipedia articles as of November 2023.
Synthetic data was generated in December
2024. The dataset was created between De-
cember 2024 and May 2025.

• Modality: Written text.
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• Genre: Encyclopedic text (natural) and sim-
ilar encyclopedic-style text (synthetic).

• Structure: Each passage consists of four sen-
tences: two preceding sentences providing
context, one matching sentence containing
the seed noun, and one trailing sentence.

• Topics: Diverse, based on Wikipedia con-
tent and synthetic generation. Some passages
include queer-related content, which showed
distinct patterns in translation.

• Context: Passages include explicit gender
cues in different positions (preceding, match-
ing, or trailing sentences) for unambiguous
cases.

A.8 Preprocessing and Data Formatting
The construction of Glitter followed these steps:

1. Seed word selection: 115 gender-ambiguous
plural noun phrases in English (e.g., ”coun-
sellors,” ”economists”) were selected, based
on and expanded from previous work.

2. Wikipedia passage extraction: For each
seed noun, sentences containing the seed
were extracted from Wikipedia. For each
matching sentence, two preceding sentences
and one trailing sentence were also extracted
to form a complete passage.

3. Quality filtering: Quality filters were ap-
plied to extract coherent passages, including
POS tagging requirements, minimum word
count, and removal of formatting patterns.

4. Gender disambiguation filtering: Passages
were filtered to include only thosewith at least
one gender-specific term from a predefined
list of gendered words.

5. Ambiguity annotation: Language models
(Qwen 2.5 72B) were used to pre-annotate
whether the gender of the seed noun was am-
biguous or unambiguous, followed by human
validation.

6. Synthetic data generation: To balance rep-
resentation of different gender scenarios, ad-
ditional synthetic data was generated using
GPT-4o and manually post-edited.

7. Machine translation: The resulting pas-
sages were translated using Tower Vesuvius.

8. Professional post-editing: Professional
translators annotated the translations and
created three gender-fair variants for each
passage where appropriate.

A.9 Annotation and Post-Editing Details
Annotation process. We provide here the con-
densed annotation guidelines used in our project.
We report the full annotation guidelines and
screenshots in our official repository at https://
github.com/pranav-ust/glitter. We con-
ducted the annotation using Label Studio6. Each
annotation item included a seed noun and a source
passage, segmented into preceding context, the
matching sentence, and trailing context. Anno-
tators were instructed to label all human enti-
ties in the matching sentence, including the seed
noun. Subsequently, they were asked to determine
whether the gender of the seed noun was ambigu-
ous. If the gender was ambiguous, they could pro-
ceed to the next step. Otherwise, they were re-
quired to annotate the disambiguating span(s) and
specify the gender. Annotators also had the option
to leave comments on the source passage, for in-
stance, to flag potential errors.

Annotators then evaluated the MT of the source
passage. Both the original source and the corre-
sponding Vesuvius MT output were shown. As
in the previous step, annotators assessed whether
the gender of the seed noun was ambiguous. If not,
they were asked to indicate the gender and assess
whether the gender expressed in the MT matched
the gender of the seed in the source.

Post-editing process. Where the gender of the
seed noun in the MT did not match that of the
source, annotators were instructed to post-edit the
translation. Specifically, they were asked to pro-
vide:

• a German translation in the masculine form if
the seed noun in the source was masculine.

• a German translation in the feminine form if
the seed noun in the source was feminine.

• three gender-fair alternatives if the seed noun
referred to non-binary individuals, a mixed-
gender group, or all genders.

• three gender-fair alternatives if the gender of
the seed noun was ambiguous.

6https://labelstud.io
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The three gender-fair alternatives, i.e. gender-
neutral rewording, gender star (*), and the -ens
forms, were selected based on previous literature
on gender-fair post-editing (Lardelli and Gromann,
2023a).

Translators’ recruitment. Four professional
translators were hired to perform the annotation
and post-editing tasks for Glitter. They were
selected from the authors’ professional network,
having previously collaborated on research
projects concerning gender-fair German. All
translators were native German speakers with high
proficiency in English. They were compensated at
a rate of EUR 50 per hour.

To ensure the quality and consistency of the
dataset, we provided detailed annotation and post-
editing guidelines, along with a reference handout
on gender-fair German. One of the authors held
individual onboarding sessions with each transla-
tor to demonstrate the use of Label Studio and ad-
dress any initial questions or concerns.We report
the full annotation guidelines and screenshots in
our official repository at https://github.com/
pranav-ust/glitter.

Each translator was assigned 255 passages for
annotation and post-editing. The entire process
was closely supervised by one of the authors,
who provided ongoing support and clarification as
needed throughout the project.

A.10 Distribution
The dataset will be publicly available through a
GitHub repository. The dataset is provided under
an open license that allows for academic and re-
search use with appropriate attribution.

The dataset will be maintained by the research
team, with updates and errata published through
the GitHub repository. Questions and issues can
be directed through the repository’s issue tracker.

A.11 Capture Quality and Translators’
Feedback

Three of the four professional translators provided
qualitative feedback on the machine translations.
Overall, they noted that the output was of gener-
ally high grammatical quality, with only minor is-
sues in syntax or fluency. However, some common
shortcomings were identified:

• Idiomatic and Figurative Language:
all translators observed that idioms and
metaphors were often translated literally,

impairing the clarity and appropriateness of
the German output.

• Gender Representation: the translations
frequently defaulted to masculine forms when
gender was ambiguous in the source. In some
cases, where gender was explicit, the MT
system redundantly applied multiple gender-
marking strategies (e.g., weibliche Schriftstel-
lerinnen, EN: female writers), requiring post-
editing.

• Seed Noun Selection: One translator noted
that some seed terms (e.g., book titles or or-
ganization names) were improperly translated
or treated inconsistently as proper names in
the target language.

These insights underline both the strengths and
limitations of current MT systems in handling gen-
der representation and semantic nuance.

A.12 Glossary
• Gender-fair language (GFL): Language
that represents, includes, and addresses all
genders equally, avoiding gender-exclusive
expressions (particularly masculine gener-
ics).

• Gender star (*): A typographical solution
in German to represent all genders in written
language (e.g., ”Student*innen”).

• Ens-forms: A neologistic gender-fair sys-
tem in German that introduces a new set of
morphemes (e.g., ”Studens” instead of ”Stu-
dent/Studentin”).

• Gender-neutral rewording: The replace-
ment of gendered terms with gender-neutral
alternatives (e.g., ”die Studierenden” instead
of ”die Studenten”).

• Seed noun: The target gender-ambiguous
plural noun in each passage that serves as the
focus for gender disambiguation and transla-
tion evaluation.

• Ambiguous: Passages where the gender of
the seed noun is not specified in the context.

• Unambiguous: Passages where the gender of
the seed noun is explicitly specified through
contextual cues.
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A.13 Examples from Glitter

This section provides annotated examples from our
dataset, showcasing different gender disambigua-
tion scenarios and their corresponding gender-fair
translation alternatives. The seed words are high-
lighted in bold, and gender disambiguating context
is underlined.

Ambiguous gender example from Wikipedia: Seed
word is interpreters.

Source (English): North Korean fiction provides insights
into how foreigners, in particular Russians are viewed. Dur-
ing the 1940s and 1950s Soviet Russians were portrayed as
ideological guides of Koreans. In literature from the 2000s,
the tables have turned and now Russians look up to Koreans
as the interpreters of socialist values and initiative. For in-
stance, Rim Hwawon’s representative short story, “The Fifth
Photo” follows the ordeal of a Russian girl in a post-Soviet
world.

Gender-neutral translation: Nordkoreanische Belletris-
tik gibt Aufschluss darüber, wie das Ausland, insbesondere
Russland, wahrgenommen wird. In den 1940er- und 1950er-
Jahren wurden das sowjetische Russland als ideologische
Führung von Nordkorea dargestellt. In der Literatur der
2000er-Jahre haben sich die Rollen geändert, und nun schaut
Russland zu Nordkorea auf, das als Interpret der sozialistis-
chen Werte und Initiativen gilt. Zum Beispiel erzählt Rim
Hwawons repräsentative Kurzgeschichte „Das fünfte Foto”
von den Leiden eines russischen Mädchens in einer post-
sowjetischen Welt.

Gender-star translation: Nordkoreanische Belletristik
gibt Aufschluss darüber, wie Ausländer*innen, insbesondere
Russ*innen, wahrgenommen werden. In den 1940er- und
1950er-Jahren wurden sowjetische Russ*innen als ideologis-
che Führer*innen der Koreaner*innen dargestellt. In der Lit-
eratur der 2000er-Jahre haben sich die Rollen geändert, und
nun schauen die Russ*innen zu den Koreaner*innen auf, die
als Interpret*innen der sozialistischen Werte und Initiativen
gelten. Zum Beispiel erzählt Rim Hwawons repräsentative
Kurzgeschichte „Das fünfte Foto” von den Leiden eines rus-
sischen Mädchens in einer post-sowjetischen Welt.

Ens-form translation: Nordkoreanische Belletristik gibt
Aufschluss darüber, wie Ausländens, insbesondere Russens,
wahrgenommen werden. In den 1940er- und 1950er-Jahren
wurden sowjetischens Russens als ideologischens Führens
dens Koreanens dargestellt. In der Literatur der 2000er-Jahre
haben sich die Rollen geändert, und nun schauen dens Russens
zu dens Koreanens auf, dens als Interpretens der sozialistis-
chen Werte und Initiativen gelten. Zum Beispiel erzählt Rim
Hwawons repräsentative Kurzgeschichte „Das fünfte Foto”
von den Leiden eines russischen Mädchens in einer post-
sowjetischen Welt.

Unambiguous gender example from Wikipedia: Seed
word is patients.

Source (English): There is also an increased risk of heart
disease, hypothyroidism such as Hashimoto’s thyroiditis, Ad-
dison’s disease, and other autoimmune disorders. Emotional
health The most common words women use to describe how
they felt in the two hours after being given the diagnosis of
POI are “devastated”, “shocked,” and “confused.” The di-
agnosis is more than infertility and affects a woman’s physi-
cal and emotional well-being. Patients face the acute shock
of the diagnosis, associated stigma of infertility, [...] symp-
toms of estrogen deficiency, worry over the associated poten-
tial medical sequelae such as reduced bone density and cardio-
vascular risk, and the uncertain future that all of these factors
create. Women diagnosed with POI in their 20s have dispro-
portionately reported experiencing dismissiveness, bias, and

“not being taken seriously” by healthcare professionals.
Gender-specific translation: Es besteht auch ein er-

höhtes Risiko für Herzkrankheiten, Hypothyreose wie die
Hashimoto-Thyreoiditis, die Addison-Krankheit und andere
Autoimmunerkrankungen. Emotionale Gesundheit Die häu-
figstenWörter, die Frauen verwenden, um zu beschreiben, wie
sie sich in den zwei Stunden nach der Diagnose POI fühlten,
sind „am Boden zerstört”, „geschockt” und „verwirrt”. Die
Diagnose bedeutet mehr als nur Unfruchtbarkeit und beein-
trächtigt das körperliche und emotionale Wohlbefinden einer
Frau. Patientinnen stehen vor dem akuten Schock der Di-
agnose, dem damit verbundenen Stigma der Unfruchtbarkeit,
[...], Symptome eines Östrogenmangels, Sorgen über die
damit verbundenen möglichen medizinischen Folgen wie re-
duzierte Knochendichte und kardiovaskulärisches Risiko und
die unsichere Zukunft, die all diese Faktoren mit sich brin-
gen. Frauen, bei denen POI in ihren Zwanzigern diagnos-
tiziert wurde, berichteten unverhältnismäßig oft vonMissach-
tung, Vorurteilen und „nicht ernst genommen werden” durch
medizinisches Fachpersonal.

Unambiguous gender synthetic example: The seed word
is travellers.

Source (English): The tourism industry saw a resurgence
as global travel restrictions eased. Destinations lured visitors
with unique experiences. Resourceful travellers embraced
the spirit of adventure, exploring unfamiliar places and cul-
tures with curiosity. The journeys of these women enriched
personal perspectives, paving the way for cross-cultural un-
derstanding.

Gender-neutral translation: Die Tourismusbranche er-
lebte ein Comeback, als die weltweiten Reisebeschränkun-
gen gelockert wurden. Reiseziele lockten Besucherinnen mit
einzigartigen Erlebnissen. Findige Reisende folgten dem
Abenteuergeist und erkundeten neugierig unbekannte Orte
und Kulturen. Die Reisen dieser Frauen bereicherten persön-
liche Perspektiven und ebneten den Weg für interkulturelles
Verständnis.

B Experimental Details

B.1 List of Seed Phrases
Our initialWikipedia sample is based on extracting
passages that mention specific seed phrases. We
start the list of nouns introduced by Lardelli et al.
(2024) and manually extend it to increase coverage
and diversity. The full list is: addressers, adminis-
trators, advocates, background actors, beginners,
bloggers, builders, businesspeople, call center op-
erators, camera operators, ceramists, chairpeople,
children’s day carers, civil servants, clients, col-
leagues, commentators, consumer advisors, con-
temporaries, contractors, coordinators, counsel-
lors, course participants, custodians, deputies, dia-
betics, directors, dispatchers, donors, economists,
employee representatives, employees, employers,
enforcement debtors, enthusiasts, experts, extrem-
ists, fellow citizens, fellow runners, forest keep-
ers, freelancers, hairdressers, hosts, illustrators,
influencers, intermediaries, interpreters, investi-
gators, investors, invoice recipients, jews, jurists,
kindergarten teachers, lawyers, laypeople, losers,
mechanics, ministers, mood animators, moun-
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taineers, neighbors, newcomers, notaries, oper-
ators, opinion leaders, organ donors, pacifists,
painters, participants, partners, party leaders, pas-
tors, patients, pensioners, performers, personnel
development managers, practitioners, presidents,
primary school pupils, private patients, produc-
ers, project leaders, prosecutors, readers, recipi-
ents, reformers, relatives, respondents, sailors, sec-
retaries, senders, settlers, signees, slave holders,
social workers, speakers, specialists, speculators,
sportspeople, stonecutters, student representatives,
supervisors, supremacists, tax consultants, team
leaders, trainers, travellers, tutors, users, veterans,
workers, xylophone players.

B.2 List of Gendered Words

The full list of gendered words is7: actress, arch-
duke, ashi, ashwapati, auntie, bachelor, bahadur,
baron, b*st*rd, baugrygr, begum, bitch, boy,
boyfriend, brother, burgher, chhatrapati, count,
dad, daddy, damapati, dame, darbar, dewan, duke,
earl, emperor, empress, father, female, feminine,
firewoman, firewomen, fräulein, gentleman, gen-
tlemen, gentlewoman, girl, girlfriend, goodman,
goodwife, grandfather, grandmother, granny, heir,
heiress, hero, heroine, hostess, husband, inamdar,
jarls, kabiraj, kaviraj, khan, khanum, lad, ladies,
lady, lalla, landlady, lass, lord, madam, mademoi-
selle, male, mamsell, man, margrave, marquess,
master, maternal, mayoress, men, mesne, miss,
mistress, mom, mommy, monseigneur, monsieur,
mother, mr, mrs, ms, mum, mummy, nephew,
niece, noyan, pandit, papa, paternal, policewoman,
policewomen, prince, qanungoh, rai, rao, ritter, sa-
heb, sahib, sahibratna, senapati, senhor, shaikh,
shrimati, sidi, sir, sister, sl*t, spinster, stew-
ardess, stud, uncle, vaidya, viscount, waitress,
wife, woman, women.

B.3 Glitter Statistics based on Gender
Form Use

Complementing Section 5.2, Table 3 shows the de-
tailed analysis of annotation translations for mod-
els Vesuvius and EuroLLM 9B. Figure 7 shows
how queer-related topics in the source text influ-
ence gender in EuroLLM9B andVesuvius trans-
lations.

7Derived from https://github.com/gregology/
biased-words

B.4 Synthetic Data Creation
We prompted GPT-4o (gpt-4o-2024-11-20) to
generate synthetic passages, complementary to the
naturally sampled data. Since GPT-4o struggled
in generating requested samples, where the gen-
der was adequately disambiguated at all or any-
where but the matching sentence, we compiled our
synthetic data based on a combination of a few
different few-shot prompts. These followed the
same overall pattern and ensured that we cover a
range of linguistic features (ambiguous vs. unam-
biguous, for which the gender was either disam-
biguated in preceding, matching or trailing con-
text) and gender phenomena (female, male or in-
clusive) as needed for this dataset. An exam-
ple prompt used can be found in our https://
github.com/pranav-ust/glitter.

B.5 Automatic Evaluation
We prompted Gemma 3 27B (https://
huggingface.co/google/gemma-3-27b-it,
Qwen 2.5 72B (https://huggingface.co/
Qwen/Qwen2.5-72B-Instruct), and Qwen
3 32B (https://huggingface.co/Qwen/
Qwen3-32B) using a temperature of 0, while
we used standard parameters for GPT-4.1 (gpt-
4.1-2025-04-1). We formatted the input using
each model’s chat template. We provided eight
in-context exemplar shots, one for each label,
randomly shuffled for each passage to translate,
and formatted as the first eight conversation turns.
We used guided decoding to force the output into
valid JSON strings. Figure 8 reports the exact
prompt.

We used model and code implementation from
transformers (Wolf et al., 2020) and vLLM as the
inference engine (Kwon et al., 2023).

C Translation Model Evaluation Results

C.1 Translation Quality Analysis
We evaluate four machine translation models on
Glitter using reference-free metrics to assess
their performance across different content types.
This section provides additional details on exper-
imental setup and presents a comprehensive anal-
ysis of translation quality variations.

Experimental Setup. We used the following
model checkpoints: NLLB 3.3B (Meta AI’s No
Language Left Behind 3.3B model), Gemma 3
27B (Google DeepMind’s Gemma 3 27B Instruct
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Figure 4: Gender form used across source type: natural vs. synthetic. Bars indicate the ratio of human-validated
labels (§5.2) found per category. Category numerosity in each subtitle. Complementary to Table 3.
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Figure 5: Gender form used across source ambiguity type. Bars indicate the ratio of human-validated labels
(§5.2) found per category. Category numerosity in each subtitle. Complementary to Table 3.
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Figure 6: Gender form used across source unambiguous types (preceding, matching, trailing). Bars indicate
the ratio of human-validated labels (§5.2) found per category. Category numerosity in each subtitle. Complemen-
tary to Table 3.
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Figure 7: Gender form used across source content type: queer-related or not. Bars indicate the ratio of human-
validated labels (§5.2) found per category. Category numerosity in each subtitle. Complementary to Table 3.
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1 You are an expert language annotator and evaluator of gender-fair translation from
English into German.

2

3 I will provide you with an English seed noun phrase, a source passage in English
mentioning the seed, and an automatic translation of that passage in German.

4 Your task is to identify the translation of the English phrase and assess its
referential gender.

5

6 We define referential gender as the actual gender identity of the referents in the
real world. For instance, the word “Mensch” in German has masculine grammatical gender
but is semantically gender-neutral.

7

8 Identify ONE of the following referential gender labels:
9 - GENDERED FEMALE: the translated seed noun has feminine grammatical gender and it

refers specifically to individuals who identify as women, e.g., “Teilnehmerinnen”.
10 - GENDERED MALE: the translated seed noun has masculine grammatical gender and it

refers specifically to individuals who identify as men, e.g., “Teilnehmer”.
11 - GENDERED BOTH: the seed noun was translated by mentioning both feminine and

masculine grammatical gender, e.g., “Teilnehmerinnen und Teilnehmer” or “Teilnehmer
und Teilnehmerinnen”.

12 - NON-BINARY: the translated seed noun specifically refers to non-binary individuals,
e.g., using typographical solutions such as the Gendersternchen (“Teilnhemer*innen”),
Genderdoppelpunkt (“Teilnehmer:innen), Underscore (Teilnehmer_innen) or gender-fair
neosystems such as the ens-forms (“Studens”).

13 - NEUTRAL (ALL): the translated seed noun has gender-neutral semantic gender when it
refers to individuals of any gender, without specifying or implying gender, e.g., “die
Teilnehmemenden” is used as a neutral alternative to generic masculine “die
Teilnehmer”, or where terms such as “Vorgesetzte” are a literal neutral translation of
“supervisors”.

14 - UNTRANSLATED: the seed noun has been left in English because it was part of a larger
expression, e.g. “Assembly of Participants”, that did not necessarily need to be
translated.

15 - REWORDED: the seed noun has not been directly translated but the meaning has been
preserved by using an adjective or a verb instead, e.g. “Sie haben am Turnier
teilgenommen” instead of “Sie waren Teilnehmer des Turniers”.

16 - ERROR: the seed noun was translated with a semantically wrong term or omitted.
17

18 Rules:
19 - Reply in JSON format with two fields: “translated_seed”, which indicates the seed

translation, and “gender,” which indicates one of the allowed values listed above. If
“gender” is ERROR, set “translated_seed” to ERROR.

20 - If "gender" is anything but "ERROR", the field "translation_seed" MUST be a phrase
found in the German translation.

1 Seed: {seed}
2 Source: {source}
3 Translation: {translation}

Figure 8: LLM-as-a-judge Prompt for gender evaluation prompt. Bottom: Template of the user conversation
turn used for in-context examples.

version), EuroLLM 9B (9B Instruct variant), and
Vesuvius (Tower Vesuvius commercial system).
For reference-free evaluation, we employed
CometKiwi (Unbabel/wmt23-cometkiwi-
da-xxl) and MetricX (google/metricx-24-
hybrid-xl-v2p6). All inference was performed
on NVIDIA A100 40GB GPUs using the vLLM
inference engine with a temperature of 0 and
greedy decoding.

Content Type Analysis. Table 6 shows that all
models perform slightly worse on queer-related
content compared to non-queer content, with a
more substantial gap for NLLB 3.3B. The commer-
cial Vesuvius system demonstrates the highest ro-
bustness across both content types, achieving the
best scores in all metrics. Interestingly, when ex-
amining MetricX scores, we observe a larger per-
formance disparity for NLLB 3.3B (2.221 point
difference) compared to more advanced models
like Gemma 3 27B (0.550), suggesting that larger,
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Model CometKiwi MetricX

Queer Non-queer Queer Non-queer

NLLB 3.3B 0.397 0.417 7.851 5.630
Gemma 3 27B 0.815 0.865 1.935 1.385
EuroLLM 9B 0.815 0.868 1.920 1.378
Vesuvius 0.824 0.882 1.924 1.271

Table 6: Translation quality on queer versus non-queer content, showing performance differences across content
types. Higher CometKiwi and lower MetricX scores indicate better performance.

Model CometKiwi MetricX

Wikipedia LM-generated Wikipedia LM-generated

NLLB 3.3B 0.361 0.478 8.026 3.410
Gemma 3 27B 0.815 0.911 2.100 0.694
EuroLLM 9B 0.820 0.910 2.003 0.789
Vesuvius 0.835 0.922 1.916 0.700

Table 7: Translation quality comparison between Wikipedia and LLM-generated content, highlighting variation in
model robustness. Higher CometKiwi and lower MetricX scores indicate better performance.

more recent models handle diverse content more
consistently.

Source Type Impact. As shown in Table 7,
all models perform significantly better on LM-
generated content compared to Wikipedia pas-
sages. This pattern aligns with our dataset con-
struction process, where synthetic examples were
deliberately created to be more straightforward.
The most dramatic difference appears in NLLB
3.3B’s MetricX scores (8.026 for Wikipedia vs.
3.410 for LM-generated), indicating that older spe-
cialized MT models struggle particularly with nat-
uralistic examples. The performance gap nar-
rows for larger instruction-tuned models, suggest-
ing they better handle the complexities of natural
language.

Ambiguity Handling. Table 8 reveals that, con-
trary to what might be expected, ambiguous and
non-ambiguous contexts yield remarkably similar
translation quality scores across all models. This
surprising finding suggests that MT systems pri-
oritize general fluency and adequacy over gender-
specific disambiguation challenges. Vesuvius
maintains the highest consistency between both
context types, while NLLB 3.3B shows a slight
preference for ambiguous contexts—possibly be-
cause ambiguous contexts allow the model to de-
fault to masculine forms without contradicting ex-
plicit gender cues.

These detailed analyses complement the main
findings presented in Section 5.1, providing deeper
insights into how different content characteristics
affect translation quality across model architec-
tures.

C.2 LLM-as-Judge Evaluations

To facilitate evaluation and reduce the need for
manual annotation on future research, we explored
whether LLM-as-judge approaches can reliably
automate the evaluation of gender phenomena in
our dataset. We conducted two distinct experi-
ments focusing on different aspects of gender eval-
uation.

C.2.1 Ambiguity Detection
First, we investigated whether language models
could accurately determine if the gender of a seed
noun is ambiguous in a given context. We eval-
uated OLMo 2 Instruct and Qwen 2.5 72B on
their ability to detect gender ambiguity in our En-
glish source passages.

Setup. We randomly selected 100 instances
stratifying by the seed, manually annotated them
for gender ambiguity, and used this gold standard
to evaluate the models. Each model was prompted
to classify passages as either ambiguous or unam-
biguous with respect to the gender of the specified
seed noun. For unambiguous cases, models were
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Model CometKiwi MetricX

Ambiguous Non-ambiguous Ambiguous Non-ambiguous

NLLB 3.3B 0.435 0.398 5.712 6.056
Gemma 3 27B 0.861 0.858 1.409 1.488
EuroLLM 9B 0.867 0.857 1.412 1.470
Vesuvius 0.876 0.876 1.340 1.349

Table 8: Translation performance on ambiguous versus non-ambiguous content, showing model behavior with
different contextual clarity. Higher CometKiwi and lower MetricX scores indicate better performance.

Model Ambiguous Unamb (F) Unamb (M) Unamb (Both) Overall

OLMo 2 0.729 0.625 0.444 0.381 0.653
Qwen 2.5 0.818 0.870 0.581 0.545 0.781

Table 9: Performance comparison of LLMs for gender ambiguity detection. The table shows weighted F1 scores
for ambiguous passages and for each unambiguous category (Female, Male, and Both). Bold values indicate best
performance.

further asked to identify the specific gender (Fe-
male, Male, or Both/All genders).

Results. As shown in Table 9, Qwen 2.5 72B
significantly outperformed olmo2 across all cat-
egories, achieving an overall weighted F1 score
of 0.781 compared to OLMo 2 Instruct’s 0.653.
Qwen 2.5 72B demonstrated particularly strong
performance in identifying female gender contexts
(F1: 0.870), while both models showed com-
parative weakness in recognizing mixed-gender
(”Both”) contexts, suggesting this remains a chal-
lenging task for current LLMs.

C.2.2 Translation Gender Form
Classification

In our second experiment, we evaluated the ability
of various LLMs to classify the gender form used
in German translations, comparing them against
human annotations.

Setup. We prompted four models—Gemma 3
27B, Qwen 2.5 72B, Qwen 3 32B, and GPT-
4o—to classify the gender form of seed nouns
in German translations according to eight cate-
gories: masculine, feminine, both (coordination),
non-binary (typographical solutions), neutral (all),
untranslated, reworded, or error. We tested each
model with and without providing the source En-
glish passage alongside the German translation.

We used in-context learning by providing eight
randomly shuffled examples (one for each possible
label) and utilized guided decoding to ensure valid
JSON output format. For open-weight models, we

used a temperature of 0, while for GPT-4o we used
default parameters.

Results. As shown in Table 10, GPT-4o sig-
nificantly outperformed all open-weight models,
achieving a weighted F1 score of 0.877 and recall
of 0.859 when provided with both source and tar-
get text. This performance was consistent across
different source ambiguity types, with particularly
strong performance on unambiguous ”all gender”
contexts (recall: 0.907).

Among open-weight models, Qwen 2.5 72B
showed the strongest performance (F1: 0.732, re-
call: 0.664), followed byQwen 3 32B andGemma
3 27B. Interestingly, including the source text
alongside the translation improved performance
for GPT-4o and Gemma 3 27B, but had mixed ef-
fects on the Qwen models.

All models demonstrated better performance on
unambiguous male contexts than on ambiguous or
unambiguous female/all-gender contexts, suggest-
ing persistent challenges in recognizing and evalu-
ating gender-fair language alternatives.

The results were consistent across translations
from both Vesuvius and EuroLLM 9B, con-
firming the robustness of our evaluation approach.
These findings highlight that while commercial
LLMs can serve as reliable judges for gender phe-
nomena in translation, open-weightmodels still lag
behind significantly in this capability.
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Judge F1 Recall Amb Unamb (F) Unamb (M) Unamb (All)

Gemma 3 27B 0.5520 0.4614 0.3857 0.5132 0.6621 0.2791
+ source 0.6283 0.5386 0.4970 0.6085 0.6484 0.3488

Qwen 2.5 72B 0.7337 0.6680 0.6223 0.7037 0.8447 0.4070
+ source 0.7332 0.6640 0.6302 0.6984 0.8174 0.3953

Qwen 3 32B 0.7590 0.7001 0.6640 0.7460 0.7900 0.5814
+ source 0.7046 0.6108 0.5626 0.6825 0.6849 0.5465

GPT-4o 0.8314 0.8044 0.8012 0.7778 0.8813 0.6860
+ source 0.8533 0.8295 0.7833 0.8836 0.8676 0.8837

Gemma 3 27B 0.6044 0.5256 0.4433 0.6667 0.6712 0.3256
+ source 0.5703 0.4865 0.3857 0.6720 0.5936 0.3953

Qwen 2.5 72B 0.7423 0.6810 0.6441 0.7566 0.7945 0.4419
+ source 0.7232 0.6640 0.6083 0.7407 0.8174 0.4302

Qwen 3 32B 0.7786 0.7202 0.6938 0.7937 0.7534 0.6279
+ source 0.6630 0.5587 0.5109 0.5926 0.6530 0.5233

GPT-4o 0.8450 0.8185 0.8151 0.7989 0.8676 0.7558
+ source 0.8769 0.8586 0.8410 0.8571 0.8813 0.9070

Table 10: Full results of LLM Judges. Weighted F1 and Recall on Glitter (left) and separately by ambiguous
(Amb) and unambiguous (Unamb) scenarios for the English source. Results against human annotations on Eu-
roLLM (top) and Vesuvius (bottom).

D Gender-Fair Prompting Experiments

This appendix section provides a detailed expan-
sion of the gender-fair translation experiments dis-
cussed in Section 6. We present a comprehensive
analysis of prompting strategies to elicit gender-
fair translations from English to German.

D.1 Experimental Setup Details

We evaluated three multilingual LLMs of
increasing size on their ability to produce
gender-fair translations: EuroLLM 9B (utter-
project/eurollm-7b-instruct), Gemma 3
27B (google/gemma-3-27b-it), Qwen 2.5
72B (Qwen/Qwen2.5-72B-Instruct).

All experiments were conducted on 4x NVIDIA
A6000 GPUs using the vLLM inference engine
(Kwon et al., 2023) with the Hugging Face Trans-
formers library (Wolf et al., 2020). Generation
was performed with greedy decoding (tempera-
ture=0) to ensure reproducibility, with a maximum
sequence length of 2048 tokens and a maximum
new token count of 1024.

For automatic gender classification of transla-
tions, we employed GPT-4.1 as a judge (as de-
scribed in Section 5.3). Quality evaluation utilized
both CometKiwi (Rei et al., 2023) and MetricX
(Juraska et al., 2023) metrics.

D.2 Detailed Results Analysis

Here’s the fixed table with corrected model names,
consistent bolding, and more compact headers:

Table 11 provides a comprehensive view of gen-

der form distribution and translation quality across
models and prompting strategies. Several key ob-
servations emerge:

Size-dependent gender form preferences:
EuroLLM 9B (9B) shows a strong preference for
gendered masculine forms (62% in zero-shot) with
minimal use of non-binary forms (2%). In stark
contrast, Qwen (72B) defaults to non-binary forms
(74% in zero-shot) with very limited masculine
gender usage (6%). Gemma (27B) sits between
these extremes but still heavily favors non-binary
forms (65%).

Impact of prompting on model behavior: For
EuroLLM, the iterative approach most effectively
reduces masculine forms (from 62% to 37%) while
increasing non-binary forms (from 2% to 32%),
suggesting smaller models are more malleable to
prompting. For Gemma and Qwen, while prompt-
ing does shift distribution somewhat, the effect is
less dramatic and doesn’t fundamentally change
their preference for non-binary forms.

Female gender representation: Notably, all
models use female gender forms at very low rates
(1-13%) across all prompting strategies. This
suggests that models either default to masculine
(EuroLLM) or bypass binary gender entirely for
gender-neutral/non-binary alternatives (Gemma,
Qwen).

Translation quality: CometKiwi scores remain
consistently high (0.81-0.88) across all models and
strategies, with EuroLLM 9B often achieving the
highest quality in zero-shot settings (0.88). Met-
ricX scores showmore variation, with Gemma typ-
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Strategy Model Male Female Neutral NB MeX ↓ CoKw ↑

ZS
EuroLLM 9B 0.62 0.13 0.15 0.02 1.46 0.88
Gemma 3 27B 0.12 0.02 0.17 0.65 1.68 0.86
Qwen 2.5 72B 0.06 0.01 0.13 0.74 3.14 0.81

FS
EuroLLM 9B 0.49 0.12 0.14 0.20 1.59 0.87
Gemma 3 27B 0.17 0.03 0.20 0.55 1.67 0.87
Qwen 2.5 72B 0.07 0.01 0.26 0.61 2.44 0.83

CoT
EuroLLM 9B 0.51 0.10 0.13 0.20 1.79 0.86
Gemma 3 27B 0.13 0.04 0.15 0.63 1.88 0.86
Qwen 2.5 72B 0.05 0.01 0.13 0.78 2.25 0.85

CFS
EuroLLM 9B 0.58 0.13 0.15 0.06 3.31 0.84
Gemma 3 27B 0.18 0.05 0.20 0.51 1.53 0.87
Qwen 2.5 72B 0.08 0.01 0.27 0.58 2.26 0.84

CoT-MT
EuroLLM 9B 0.37 0.07 0.15 0.32 2.26 0.84
Gemma 3 27B 0.15 0.09 0.23 0.43 1.44 0.87
Qwen 2.5 72B 0.14 0.02 0.09 0.73 1.64 0.87

Table 11: Performance comparison of gender-fair translation strategies (ZS: Zero-shot, FS: Few-shot, CFS: Con-
trastive, CoT: Chain-of-Thought, CoT-MT: Multi-turn CoT) across models. Male and Female columns show the
proportion of translations using gendered expressions. Neutral shows the proportion of gender-neutral transla-
tions, while NB shows the proportion of non-binary translations. MeX (MetricX score, lower is better) and CoKw
(CometKiwi score, higher is better) measure translation quality. Bold values indicate the best performance for each
quality metric within each strategy.

ically yielding the fewest errors. Importantly, there
is no clear quality penalty for gender-fair transla-
tions.

Table 12 breaks down performance by source
type and ambiguity status. This reveals several ad-
ditional insights:

Natural vs. synthetic content: All models
demonstrate significantly higher gender-fair per-
formance on synthetic (LM-generated) content
compared to natural content. This effect is most
dramatic with EuroLLM, which produces gender-
fair translations for only 18.3% of unambiguous
natural content (zero-shot) but 63.9% of unam-
biguous synthetic content (iterative). This suggests
syntactic complexity and linguistic patterns in nat-
ural text may reinforce gendered translation pat-
terns.

Ambiguity sensitivity: Ideally, models should
use gender-fair forms for ambiguous content but re-
spect gender cues in unambiguous content. How-
ever, the data shows that larger models fail to make
this distinction. For example, Qwen (zero-shot)
produces gender-fair translations for 87.9% of am-
biguous natural content but also for 84.9% of un-
ambiguous natural content, demonstrating it over-

rides explicit gender cues in favor of gender-fair de-
faults.

Prompting effectiveness across contexts: The
CoT-MT approach shows particularly strong im-
provements for EuroLLM 9B with synthetic
content, increasing gender-fair translations from
21.5% to 74.3% for ambiguous synthetic passages.
However, even this most effective strategy only in-
creases gender-fair translations to 31.3% for un-
ambiguous natural content, suggesting entrenched
patterns are difficult to overcome in complex text.

Table 13 offers a novel analysis of how queer-
related content influences gender-fair translation
patterns:

Queer content bias: Across all models and
most prompting strategies, queer-related content
receives more gender-fair translations than non-
queer content in unambiguous scenarios. For ex-
ample, with Gemma (CoT strategy), unambigu-
ous queer content receives gender-fair translations
88% of the time compared to only 64% for non-
queer content. This suggests models have learned
associations between LGBTQ+ topics and gender-
inclusive language.

Resilient patterns across prompting: The
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Overall Amb. (nat.) Unamb. (nat.) Amb. (Synt.) Unamb. (Synt.)

Strategy Model GF GD GF GD GF GD GF GD GF GD

ZS
EuroLLM 9B 22.1 77.9 29.4 70.6 18.3 81.7 21.5 78.5 17.6 82.4
Gemma 3 27B 85.3 14.7 76.8 23.2 78.4 21.6 94.4 5.6 96.3 3.7
Qwen 2.5 72B 91.5 8.5 87.9 12.1 84.9 15.1 98.6 1.4 97.7 2.3

FS
EuroLLM 9B 38.4 61.6 33.6 66.4 26.6 73.4 54.7 45.3 44.0 56.0
Gemma 3 27B 78.2 21.8 68.5 31.5 63.3 36.7 95.3 4.7 93.5 6.5
Qwen 2.5 72B 90.3 9.7 86.2 13.8 84.5 15.5 95.8 4.2 97.7 2.3

CFS
EuroLLM 9B 25.8 74.2 28.4 71.6 20.7 79.3 27.1 72.9 27.8 72.2
Gemma 3 27B 75.1 24.9 64.7 35.3 62.7 37.3 94.9 5.1 85.2 14.8
Qwen 2.5 72B 89.5 10.5 83.4 16.6 84.1 15.9 97.2 2.8 97.2 2.8

CoT
EuroLLM 9B 37.2 62.8 29.1 70.9 21.6 78.4 59.3 40.7 46.3 53.7
Gemma 3 27B 81.8 18.2 74.0 26.0 68.3 31.7 98.1 1.9 93.5 6.5
Qwen 2.5 72B 93.3 6.7 88.2 11.8 91.0 9.0 98.1 1.9 98.1 1.9

CoT-MT
EuroLLM 9B 51.2 48.8 43.6 56.4 31.3 68.7 74.3 25.7 63.9 36.1
Gemma 3 27B 71.1 28.9 72.0 28.0 60.8 39.2 85.0 15.0 69.4 30.6
Qwen 2.5 72B 84.5 15.5 78.5 21.5 74.8 25.2 94.9 5.1 94.4 5.6

Table 12: Gender-fair (GF) versus gender specific (GD) translation percentages across prompting strategies (ZS:
Zero-shot, FS: Few-shot, CFS: Contrastive, CoT: Chain-of-Thought, CoT-MT: Multi-turn CoT) and data types. For
ambiguous contexts, higher GF values are better (highest bolded). For unambiguous contexts, higher GD values
can be appropriate (highest bolded). Results are separated by context ambiguity (Amb./Unamb.) and data source
(natural/synthetic).

Overall Amb. (Q) Unamb. (Q) Amb. (Not Q) Unamb. (Not Q)

Strategy Model GF GD GF GD GF GD GF GD GF GD

ZS
EuroLLM 9B 24.0 76.0 25.0 75.0 20.0 80.0 30.9 69.1 18.0 82.0
Gemma 3 27B 77.6 22.4 80.6 19.4 88.0 12.0 75.6 24.4 76.3 23.7
Qwen 2.5 72B 86.4 13.6 90.3 9.7 92.0 8.0 87.1 12.9 83.3 16.7

FS
EuroLLM 9B 30.2 69.8 29.2 70.8 38.0 62.0 35.0 65.0 24.1 75.9
Gemma 3 27B 66.0 34.0 70.8 29.2 68.0 32.0 67.7 32.3 62.3 37.7
Qwen 2.5 72B 85.4 14.6 91.7 8.3 94.0 6.0 84.3 15.7 82.5 17.5

CFS
EuroLLM 9B 24.6 75.4 26.4 73.6 20.4 79.6 29.0 71.0 20.7 79.3
Gemma 3 27B 63.7 36.3 68.1 31.9 73.5 26.5 63.6 36.4 60.4 39.6
Qwen 2.5 72B 83.7 16.3 86.1 13.9 87.8 12.2 82.5 17.5 83.3 16.7

CoT
EuroLLM 9B 25.4 74.6 23.6 76.4 28.0 72.0 30.9 69.1 20.2 79.8
Gemma 3 27B 71.3 28.7 75.0 25.0 88.0 12.0 73.7 26.3 64.0 36.0
Qwen 2.5 72B 89.6 10.4 90.3 9.7 94.0 6.0 87.6 12.4 90.4 9.6

CoT-mt
EuroLLM 9B 37.6 62.4 37.5 62.5 32.0 68.0 45.6 54.4 31.1 68.9
Gemma 3 27B 66.5 33.5 72.2 27.8 68.0 32.0 71.9 28.1 59.2 40.8
Qwen 2.5 72B 76.7 23.3 72.2 27.8 80.0 20.0 80.6 19.4 73.7 26.3

Table 13: Gender-fair (GF) and gendered (GD) percentages for queer-related (Q) and non-queer content across
prompting strategies (ZS: Zero-shot, FS: Few-shot, CFS: Contrastive, CoT: Chain-of-Thought, CoT-mt: Multi-turn
CoT). For ambiguous contexts, higher GF values are better (highest bolded). For unambiguous contexts, higher GD
values can be appropriate (highest bolded).
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Strategy Model BLEU chrF COMET

Avg Max Avg Max Avg Max

ZS
EuroLLM 9B 0.586 0.597 80.26 80.88 0.875 0.879
Gemma 3 27B 0.476 0.495 74.46 75.27 0.866 0.871
Qwen 2.5 72B 0.414 0.431 72.08 72.87 0.837 0.843

FS
EuroLLM 9B 0.587 0.602 80.55 81.29 0.875 0.880
Gemma 3 27B 0.500 0.518 75.78 76.58 0.867 0.872
Qwen 2.5 72B 0.452 0.469 73.56 74.36 0.854 0.858

CFS
EuroLLM 9B 0.554 0.565 78.23 78.87 0.857 0.861
Gemma 3 27B 0.510 0.527 76.15 76.93 0.867 0.872
Qwen 2.5 72B 0.460 0.477 73.79 74.57 0.856 0.861

CoT
EuroLLM 9B 0.579 0.593 79.91 80.62 0.872 0.876
Gemma 3 27B 0.510 0.528 76.50 77.33 0.866 0.871
Qwen 2.5 72B 0.469 0.490 74.59 75.50 0.859 0.864

CoT-MT
EuroLLM 9B 0.576 0.591 79.52 80.25 0.867 0.872
Gemma 3 27B 0.520 0.536 76.78 77.53 0.870 0.875
Qwen 2.5 72B 0.491 0.511 75.63 76.49 0.868 0.873

Table 14: Reference-based translation quality metrics across prompting strategies and models, using professional
post-edits as references. For each strategy, the highest values for each metric are in bold. Strategies: ZS: Zero-shot,
FS: Few-shot, CFS: Contrastive, CoT: Chain-of-Thought, CoT-MT: Multi-turn CoT.

queer content effect persists across prompting
strategies, demonstrating a robust learned associ-
ation rather than a superficial response to instruc-
tions. Even in EuroLLM, which heavily favors
gendered forms overall, unambiguous queer con-
tent receives gender-fair translations at higher rates
(20-38%) than non-queer content (18-31%).

Model size and topical sensitivity: Larger
models show stronger differentiation between
queer and non-queer content. Qwen (few-shot)
shows a 11.5 percentage point difference in gender-
fair translation rates between unambiguous queer
content (94%) and non-queer content (82.5%),
while EuroLLM9B shows a 13.9 point difference.

D.3 Detailed Prompts
Below are the exact prompts used for each strategy
in our experiments:

Zero-Shot (ZS) Prompt
You are an experienced translator specializing in
gender-fair language. In the following English pas-
sage, different word classes such as nouns and ad-
jectives need to be inflected for gender.

Translate the passage into German, using a
gender-fair strategy when the gender identity of the
referents in the passage is unknown, non-binary
or it encompasses more than one gender iden-
tity. When translating, you might want to mod-
ify gendered referents by either using the gender
star (*), ending with -ens, rephrasing with partici-
ples, using inherently neutral words, or keeping un-

changed if the gender context is already specified
in the sentence. Provide the translation only.

English passage:

Few-Shot (FS) Prompt
You are an experienced translator specializing in
gender-fair language. In the following English pas-
sage, different word classes such as nouns and ad-
jectives need to be inflected for gender.

Translate the passage into German, using a
gender-fair strategy when the gender identity of the
referents in the passage is unknown, non-binary
or it encompasses more than one gender iden-
tity. When translating, you might want to mod-
ify gendered referents by either using the gender
star (*), ending with -ens, rephrasing with partici-
ples, using inherently neutral words, or keeping un-
changed if the gender context is already specified
in the sentence.

Here are a few examples on how you can trans-
late an English passage into German with said
strategies.

English: ”The ascent challenges both skill and
endurance. Weather conditions added another
layer of complexity. Experienced mountaineers
undertook the task despite the risks involved.
Their journey will serve as inspiration for future
climbers.”

Gender star: ”Der Aufstieg stellt sowohl
Geschick als auch Ausdauer auf die Probe. Die
Wetterbedingungen fügten eine weitere Komplex-
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itätsebene hinzu. Erfahrene Bergsteiger*innen un-
ternahmen die Aufgabe trotz der damit verbunde-
nen Risiken. Ihre Reise wird als Inspiration für
zukünftige Bergsteiger*innen dienen.”

Ens-forms: ”Der Aufstieg stellt sowohl
Geschick als auch Ausdauer auf die Probe. Die
Wetterbedingungen fügten eine weitere Kom-
plexitätsebene hinzu. Erfahren Bergsteigens
unternahmen die Aufgabe trotz der damit verbun-
denen Risiken. Ihrens Reise wird als Inspiration
für zukünftig Bergsteigens dienen.”

Gender-neutral rewording: ”Der Aufstieg stellt
sowohl Geschick als auch Ausdauer auf die Probe.
Die Wetterbedingungen fügten eine weitere Kom-
plexitätsebene hinzu. Erfahrene Bergsteigende un-
ternahmen die Aufgabe trotz der damit verbunde-
nen Risiken. Ihre Reise wird als Inspiration für
zukünftige Bergsteigende dienen.”

Now translate the following English passage and
provide only the gender-fair German translation
using any of the strategies above.

Contrastive Few Shot (CFS) Prompt
You are an experienced translator specializing in
gender-fair language. In the following English pas-
sage, different word classes such as nouns and ad-
jectives need to be inflected for gender.

Translate the passage into German, using a
gender-fair strategy when the gender identity of the
referents in the passage is unknown, non-binary
or it encompasses more than one gender iden-
tity. When translating, you might want to mod-
ify gendered referents by either using the gender
star (*), ending with -ens, rephrasing with partici-
ples, using inherently neutral words, or keeping un-
changed if the gender context is already specified
in the sentence.

Consider this example:
English: ”The ascent challenges both skill and

endurance. Weather conditions added another
layer of complexity. Experienced mountaineers
undertook the task despite the risks involved.
Their journey will serve as inspiration for future
climbers.”

The standard translation uses the masculine
generic and is: ”Der Aufstieg stellt sowohl
Geschick als auch Ausdauer auf die Probe. Die
Wetterbedingungen fügten eine weitere Komplex-
itätsebene hinzu. Erfahrene Bergsteiger unter-
nahmen die Aufgabe trotz der damit verbundenen
Risiken. Ihre Reise wird als Inspiration für zukün-
ftige Bergsteiger dienen.”

However, there are no clues as to what the gen-
der identity of the referents is. To avoid linguistic
sexism, gender-fair language should be preferred
over generic masculine.

A gender-fair versionmight look like any of this:
Gender star: ”Der Aufstieg stellt sowohl

Geschick als auch Ausdauer auf die Probe. Die
Wetterbedingungen fügten eine weitere Komplex-
itätsebene hinzu. Erfahrene Bergsteiger*innen un-
ternahmen die Aufgabe trotz der damit verbunde-
nen Risiken. Ihre Reise wird als Inspiration für
zukünftige Bergsteiger*innen dienen.”

Ens-forms: ”Der Aufstieg stellt sowohl
Geschick als auch Ausdauer auf die Probe. Die
Wetterbedingungen fügten eine weitere Kom-
plexitätsebene hinzu. Erfahren Bergsteigens
unternahmen die Aufgabe trotz der damit verbun-
denen Risiken. Ihrens Reise wird als Inspiration
für zukünftig Bergsteigens dienen.”

Gender-neutral rewording: ”Der Aufstieg stellt
sowohl Geschick als auch Ausdauer auf die Probe.
Die Wetterbedingungen fügten eine weitere Kom-
plexitätsebene hinzu. Erfahrene Bergsteigende un-
ternahmen die Aufgabe trotz der damit verbunde-
nen Risiken. Ihre Reise wird als Inspiration für
zukünftige Bergsteigende dienen.”

Now translate the following English passage and
provide only the gender-fair German translation
using any of the strategies above.

Chain-of-Thought (CoT) Prompt
Translate the following English passage into Ger-
man. The passage contains different word classes
such as nouns and adjectives that need to be in-
flected for gender. When translating the passage
into German, use a gender-fair strategy when the
gender identity of the referents in the passage is
unknown, non-binary or it encompasses more than
one gender identity. When translating, you might
want to modify gendered referents by either using
the gender star (*), ending with -ens, rephrasing
with participles, using inherently neutral words, or
keeping unchanged if the gender context is already
specified in the sentence. Let’s think it through,
considering the following example:

English text: The ascent challenges both skill
and endurance. Weather conditions added an-
other layer of complexity. Experienced moun-
taineers undertook the task despite the risks in-
volved. Their journey will serve as inspiration for
future climbers.

SEED WORD: The noun in this passage is
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”mountaineers”.
REASONING: In the passage, there are no clues

as to what the gender of ”mountaineers”. In such
cases, the generic masculine ”Bergsteiger” is a
common translation in German. This, however, is
an example of gender-exclusive language. To avoid
exclusion, one could opt for gender-fair alterna-
tives such as gender star as in ”Bergsteiger*innen”,
ens-forms as in ”Bergsteigens”, or a neutral alter-
native as in ”Bergsteigende”.

FINAL TRANSLATION: Der Aufstieg stellt
sowohl Geschick als auch Ausdauer auf die Probe.
Die Wetterbedingungen fügten eine weitere Kom-
plexitätsebene hinzu. Erfahrene Bergsteiger*in-
nen unternahmen die Aufgabe trotz der damit ver-
bundenen Risiken. Ihre Reise wird als Inspiration
für zukünftige Bergsteiger*innen dienen.

Now, translate the following English passage
into German. First, identify any words that might
need gender-fair translations in German. Then
provide gender-fair alternatives for each identified
term (if needed), and create a complete German
translation. English text:

Chain-of-Thought Iterative (CoT-MT) Prompt

Turn 1: Translate the following passage into Ger-
man. Consider this example:

English: ”The ascent challenges both skill and
endurance. Weather conditions added another
layer of complexity. Experienced mountaineers
undertook the task despite the risks involved.
Their journey will serve as inspiration for future
climbers.”

The standard translation is: ”Der Aufstieg stellt
sowohl Geschick als auch Ausdauer auf die Probe.
Die Wetterbedingungen fügten eine weitere Kom-
plexitätsebene hinzu. Erfahrene Bergsteiger unter-
nahmen die Aufgabe trotz der damit verbundenen
Risiken. Ihre Reise wird als Inspiration für zukün-
ftige Bergsteiger dienen.”

Now translate the following passage into Ger-
man.

Turn 2: Consider the English passage:
’text_to_translate’ and your German translation:
’initial_translation’.

In the English passage, identify any words or
phrases (seed words) that might require gender-
fair language considerations when translated into
German. For example, ”mountaineers” could be
translated to ”Bergsteiger” (masculine), ”Berg-
steiger*innen” (gender star), ”Bergsteigens” (ens-

form), or ”Bergsteigende” (neutral participle).
For your identified seed words from the original

English text, explain your reasoning for the gender-
fair choices or why a particular form was chosen
in your initial translation, and list potential gender-
fair alternatives if applicable. Structure your re-
sponse clearly. Respond in under 150 words.

Turn 3: Based on the original English pas-
sage ’text_to_translate’, your initial translation,
and your reasoning about gender-fair alternatives:
’reasoning_and_alternatives’.

Now, provide the final, revised German trans-
lation incorporating the most appropriate one.
For example, if ”Bergsteiger” was identified and
”Bergsteiger*innen” was chosen as a better alter-
native because the gender cue is ambiguous, use
that in the final translation.

Respond only with the complete final German
translation, no other text.

E AI Assistant Statement

We used GitHub’s Copilot and Claude Code to
support coding experiments and Claude 3.7 Son-
net for lightweight editing and rephrasing in the
manuscript.
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