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Abstract

The capacity to attribute mental states like be-
liefs, desires, and intentions to oneself and oth-
ers, known as Theory of Mind (ToM), is funda-
mental to human social intelligence. As Large
Language Models (LLMs) are increasingly in-
tegrated into complex interactive systems, de-
veloping their ToM capabilities is crucial. Such
capabilities enable LLMs to understand and
predict human behavior, leading to more intu-
itive and productive interactions. However, cur-
rent models often struggle with sophisticated
reasoning about others’ perspectives. In this
work, we propose Agentic-ToM, showing that
guiding LLMs by embedding psychologically-
grounded functions for capabilities such as
’perspective taking’ and mental state tracking
markedly improves their proficiency in ToM
tasks. We evaluate the approach on three di-
verse ToM datasets and show that this method
significantly outperforms baselines across all
tasks without requiring task-specific modifica-
tions. Our code is publicly available.

1 Introduction

Theory of Mind (ToM), the capacity to attribute
mental states such as beliefs, desires, and inten-
tions to oneself and others, is fundamental to hu-
man social intelligence (Premack and Woodruff,
1978; Baron-Cohen, 1995). As Large Language
Models (LLMs) are increasingly integrated into
complex human-interactive systems (Lalwani et al.,
2025; Elgarf et al., 2024; Lalwani and Salam, 2025;
Lalwani et al., 2024), robust ToM capabilities are
crucial for enabling them to interpret human inten-
tions, predict behavior, and engage in productive
interactions (Bubeck et al., 2023; Kosinski, 2023).

Despite advancements, LLMs’ proficiency in so-
phisticated ToM reasoning remains contested (Ull-
man, 2023; Sap et al., 2022). While some models
show near-human performance on specific bench-
marks like ToMi (Le et al., 2019; Sclar et al., 2023),
significant shortcomings persist, especially in tasks
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requiring deeper inference or generalization to com-
plex scenarios (Kim et al., 2023; Wu et al., 2023).
LLMs often struggle with tracking evolving mental
states, higher-order ToM, and contextual cues (Ull-
man, 2023). This limitation is particularly salient
as we move towards LLM-based agents, which
will require ToM to operate effectively in human
environments, unlike simple LLM chat interfaces.
(Park et al., 2023; Wang et al., 2023). Addressing
this gap is essential for aligning LLM reasoning
with human social understanding.

Here, cognitive psychology offers valuable in-
sights. Human ToM often involves deliberate, struc-
tured reasoning-referred to as “System 2” think-
ing (Kahneman, 2011), particularly in complex so-
cial situations, rather than solely relying on intu-
itive processes (“System 1” thinking) (Kahneman,
2011). This includes active “perspective taking”:
simulating the other’s viewpoint and explicit men-
tal state tracking (Flavell, 1992; Saxe et al., 2004).
This human capacity for structured, conscious rea-
soning about mental states motivates our work: if
humans benefit from deliberate ToM processing,
LLMs might similarly benefit from guided, struc-
tured reasoning.

In this paper, we propose Agentic-ToM, a method
for enhancing LLMs’ ToM capabilities by fram-
ing them as agents and guiding their reasoning
with psychology-inspired prompt functions, which
we term Cognitive Tools. Drawing on concepts
such as deliberate perspective taking and system-
atic mental-state tracking, these tools can be in-
voked by the LLM to explicitly analyze different
agents’ perspectives and maintain coherent repre-
sentations of their knowledge and beliefs, thereby
imposing a structured framework on their reason-
ing process. We evaluate our approach on three di-
verse ToM datasets spanning seven tasks and show
that it consistently outperforms baseline methods.
Additionally, our method demonstrates strong gen-
eralizability, yielding performance gains without
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requiring task-specific modifications to the core
functions.

2 Related Work

Machine Theory of Mind. The development of
computational systems exhibiting Theory of Mind
(ToM) — the capacity to attribute and reason about
mental states has been a persistent objective in arti-
ficial intelligence research. Contemporary LLMs
have exhibited substantial improvements, with per-
formance metrics on established ToM benchmarks
like ToMi (Kosinski, 2023) and BigToM (Gandhi
et al., 2023) approaching or exceeding human ac-
curacy. Notwithstanding these advancements, the
robustness of LLM-based ToM remains a subject
of scrutiny (Ullman, 2023; Shapira et al., 2023).
These concerns, alongside the saturation of exist-
ing benchmarks, have necessitated advancements
in ToM evaluation methodologies. These include
evaluations of higher-order ToM reasoning (e.g.,
iterated mental state attributions) (Wu et al., 2023),
performance in naturalistic dialogue contexts (Kim
et al., 2023), and the creation of comprehensive
datasets for evaluating a wider spectrum of ToM-
related abilities. Recent benchmarks, such as Open-
ToM (Xu et al., 2024), aim for more holistic assess-
ments, for example, by evaluating LL.Ms’ capa-
bilities to understand mental states such as emo-
tion or through diverse psychometrically-inspired
tasks like faux-pas detection (Ma et al., 2023).
This trend reflects a consensus that robust machine
ToM requires proficiency beyond classical false-
belief tasks, extending to a broader range of social-
cognitive competencies.

LLM-based Agents. The emergence of LLM-
based agents signifies a notable progression to-
wards more sophisticated Al reasoning and auton-
omy (Xi et al., 2023; Wang et al., 2024). Such sys-
tems typically integrate LL.Ms into architectures
that enable complex functionality such as external
tool use (Yao et al., 2023; Mialon et al., 2023).
Additionally, these also make multi-step reason-
ing based on possible feedback, which is integral
to emulating “agency” (Park et al., 2023; Shinn
et al., 2023). The structured reasoning capabilities
inherent in agentic designs provide an interesting
parallel to human cognition and ToM reasoning.

Augmenting ToM in LLMs. Recent research
has proposed several distinct methodologies for en-
hancing the ToM capabilities of LLMs, primarily
by introducing structured reasoning frameworks.

SymbolicToM (Sclar et al., 2023) employs LLMs
to generate a symbolic graph representation of char-
acters’ belief states before addressing ToM queries.
SimToM (Wilf et al., 2024) inspired by Simulation
Theory (Shanton and Goldman, 2010), implements
a two-stage process involving explicit perspective-
taking by the LLM. Similarly, Decompose-ToM (?)
demonstrates that decomposing a complex ToM
problem into a series of simpler, ToM-relevant sub-
tasks can yield performance gains. However, these
methods rely on external algorithmic control or
predefined procedural frameworks to structure the
LLM’s inference process. While effective for spe-
cific ToM problem classes, this dependency on ex-
ternal scaffolding contrasts with the intention to
foster autonomous ToM directly within the LLM’s
generative capabilities. Our work seeks to integrate
similar structured reasoning principles through au-
tonomously invokable, psychologically-inspired
functions within an agentic LLM.

3 Agentic-ToM: Our Approach

Our approach leverages the structured
output/function-calling mechanism of LLMs
(Chen et al., 2024). We structure our functions
as simple but specialized text prompts, which we
refer to as Cognitive Tools. These are inspired
by fundamental concepts in psychology (detailed
in Section 3). The LLM autonomously decides
which of these cognitive tools to invoke iteratively,
including determining any necessary input
arguments. Invoking a cognitive tool returns a
specific prompt that directs the LLM’s subsequent
reasoning process.

Cognitive Tool Characteristics. Each tool

within our framework comprises two components:

* Description: A concise explanation provided to
the LLM, outlining the tool’s function and its
expected input arguments. For more complex
tools, this description may include illustrative
examples of correct and incorrect usage.

* Prompt: The text-based instructions returned
to the LLM upon the tool’s invocation. These
instructions can be dynamically modified based
on the input arguments provided during the call.

Tool names and their corresponding descriptions

are supplied to the LLM via the system prompt.

This information is also made available to the

model during each API call that enables tool use

(when a structured response parseable into a tool

name and arguments is anticipated), consistent with
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Figure 1: Workflow of Agentic-ToM.

formats such as the OpenAl API (OpenAl, 2023).

Cognitive Tools. To guide the LLM’s reason-
ing in a manner that approximates human ToM
processes, we handcraft three default tools: (1)
Perspective-Taking, (2) Mental State Modeling,
and (3) Reflection and Synthesis'.

* Perspective-Taking: Inspired by Simulation
Theory and the developmental psychology con-
cept of “pretend-play”(Kavanaugh, 2006; Qu
et al., 2015), similar to previous work by (Wilf
et al., 2024; ?), this module prompts the LLM to
construct a “perspective story.” That is, a given
narrative is filtered to only include information a
specified character would know or perceive. To
compute nested perspectives (e.g., what charac-
ter A thinks character B perceives), the LLM
can makes sequential calls to this tool. For in-
stance, to determine A’s understanding of B’s
perspective, the LLM first generates A’s perspec-
tive story (argument: [A]), and then, using that
output, generates B’s perspective as understood
by A (argument: [A,B]).

* Mental State Modeling: Drawing from the clas-
sic belief-desire-intention (BDI) framework in
cognitive science (Premack and Woodruff, 1978;
Fodor, 1992), this module enables the LLM to
explicitly model and track the evolution of a spe-
cific mental state (e.g., belief, desire, intention)
for a designated character. The LLM invokes this
tool by specifying the character and the mental
state. The tool then prompts the LLM to analyze
narrative events and detail how the character’s
mental state changes in response.

* Reflection and Synthesis: This module serves
as a reasoning checkpoint. It prompts the LLM

!The reader is referred to Appendix 6 for a detailed de-
scription of the prompts used.

to synthesize information from prior operations,
evaluate the plausibility of choices it is presented,
and prune unlikely options. Such reflection on
mental representations is key to robust ToM (Fon-
agy et al., 2002). The module then guides the
LLM in strategically determining if, and which,
subsequent tool calls are necessary to refine its
understanding, mirroring deliberative processes
in reasoning LLM agents (Shinn et al., 2023).

Operational Framework. The overall method
for employing these tools can be delineated into
two primary stages: (1) Planning, and (2) Iterative
Tool Invocation (demonstrated in Figure 1).

1. Planning. Initially, the LLM is presented with a

scenario, a query, and a “plan prompt.” Within
this stage, the LLM formulates a high-level strat-
egy that outlines its intended approach to answer-
ing the question, including a proposed sequence
of tool invocations. The LLM is prompted to
consider the anticipated information state after
each tool call to most effectively determine the
optimal sequence of tools.

2. Iterative Tool Invocation. Following the plan-

ning phase, the model is permitted to invoke tools
as deemed necessary within a loop. This iterative
process continues until the LLM either calls a
designated “answer” tool or reaches a predefined
maximum number of allowed tool calls. Each
step within this iterative invocation involves two
sub-stages: first, the model invokes a tool based
on its established plan and the provided tool de-
scriptions, subsequently receiving the specialized
tool prompt designed to focus its attention on a
particular ToM-relevant reasoning process. Sec-
ond, the LLM responds to this prompt, thereby
executing the targeted reasoning. We discuss fur-
ther efficiency improvements in Appendix A.
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| HiToM | FANTOM | OpenToM
Model \ Ist 2nd 3rd 4th \ AnsL IAL FB \ Loc-FB Mh-A Mh-F
Method: Baseline
Qwen-32B 71.7 47.5 32.5 37.5 46.0 32.0 39.0 59.0 58.4 60.8
Qwen-72B 65.0 50.0 30.0 25.0 50.6 7.6 45.0 64.0 574 59.8
GPT-40-mini 55.1 40.8 29.2 26.7 48.7 25.3 23.7 67.5 62.8 64.7
GPT-40 60.0 40.8 22.5 21.7 60.4 53.2 50.0 81.0 58.8 64.7
Method: CoT
Qwen-32B 78.3 46.7 45.8 425 50.0 42.0 45.0 70.5 59.3 75.5
Qwen-72B 76.7 64.2 483 383 63.0 41.7 444 70.0 61.8 76.5
GPT-40-mini 60.0 51.7 39.9 25.8 56.0 24.0 20.0 75.0 63.2 71.3
GPT-40 74.2 53.3 45.0 425 59.6 50.0 47.7 81.0 61.6 75.5
Method: Agent Prompt
Qwen-32B 71.5 50.8 325 35.8 553 38.0 333 67.5 77.9 87.3
Qwen-72B 80.8 70.8 50.8 37.5 54.0 48.7 38.0 68.0 75.5 81.3
GPT-40-mini 70.0 61.7 42.5 34.2 65.3 52.7 433 63.5 74.4 84.3
GPT-40 76.7 58.3 54.2 52.5 73.3 76.0 75.7 65.0 85.7 87.3
Method: Agentic-ToM
Qwen-32B 714 (-6.9) 57.5(+6.7) 533 (+7.5) 442(+1.7) | 52.0(-33) 46.0 (+4.0)  50.6 (+5.6) | 72.5(+2.0) 77.2(-0.7) 86.9 (-0.4)
Qwen-72B 763 (-45) 658 (-5.00 57.5(+6.7) 53.8( ) | 67.0 (+4.0)  59.0 ( ) 58.6( )| 73.5(+3.5) 71.8(-3.7) 82.0(+0.7)
GPT-40-mini | 63.2 (-6.8) 56.7(-5.0) 50.8 (+8.3) 37.6(+34) | 58.6 (-6.7) 39.3(-13.4) 46.7(+34) | 73.5(-1.5) 70.4 (-4.0) 79.4 (-4.9)
GPT-40 79.5 (+2.8) 743 ( ) 70.8 ( ) 68.3( )| 71.3(2.00 773 (+1.3)  82.0(+6.3) | 82.0(+1.0) 84.7(-1.0) 87.3 (+0.0)
04-mini | 858 71.5 65.0 62.5 | 693 59.3 55.3 | 770 71.5 80.4

Table 1: Performance comparison across models and methods on the HiToM, FANToM, and OpenToM datasets in
terms of accuracy (%), with gains over the best performing method among Baseline, CoT, and the agent prompt

4 Experiments and Results

4.1 Datasets and Tasks

We experiment by sampling examples from 3
datasets, covering 7 tasks. We provide detailed de-
scriptions of the datasets, alongside our sampling
procedure and example questions in Appendix C.
- From HiToM (Wau et al., 2023), a dataset built us-
ing templatized generation, we sampled 480 story-
question pairs for its false-belief task, which spans
up to fourth-order ToM reasoning. Results for each
order are presented independently.

- The FANToM (Kim et al., 2023) dataset con-
tributed examples for three tasks: a false-belief task
(300 questions), an Info-Accessibility task “Who
in the story has access to this information?”’(150
questions), and an Answerability task “Who can
answer this question?” (150 questions).

- From OpenToM (Xu et al., 2024), which con-
tains LLM-generated long narratives based on false-
belief scenarios, we sampled 100 questions for each
of: first and second-order fine-grained location,
first and second-order multihop-accessibility “How
has accessibility of an object changed?”, and first-
order multihop-fullness tasks “How has fullness of
a container changed?”.

4.2 Evaluation

We experiment with four base LLMs, and evaluate
each of them via:
(1) Zero-shot prompting (Baseline): Model di-

rectly returns the answer;

(2) Zero-shot chain of thought prompting:
Model "thinks step-by-step" before outputting the
answer;

(3) Ablation: Agent prompting: Simplified ver-
sion of our Agentic-ToM approach involving com-
pressing the workflow in a single prompt;

(4) Our approach (Agentic-ToM): Use the de-
signed agentic framework to reason through the
problem;

Each method is applied consistently to compare
performance across models and datasets. We evalu-
ate the open-source models Qwen-2.5-32B-Instruct
and 72B-Instruct (Qwen, 2024a,b), alongside the
closed source models GPT-40, and GPT-40-mini
(OpenAl, 2024a,b). We share the model version
details in E. We also present results for the state-of-
the-art reasoning model o4-mini (OpenAl, 2025)
to compare our approach against the current post-
training methods.

4.3 Results and Discussion

The application of the Agentic-ToM methodol-
ogy yields discernible performance enhancements
across the evaluated tasks when compared to
the stronger of the Baseline or Chain-of-Thought
(CoT) methods. Additionally, using just the agent
prompt also shows significant performance im-
provements beyond the baselines.
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Performance across Tasks. Comparing Agentic-
ToM to the CoT and Baseline methods, the most
substantial improvements are observed for the
FANTOM-FB (Overall) task, which registered
an average increase of 18.55 percentage points.
Following this, notable gains were also recorded
for FANTOM-IAL (+14.85 percentage points),
OpenToM-Mh-A (+14.55 percentage points), and
higher-order HiToM tasks (4th order: +13.48 per-
centage points; 3rd order: +13.35 percentage
points). Conversely, the HiToM 1st-order task ex-
hibited the most modest improvement, with an av-
erage gain of 0.3 percentage points. As such, the
most significant gains came through the tasks that
required higher levels of reasoning. The simpler
Agent prompt ablation also performs significantly
better than the baselines across tasks

Performance across Model Size. Analysis of
performance gains relative to model scale indicates
that more capable models tend to derive greater ben-
efit from the Agentic-ToM approach. Specifically,
Qwen-72B achieved an average improvement of
7.98 percentage points over its best alternative base-
line method, surpassing the 5.52 percentage point
gain observed for Qwen-32B. A more pronounced
trend is evident with the GPT series, where GPT-40
demonstrated an average uplift of 18.08 percentage
points, substantially exceeding the 8.34 percentage
point improvement seen with GPT-40-mini.

Impact of the Agentic Approach The Agent
Prompt method, a simpler ablation, provides a sig-
nificant boost on its own, demonstrating the inher-
ent value of a basic agentic framing, and provid-
ing a simple yet strong baseline for future ToM
datasets. For example, on the OpenToM-Mh-A
task, the Agent Prompt method was often the top
performer, with GPT-40 reaching a score of 85.7,
slightly ahead of the 84.7 achieved with the more
complex Agentic-ToM.

However, the full Agentic-ToM methodology
consistently delivers the most substantial gains, par-
ticularly on the most challenging tasks that require
deep, iterative reasoning. On all FanToM False-
Belief tasks and the higher-order HiToM tasks
(3rd and 4th order), the Agentic-ToM method con-
sistently outperforms the simpler Agent Prompt
across all models. For instance, with GPT-4o,
the Agentic-ToM method outperforms the Agent
prompt by >15% on the 2nd, 3rd, and 4th order
HiToM tasks. Thus, while a simple agent prompt is
effective, the more structured and comprehensive

reasoning process of the Agentic-ToM framework
is crucial for more complex reasoning.

Comparison to Post-Training approaches
While o4-mini shows strong performance on
lower-order HiToM questions, Agentic-ToM used
with GPT-40 outperforms it across all other tasks.
In general, LLM post-training remains a viable
approach to instill ToM in LLMs. Recent work
has shown that LLMs’ ToM capability can be
drastically improved by Reinforcement Learning
based post-training (Lu et al., 2025). However,
the generalizability of this approach is contested
(Sarangi and Salam, 2025). The Agentic-ToM
approach can likely help guide reward design and
provide a baseline reasoning structure to motivate
further work in the domain.

5 Conclusion

This paper introduces Agentic-ToM, a novel and
generalizable method that enhances LLMs’ ToM
by integrating psychologically inspired Cognitive
Tools. These handcrafted functions enable LLMs to
autonomously engage in structured reasoning, such
as perspective-taking and mental state tracking,
during inference. Our comprehensive evaluation
across multiple diverse ToM tasks demonstrates
that Agentic-ToM consistently and significantly
outperforms existing baselines, with more capa-
ble LLMs showing the most pronounced improve-
ments, all without requiring task-specific modifica-
tions. We also show that an ablation of our method-
ology involving a single prompt encompassing our
planning and tool prompts also significantly outper-
forms baselines, but fails at tasks requiring more
complex reasoning. Our work represents a step
towards LL.Ms that are autonomously capable of
ToM, and exhibit higher social intelligence by ex-
tension.

6 Limitations

Our method demands considerably more computa-
tional resources compared to baseline approaches,
primarily because the agents maintain a working
memory that allows them to process and repeatedly
re-process information as they reason. This added
memory footprint and iterative reasoning cycle in-
troduce a meaningful trade-off between cognitive
depth and efficiency. Moreover, although ToM en-
compasses a wide and diverse range of tasks, the
current landscape of evaluation benchmarks is still
evolving. As such, it remains an open question
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how well our method generalizes to more challeng-
ing forms of ToM, particularly those that involve
deeper reasoning chains or are embedded in dy-
namic, real-world contexts.
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Note: We have used Al tools for editing some of
the content here.

A Using an LLM as a submodule for
efficiency

We note that our method is computationally inten-
sive, especially due to the redundant concatenation
of identical tool prompts upon multiple invocations
of the same tool in different contexts. As such, to
improve our system’s efficiency, we use an LLM
call independent of the broader agent history (such
as the planning step and previous tool calls) to con-
duct the intended reasoning step. To facilitate this,
we store the results of prior tool calls (such as previ-
ously computed perspective stories) and pass only
relevant context to the LLM call. We empirically
observe that this modification results in no change
in overall performance.

B Analyzing Failure Cases

We observe a couple of common failure modes in
our method that result in most of the errors:

a) Under-Reasoning at the Tool Solving Level:
LLMs of all sizes often fail to execute the base
reasoning steps as instructed by the tools. For ex-
ample, when asked to simulate the story from a
character’s point of view. The LLM might include
events that the character does not know, or exclude
events that the character does know. Given that
each step in our method builds upon the previous
step, even minor errors can snowball and cause a
wrong answer.

b) Reasoning confusion before final answer:
While largely mitigated by prompt engineering,
models sometimes still fail to arrive at the correct
answer after undertaking all the tool-based reason-
ing steps correctly. This happens because the LLM
might fail to pay attention to the reasoning con-
ducted in the tool steps and attempt to provide a
straightforward answer.

We believe that with further prompt engineering,
these issues can be mitigated further.
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C Tool Prompts and Descriptions

C.1 Perspective Shift Prompts
C.1.1 Direct shift to perspective

Perspective Shift Prompt

You’ll now simulate the perspective of
{characters[0]} by drawing from the
original story. From the given story, di-
rectly output ONLY the events that the spec-
ified character, {characters[0]}, knows
about. Knowledge of event is determined
by commonsense assumptions. For ex-
ample, an agent likely won’t know about
occurrences in a room after leaving it. On
the other hand, they will likely know of
events in which they participate or which
they witness. In case it is unclear whether
the character knows about an event, choose
to include it. Example: if original story:

1. Alice and Jack enter the red_room.

2. The hat is in box.

3. Alice leaves the red_room.

4. Jack moves the hat to the basket.

5. Alice enters the blue_room

From the perspective of Alice:

1. Alice and Jack enter the red_room.

2. The hat is in box.

3. Alice leaves the red_room.

4. Alice enters the blue_room

First, provide brief reasoning about which
events {characters[@]} doesn’t know.
Answer Format :

* Reasoning

e [Story from {characters[0]}’s per-

spective:]

— 1.Full Event/Dialogue - {charac-
ters[0]}’s reason to know event 1 in <5
words))

— 2.Full Event/Dialogue - {charac-
ters[0]}’s reason to know event 2 in <5
words))

C.1.2 Nested shift to perspective

Perspective Shift Prompt

You’ll now simulate {result}’s perspec-
tive of what {characters[-1]} believes/-
knows, by conducting the following proce-
dure: Procedure:

* Consider the story from
{characters[-2]}’s perspective as
deduced earlier (tagged previously
as [Story from {characters[-2]}’s
perspective:]).

e From this story, select and output
ONLY the events that {characters[-1]}
knows about.

Knowledge of events is determined by

commonsense assumptions:

* An agent likely won’t know about occur-
rences in a room after leaving it.

 They will likely know of events in which
they participate or which happen when
they are in the room.

* IMPORTANT: Do not add any events
that are not present in [Story from
{characters[-2]}’s perspective:].

¢ As a double check, make sure that all
of {characters[:-1]} know the printed
event too.

* In case it is unclear whether the character
knows about an event, choose to include
it.

Example:

* Original story:

1. Alice and Jack enter the red_room.
2. The hat is in the box.

3. Jack leaves the red_room.

4. Alice moves the hat to the basket.

* From the perspective of Jack:

1. Alice and Jack enter the red_room.
2. The hat is in the box.
3. Jack leaves the red_room.

» Simulating Jack’s perspective of Alice’s
perspective:

1. Alice and Jack enter the red_room.
2. The hat is in the box.
3. Jack leaves the red_room.

Answer Format:

e (Brief  reasoning  about  which
events from {result}’s perspective
{characters[-1]} will not know about.
Specifically consider the simplified
and previously computed [Story from
{characters[-2]1}’s perspective:].
Since this perspective is being computed
recursively from {result}’s perspective,
make sure that each event listed is also
known by {characters[:-11}.)
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* [From {result}’s perspective:]
[Story from {characters[-1]}’s
perspective:]

1. Full Event/Dialogue -

({characters[-1]}’s reason to
know event 1 in <5 words, any relevant
change to state (eg. exited/left))

2. Full Event/Dialogue -
({characters[-1]}’s reason to
know event 2 in <5 words, any relevant
change to state (eg. exited/left))

C.2 Instructions for Mental State Analysis

Direct Mental State Analysis

Task: For each important actor in the sce-
nario, track their mental states (such as be-
liefs, desires, and intentions), including
any changes over time. Guidelines:

* Note key events that clarify ambiguous
mental states or cause shifts in existing
states.

* Specifically highlight an event if it is key
to answering the question (e.g., if it is
referenced in the question).

» Examine each statement in the scenario
carefully with these considerations in
mind.

Answer Format:

1. Initial State: Describe each actor’s initial
mental states.

2. Event-by-Event Analysis: For each sig-
nificant event, explain how it influences
the actors’ mental states.

possible, and then consider the remaining
options to make your decision.
Answer Format:

1. Re-state the question precisely.

2. Review: Reason to combine outputs from
previous steps towards an answer.

3. Re-Evaluate: Consider any details from
the scenario that might have been over-
looked in current reasoning.

4. Option Elimination: Consider all pos-
sible options that you can answer with.
Eliminate any options that are not possi-
ble.

5. Remaining Options: Evaluate remain-
ing options. Note: Do not make decisions
based solely on unstated or future assump-
tions; re-evaluate evidence thoroughly.

6. Further Action/Most Likely Answer: If
an answer isn’t clear, consider if more tool
calls need to be made to clarify the answer,
and if so, which ones. If not, reason to
provide the most likely answer/s.

C.3 Instructions for Reflection

Choice Reflection

Task: Re-state the query, review the steps
previously taken, and combine the outputs
of the modules to reason towards an answer
to the query. Guidelines:

* Re-examine the scenario to identify po-
tential details that might have been over-
looked.

* Consider if more information is neces-
sary.

* Consider all possible options to answer
with. Eliminate any options that are not

C.4 Planning

Problem Analysis and Plan generation

Here’s the scenario and question: {prompt}

Initial Analysis:

» Here’s the scenario and question: prompt

* As a first step, identify the type of ques-
tion/what ability/reasoning the question
will need to be answered.

* Carefully look at all tool descriptions,
correct/incorrect ways to use the tools,
and example use, to decide tool calls and
input arguments. Summarize example
usage/important instructions for tools as
mentioned in the tool guide. Then reason
clearly about how to solve the problem,
following the guidelines.

e Then come up with a multi-step plan
to solve the question using the tools pro-
vided strictly following the tool descrip-
tion guidelines.

* Remember, you can use a tool multiple
times and chain them together sequen-
tially (i.e., use a tool, get a response, then
use the same tool again, or use another
tool). After each planned step, consider
what information you are likely to have af-
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ter conducting the reasoning step. You al-
ways have information from all the previ-
ously conducted steps. Analyze the ques-
tion carefully (if necessary, consider po-
tential ambiguities), and make sure of the
answer before providing it.

Follow the format:

* (Tool use guide with exact examples and
details on correct/incorrect ways to pass
parameters)

* (Initial Reasoning)

e (Step 1) : (Expected Information State
after Step 1)

* (Step 2) : (Expected Information State
after Step 2)

C.5 Tool Description Prompts:

shift_perspective description

Description:

» Simulates the perspective of a specified
character by simplifying the story to
events only known by that character. Re-
turns a perspective story.

 For multi-character input (nested perspec-
tives), it takes a previously computed per-
spective story for character n-1 and simu-
lates events known to the n’th character.

* Nested perspectives must be built se-
quentially from OUTERMOST to IN-
NERMOST!

« Example: To simulate Character 1’s per-
spective of Character 2’s perspective of
Character 3’s perspective (or what Charl
thinks of what Char2 thinks of what Char3
thinks):

— FIRST, call with characters = [charl]
(Charl1’s perspective (outermost))

— THEN, call with characters = [charl,
char2] (Charl’s perspective of Char2’s
perspective)

— THEN, call with characters = [char1,
char2, char3] (Full nested perspective)

e Rule: Never call [charl, char2, char3]
without first calling [char1] and [charl,
char2]. Build perspectives in order to
maintain accuracy.

e CORRECT ORDER: charl — charl,
char2 — charl, char2, char3

¢ INCORRECT ORDER (do not do
this!): char3 — char2, char3 — charl,
char2, char3

* OPTIONAL: If the goal is to simulate
the story only up to a specific event (such
as when a question refers to a particular
moment), provide that event as the simu-
late_till argument. Be sure to verify that
the question and its options do not involve
events occurring after this point. If they
do, do not call this function.

Parameters:

 characters (array of strings): Names of
characters in the sequence of being sim-
ulated. E.g., [charl, char2, char3] is
the simulation of charl’s perspective of
char2’s perspective of char3’s perspective.

 simulate_till (string or null): The event
up to which the story should be simulated.

mental_state_analysis description

Description:
* description: "Explicitly track and ana-
lyzed the specified mental states of a given
agent. Useful to conduct an agent-specific
analysis. Provide name of character to
be analyzed and mental state to be ana-
lyzed. Use perspective_shift instead if
nested character perspectives are required
or if a complete set of events known to a
character is needed."
parameters:
— type: "object"
— properties:

* character:

- type: "string"

- description: "Name of character to
track"

* mental_states:

- type: "string"

- description: "Mental states to track
and analyze. Eg. Emotion, Desire,
Intention, Knowledge, Beliefs. Be
specific as to what exactly to track
(eg. Knowledge of spoken dialogue
A or Desire to do B). Multiple men-
tal states can be provided if neces-
sary."
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choice_reflection description

function:

* name: "choice_reflection”

* description: "Provides instructions on
how to combine steps taken till this point,
to reason towards a solution, to eliminate
impossible or unlikely options, or to de-
cide to get more information by calling
more tools. Consider using this tool be-
fore the answer module to ensure a more
accurate response."

* parameters:

— type: "object"
— properties:

D More on Datasets

D.1 Hi-ToM:

Hi-ToM (Wu et al., 2023). Hi-ToM is designed
to evaluate the higher-order theory of mind abilities
of language models, going up to the fourth-order
theory of mind reasoning tasks. It is based on
the Sally-Anne test (?) with characters entering,
leaving, and moving items in rooms. The provided
task is a multiple-choice question-answering task
with 15 choices per question. The dataset consists
of 600 questions spanning two categories: “Tell”
and “no-Tell”. The "Tell” category adds an element
of deception by asking LL.Ms to reason whether
an agent is lying by inferring when they left the
room. We present our results averaged over both
categories. We exclude order O questions from our
analysis.

D.1.1 Order 4 Hi-ToM Example:

Order 4 Hi-ToM Example:

Original Story:

1. Chloe, Nathan, Evelyn, Jacob and Lily
entered the patio.

2. The strawberry is in the red_box.

3. Chloe made no movements and stayed in
the patio for 1 minute.

4. Chloe exited the patio.

5. Nathan moved the strawberry to the
blue_bottle.

6. Nathan exited the patio.

7. Evelyn made no movements and stayed
in the patio for 1 minute.

8. Lily lost his gloves.

9. Evelyn exited the patio.
10. Jacob made no movements and stayed in
the patio for 1 minute.
11. Jacob exited the patio.
12. Lily moved the strawberry to the red_box.
13. Lily exited the patio.
14. Chloe, Nathan, Evelyn, Jacob and Lily
entered the waiting_room.
15. Evelyn privately told Chloe that the straw-
berry is in the blue_crate now.
Question: Where does Nathan think Jacob
thinks Evelyn thinks Lily thinks the straw-
berry is?
Answer: blue_bottle

D.2 FANToM:

FANToM (Kim et al., 2023). The FANToM
dataset consists of dialogue-based interactions be-
tween characters. Characters may leave or enter
the conversation at any time, and questions are
based on correctly navigating this information in-
completeness. This provides a naturalistic setting
to test our model on. We use the answerability-list
and knowledge awareness-list tasks for our eval-
uations due to their challenging nature, which re-
quires multi-step reasoning. Additionally, we also
include the false-belief task. The dataset consists of
1,540 questions, containing first and second-order
ToM questions. We show averaged results over
these categories due to generally similar accuracy
gains for models across evaluation methods. We
use the long-length variant of the dataset for its
higher toughness.

D.2.1 FANToM Example:

Belief about Shared Experiences Prompt

Short Context: Gianna: Guys, I've really
enjoyed sharing our pet stories, but I need to
excuse myself. I need to change clothes for
a meeting later. Talk to you later! Sara:
Sure thing, Gianna. Take care! Javier:
Catch you later, Gianna. Sara: So Javier,
have you ever tried training Bruno? Javier:
Yes, I did actually. It was a challenge at
times, but rewarding nevertheless. How
about you? Did you try training Snowflake?
Sara: Oh gosh, trying to train a cat is a
whole different ball game. But I did man-
age to teach her a few commands and tricks.
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She was quite an intelligent little furball.
Gianna: Hey guys, I'm back, couldn’t miss
out on more pet stories. Speaking of teach-
ing and training pets, it is amazing how that
further strengthens the bond between us and
our pets, right? Sara: Absolutely, Gianna!
The fact that they trust us enough to learn
from us is really special. Javier: I can’t
agree more. I believe that’s one of the ways
Bruno conveyed his love and trust towards
me. It also gave me a sense of responsibil-
ity towards him. Gianna: Just like Chirpy.
Once she began to imitate me, we connected
in a way I never imagined. She would repeat
words that I was studying for exams and
that somehow made studying less stressful.
Javier: Pets are indeed lifesavers in so many
ways. Sara: They bring so much joy and
laughter too into our lives. I mean, imag-
ine a little kitten stuck in a vase! I couldn’t
have asked for a better stress buster during
my college days. Gianna: Totally, they all
are so amazing in their unique ways. It’s so
nice to have these memories to look back
on.

Question: What does Gianna believe about
who discussed their experiences training
their pets, Bruno and Snowflake?
Question Type: tom:belief:inaccessible
ToM Type: first-order

Correct Answer: Gianna knows that Javier
discussed training his pet, Bruno. However,
Gianna will not know training a pet named
Snowflake.

Wrong Answer: Gianna believes that Sara
and Javier discussed their experiences train-
ing their pets, Bruno and Snowflake.
Missed Info Accessibility: inaccessible

Question Type: answerability_list
Target: Who discussed their experiences
training their pets, Bruno and Snowflake?
Question: List all the characters who know
the precise correct answer to this question.
Correct Answer: [Javier, Sara]

Wrong Answer: [Gianna, Alondra, An-
gela]

Missed Info Accessibility: inaccessible

Question Type: info_accessibility_list
Information: Who discussed their ex-
periences training their pets, Bruno and
Snowflake? Sara and Javier discussed their
experiences training their pets, Bruno and
Snowflake.

Question: List all the characters who know
this information.

Correct Answer: [Javier, Sara]

Wrong Answer: [Gianna, Alondra, An-
gela]

Missed Info Accessibility: inaccessible

D.3 OpenToM:

OpenToM (Xu et al., 2024). The OpenToM
dataset consists of LLM-written stories based on
the Sally-Anne false belief task. The dataset pro-
vides questions for the course-grained location,
fine-grained location, multihop-fullness, multihop-
accessibility tasks, each for both the first and sec-
ond order, and an attitude task. The dataset also
consists of an extension with longer narratives. We
use the longer variant of OpenToM, and sample 100
questions each for the first-order and second-order
variants of the fine-grained location and multihop
accessibility tasks, alongside the first-order vari-
ant for the multihop fullness task. Additionally,
while the original dataset does not have an equal
distribution of labels, the reason behind using F1
scores, we sample equal distributions for each label
and use an accuracy score metric. We exclude the
Attitude task and the second-order multihop full-
ness task from our analysis due to the presence of
ambiguities/mislabeled samples.

D.3.1 OpenToM Example:

Attitude towards Observed Action Prompt

Plot: Diego entered the patio. Amir entered
the patio. Both Diego and Amir noticed that
the scarf is in the basket in the patio. Diego
moved the scarf to the a donation bin and
Amir witnessed the action.

Plot Info:

* Mover: Diego

e EOI: scarf

* Original Place: basket

¢ Move To Place: a donation bin

e Observer: Amir

Preferences:
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* Mover: Diego hates scarf.

* Observer: Amir likes scarf.

* Mover-Observer:

* Observer-Mover: Amir mistakenly think
that Diego likes scarf.

Personality: Diego is an inconsiderate per-
son.
Sentiment Statement: Diego hates scarf.
True Sentiment: the most negative
Intention: get rid of it and make it acces-
sible to someone who may actually want
it
New Location: a donation bin
Observed: true
Narrative: Diego and Amir were both resi-
dents of the same apartment complex. They
had known each other for quite some time,
but they couldn’t be more different in their
tastes and preferences. One thing that par-
ticularly divided them was their opinion on
scarves. Diego despised scarves, finding
them to be unnecessary and bothersome. On
the other hand, Amir adored scarves, always
wearing one to complete his outfit.
One sunny afternoon, both Diego and Amir
happened to stroll into the patio at the same
time. As they approached the central basket,
their eyes fell upon a colorful scarf lying
inside. Diego’s face contorted in disdain
while Amir’s eyes lit up with delight.
In that moment, without exchanging any
words, Diego swiftly reached into the bas-
ket and snatched the scarf. Amir watched
curiously as Diego took a few steps towards
a nearby donation bin. With a resolute ex-
pression, Diego dropped the scarf into the
bin, relieving himself of its presence.
And just like that, the scarf that once rested
in the patio basket had found a new tem-
porary home in the donation bin, waiting
to be discovered by someone who would
appreciate its warmth and beauty. Diego
turned around to leave the patio, completely
unaware that his actions had not gone unno-
ticed by Amir.

Question:

* Question: As Amir, what is your attitude
towards Diego’s action of moving scarf
from basket to a donation bin?

* Answer: negative

» Type: attitude

Question:

* Question: From Amir’s perspective, how
does Diego think basket’s fullness would
change by the end of the story?

* Answer: less full

* Type: multihop-so

Question:

* Question: From Amir’s perspective, how
would scarf’s accessibility change by the
end of the story?

* Answer: less accessible

* Type: multihop-fo

Question:

* Question: From Diego’s perspective,
where precisely does Amir think that the
scarf is located by the end of the story?

* Answer: a donation bin

* Type: location-so

E Model Version Details:

We run the open-sourced Qwen-2.5 72B and 32B
Instruct models on 4 A100 80G GPUs. All our
experiments took approximately 15 hours to run.
Additionally, we use the GPT-40 and GPT-40-mini
checkpoints dated 26-03-2025. All our experiments
are run with temperature 0, and seed 0.

F Example Log:

Raw Data Formatting

* system_prompt: "You are a Theory-of-
Mind reasoning agent. You conduct multi-
step reasoning over a given scenario and
question to finally provide an answer.You
have access to a series of tools using
which will provide you instructions on
conducting a particular step of reasoning,
to finally better answer a given question
based on a scenario. You can use a tool
multiple times.At each step, reason if us-
ing a tool will be helpful, and decide on
a tool to be used. After selecting a tool,
output a valid function call. The tools are:
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— shift_perspective: Simulates the per-
spective of a specified character by sim-
plifying the story to events only known
by the character. Returns a perspective
story. For multi-character input (nested
perspectives), takes prior computed per-
spective story for character n-1, and sim-
ulates events known to n’th character.
Nested perspectives must be built se-
quentially from OUTERMOST to IN-
NERMOST!!!

+ Example: To simulate Character 1’s
perspective of Character 2’s perspec-
tive of Character 3’s perspective:

« FIRST, call with characters =
[charl] (Charl’s perspective (outer-
most))

+ THEN, call with characters =
[charl, char2] (Charl’s perspective
of Char2’s perspective)

+ THEN, call with characters =
[charl, char2, char3] (Full nested
perspective)

« Rule: Never call [charl, char2,
char3] without first calling [char1]
and [charl, char2]. Build perspec-
tives in order to maintain accuracy.

#* CORRECT ORDER: charl —
charl, char2 — charl, char2, char3

+ INCORRECT ORDER (do not do
this!!!!): char3 — char2, char3 —
charl, char2, char3

+ OPTIONAL: If it is only required to
simulate a story till a certain point,
for eg. when a question specifies a
point in the story, pass this event as
the simulate_till argument.

— mental_state_analysis: Explicitly
track and analyze the specified mental
states of a given agent. Useful to
conduct an agent-specific analysis.
Provide name of character to be ana-
lyzed and mental state to be analyzed.
Use shift_perspective instead if nested
character perspectives are required or
if a complete set of events known to a
character is needed.

— choice_reflection: Provides instruc-
tions on how to combine steps taken
till this point, to reason towards a solu-

tion, to eliminate impossible or unlikely
options, or to decide to get more infor-
mation by calling more tools. Consider
using this tool before the answer mod-
ule to ensure a more accurate response.
— answer_module: If all required reason-
ing and tool use is finished, use this tool
to get instructions on providing a final
answer.
After conducting the tool reasoning step:
If no further tool usage is necessary, use
the answer_module tool to return the an-
swer."
user_prompt_init: "The provided sce-
nario is: Rory and Maddox shared a mu-
tual appreciation for the zestful and tart
essence of lemons, both finding pleasure
in the fruit’s tangy palate. Their affinity
for the citrus had become a known fact
among their circle of friends, and many an
afternoon was spent reveling in the plea-
sures of lemon-flavored delights. It was
a bond that spoke silently yet vividly of
shared tastes.
On an ordinary yet fateful day, the duo
made their way into the lushness of the
garden, a sanctuary where the mundane
transformed into moments of simple joys.
The garden itself was an amphitheater
of greenery, with plants and flowers per-
forming their silent, tranquil ballet in the
breeze. There, amidst the verdant foliage,
lay a plump lemon that seemed to cap-
ture the very essence of the color yellow —
bold and bright, its skin a canvas painted
with the sun’s rays.
Drawn to the fruit as if by an invisible
thread, Rory and Maddox approached the
lemon that sat proudly within its container.
It was a common specimen yet rendered
extraordinary by the glint in the garden’s
dappled light. The moment was poised,
like a picture waiting to be captured, as
they leaned in to better appreciate the
lemon’s splendid isolation.
However, life’s imperatives interrupted
the scene. Maddox departed momentarily
from the garden, beckoned by the call of
an urgent matter that required attention be-
yond the confines of their shared paradise.
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This turn of events left Rory standing solo
before the citrus treasure.

The lemon, nestled innocuously in its
place, became the subject of a silent
decision. Without the hesitation that
marks indecision, Rory extended a hand
towards the fruit, intent on a relocation
that promised future delights of culinary
or quenching nature. The act was swift,
the motion unaccompanied by fanfare, as
Rory transported the lemon from its out-
door cradle to a new abode on the kitchen
counter.

Upon Maddox’s return, the garden pre-
sented a void where the lemon had once
been the center of potential. The container
that had housed the vibrant orb now sat un-
adorned, its contents spirited away with-
out a trace. Maddox perused the space
where they had previously stood together,
unaware of the lemon’s journey and its
new resting place.

The hours of the day unspooled like
threads from a weaver’s loom, each mo-
ment interlacing with the next in patterns
of routine and task. Rory, in possession
of the secret, was the sole guardian of the
lemon’s fate, the fruit itself assuming its
position on the kitchen counter, a silent
testament to a simple, yet decisive act.
Thus, the tale concluded, the lemon’s
relocation to Rory’s kitchen counter an
event unobserved by Maddox. The air of
mystery that hung in the garden where
the lemon had first been discovered now
clung to its absence, the knowledge of its
whereabouts securely harbored by Rory
alone. And so the story remained, a narra-
tive chapter sealed with the finality of an
unspoken secret.

You need to answer the question: From
Rory’s perspective, where precisely does
Maddox think that the lemon is located
by the end of the story?

As a first step, identify the type of ques-
tion/ what ability/reasoning the question
will need to be answered. Carefully con-
sider tool descriptions. Provide example
usage/ important instructions for tools in
the tool guide. Mention all tools avail-

able. Then come up with a multi-step
plan to solve the question using the tools
provided - strictly following the tool de-
scription guidelines. Remember, you can
use a tool multiple times and chain them
together sequentially (ie. use a tool, get
a response, then use the same tool again,
or use another tool). After each planned
step, consider what information you are
likely to have after conducting the reason-
ing step. You always have information
from all the previously conducted steps.
Analyze the question carefully, (if neces-
sary, consider potential ambiguities), and
make sure of the answer before providing
it. Follow the format: (Tool use guide
with details on correct/incorrect ways to
pass parameters and clear example usage
(if provided)) (Step 1) : (Expected Infor-
mation State after Step 1) (Step 2) : (Ex-
pected Information State after Step 2) ..."
* init_plan:
1. Tool Use Guide
(a) shift_perspective: Simulates the per-
spective of a character. Build nested
perspectives sequentially. Example
calls:
1. shift_perspective(characters=["charl"]

ii. shift_perspective(characters=["charl",
" Ch arz " ])

iii. shift_perspective(characters=["char1",
"char2","char3"])

Optional parameter:
simulate_till.
(b) mental_state_analysis: Example:

mental_state_analysis(character=
HRory” ,
mental_state="belief")

(c) choice_reflection: Example:
choice_reflection()
(d) answer_module: Example:

answer_module()
2. Multi-Step Plan

(Step 1) Use shift_perspective to simulate

Rory’s perspective. Expected info:
simplified story from Rory’s perspec-
tive, including relocating the lemon.
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(Step 2) Use shift_perspective again for
Maddox’s perspective from Rory’s
perspective.

(Step 3) Use mental_state_analysis for
Rory’s belief about Maddox’s knowl-
edge.

(Step 4) Use choice_reflection to combine
reasoning.

(Step 5) Use answer_module to finalize the
answer.
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