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Abstract

Reinforcement Learning Fine-Tuning (RLFT)
has achieved notable success in tasks with ob-
jectively verifiable answers (e.g., code gen-
eration, mathematical reasoning), yet strug-
gles with open-ended subjective tasks like role-
playing dialogue. Traditional reward modeling
approaches, which rely on independent sample-
wise scoring, face dual challenges: subjective
evaluation criteria and unstable reward signals.
Motivated by the insight that human evalua-
tion inherently combines explicit criteria with
implicit comparative judgments, we propose
Comparative Policy Optimization (CPO).
CPO redefines the reward evaluation paradigm
by shifting from sample-wise scoring to com-
parative group-wise scoring. Building on the
same principle, we introduce the Character-
Arena evaluation framework, which comprises
two stages: (1) Contextualized Multi-turn Role-
playing Simulation, and (2) Trajectory-level
Comparative Evaluation. By operationalizing
subjective scoring via objective trajectory com-
parisons, CharacterArena minimizes contextual
bias and enables more robust and fair perfor-
mance evaluation. Empirical results on Charac-
terEval, CharacterBench, and CharacterArena
confirm that CPO effectively mitigates reward
ambiguity and leads to substantial improve-
ments in dialogue quality.

1 Introduction

Role-playing dialogue systems aim to support im-
mersive multi-turn interactions by simulating spe-
cific character personas (Zhou et al., 2024b; Wang
et al., 2024c). A core challenge lies in generating
responses that are not only coherent with the char-
acter profile but also rich in narrative appeal and
stylistic diversity (Zhou et al., 2024a). Existing ap-
proaches primarily adopt Supervised Fine-Tuning
(SFT) (Chung et al., 2022) over high-quality di-
alogue corpora (Wang et al., 2024a, 2025b), fol-
lowing an imitation learning paradigm. While
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plaza at dusk ......

dare a mere mortal disturb the Furina's afternoon ritual?

Oh! It's you...(quickly regains composure) I mean, how }

Still keeping up the act. How's civilian life treating you? J%\? gz
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Fontaine-style living! Though...(softening) the applause at
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A. The stage lights were warm...but blinding.
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C. Miss it? Please! Now I can finally boo terrible performances
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Figure 1: Challenges in role-playing reward estimation.
Sample-wise LLM evaluation suffers from ambiguous criteria,
prompt sensitivity, and scoring instability, amplifying errors
in GRPO’s advantage computation. Group-wise rewarding
provides clearer evaluation criteria and implicit comparisons.
Additionally, ranking-based evaluation is simpler and more
stable than independent scoring, reducing error propagation
in advantage estimation.

SFT has proven effective to a degree, it is inher-
ently constrained by the distribution of the train-
ing data—Ileading to overfitting on observed dia-
logue patterns, limited creative flexibility, and of-
ten underwhelming performance in delivering truly
engaging and immersive role-playing experiences
(Sun and van der Schaar, 2025).
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Fine-Tuning (RLFT) (Christiano et al., 2017; Lee
et al., 2024; Rafailov et al., 2023) present a promis-
ing alternative. RLFT has achieved notable success
as a post-training strategy for large language mod-
els (LLMs), particularly in aligning outputs with
human preferences (Achiam et al., 2023) and en-
hancing complex reasoning abilities (DeepSeek-Al
et al., 2025; Qwen et al., 2025; Yang et al., 2025).

However, the effectiveness of RLFT hinges on
the availability of reliable and discriminative re-
ward signals — a condition that holds in well-
structured domains with objective correctness crite-
ria (Liu et al., 2025). In stark contrast, role-playing
poses a fundamentally more subjective and open-
ended challenge, where key objectives like person-
ality consistency, narrative appeal, and emotional
resonance are inherently ill-defined. As illustrated
in Figure 1, current reward modeling methods en-
counter two limitations. First, the evaluation crite-
ria for open-ended responses are intrinsically am-
biguous, making it difficult to establish reliable and
consistent scoring rules. Second, existing sample-
wise LLM-based evaluators are highly sensitive to
prompt variations, often producing unstable and
weakly discriminative scores, and in some cases,
collapsing most outputs into a narrow scoring range
(Yuan et al., 2024a).

To address these issues and unlock the potential
of RLFT in role-playing, we propose Comparative
Policy Optimization (CPO). Inspired by the ob-
servation that human evaluation relies not only on
explicit criteria but also on implicit comparisons be-
tween samples (Yuan et al., 2024a), CPO reframes
reward modeling from individual sample scoring to
group-wise scoring. This shift leads to an approxi-
mately 20% improvement in human agreement, ef-
fectively reducing reward ambiguity. Furthermore,
we introduce CharacterArena, a comprehensive
evaluation framework. It comprises two stages:
(1) Contextualized Multi-turn Role-playing Sim-
ulation, which generates interaction trajectories
under controlled character and scenario settings;
and (2) Trajectory-based Comparative Evalua-
tion, which enables fair and robust assessments
by anchoring evaluations to direct trajectory com-
parisons rather than absolute scores. Experimental
results demonstrate that CPO consistently outper-
forms other RLFT methods on both CharacterEval
and CharacterBench, and surpasses all baselines
within the CharacterArena evaluation framework.
These findings highlight the effectiveness of our ap-
proach in addressing reward ambiguity and substan-

tially enhancing dialogue quality in role-playing
systems.

Our main contributions are as follows:

* We propose Comparative Policy Optimization
(CPO), anew RLFT method based on a group-
wise reward modeling paradigm, specifically
designed to reduce reward ambiguity in open-
ended role-playing dialogues.

* We present CharacterArena, a new evaluation
framework that transforms subjective judg-
ments into more objective comparisons, ef-
fectively minimizing contextual bias and en-
abling a fairer assessment of role-playing per-
formance.

* Experimental results on three benchmarks
show that CPO outperforms existing RLHF
methods. Further analysis demonstrates that
group-wise scoring improves human agree-
ment by up to 20%.

2 Related Work

2.1 Role-playing

The development of Role-Playing Agents has been
revolutionized by recent breakthroughs in LLMs
(Dubey et al., 2024; Qwen et al., 2025; Achiam
et al., 2023; Yang et al., 2025; DeepSeek-Al et al.,
2025; Zhu et al., 2024), empowering users with un-
precedented freedom to create and customize their
own characters for engaging interactions(Li et al.,
2024; Chen et al., 2023; Wang et al., 2024a; Lu
et al., 2024; Chen et al., 2024). This customiza-
tion often relies on two approaches: prompting
general-purpose LLMs for role-play (Wang et al.,
2025a), or developing specialized LLMs specifi-
cally tailored for character generation by training
them on role-playing dialogues (Zhou et al., 2024a;
Xu et al., 2024; Wang et al., 2025b).

Current evaluation of Role-Playing Agents
(RPAs) employs two primary paradigms: question-
answering (QA) and LLM-based judging bench-
marks. QA benchmarks typically use multiple-
choice questions to target specific RPA capabil-
ities, such as character knowledge (Shen et al.,
2024), decision-making (Xu et al., 2024), moti-
vation recognition (Yuan et al., 2024b), and per-
sonality fidelity (Shao et al., 2023; Wang et al.,
2024b). Conversely, the LLM-based judging ap-
proach prompts RPAs with predefined questions
to assess role-playing performance, which is then
scored by LLM judges or reward models (Tu et al.,
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2024; Zhou et al., 2024b; Wang et al., 2025a; Dai
et al., 2025). This method generally allows for a
more comprehensive evaluation, assessing conver-
sational skills, character adherence (knowledge and
personality), and interaction engagement. A sig-
nificant limitation of LLM-judging, however, is its
dependence on static, externally provided conver-
sation histories. This overlooks the vital multi-turn
dynamics of interactive role-playing and risks in-
troducing biases from context not generated by the
agent under evaluation (Wang et al., 2025b).

2.2 Reinforcement Learning Fine-tuning

Reinforcement Learning Fine-tuning (RLFT) has
become a widely adopted approach for post-
training LLLMs at scale, significantly enhancing
their emergent capabilities (Yuan et al., 2023;
Rafailov et al., 2023; Christiano et al., 2017). A key
challenge of RL is to obtain accurate reward signals
for LLMs in specific domains. Recent studies on
RLFT primarily focus on highly structured tasks
with well-defined rules and verifiable ground-truth
answers, such as code generation and mathemat-
ical reasoning (Yeo et al., 2025; Pan et al., 2025;
Zeng et al., 2025; Cui et al., 2025). For example,
DeepSeek-R1 (DeepSeek-Al et al., 2025) demon-
strates the effectiveness of RLFT using purely rule-
based reward functions.

However, real-world applications often involve
more general and complex tasks that lack clear
evaluation criteria or deterministic rules (Liu et al.,
2025; Su et al., 2025). In this work, we focus on the
role-playing setting—a particularly subjective and
open-ended domain—to address the ambiguous
rewards challenge.

3 Preliminary

This section introduces the Group Relative Pol-
icy Optimization (GRPO) algorithm (Shao et al.,
2024), a reinforcement learning method commonly
employed in the RL fine-tuning (RLFT) stage of
LLMs. GRPO optimizes the policy by leverag-
ing relative reward comparisons among a group of
generated responses.

Formally, let ¢ denote the input query, and o
represent the response generated by a policy. We
denote the current and old policy models as my and
o, T€Spectively. For a given query ¢, GRPO sam-
ples a set of G responses, {01, 02, ...,0¢}, from
the old policy mg,,,. A reward model RM then
assigns a scalar reward to each response, resulting

in G corresponding rewards:

The GRPO objective is then defined as:

Jareo(0) = Eq 10}

G oi|
1 1
52 {m > Lcnp(oz:,t)—ﬁDKL(m’|7Tref)}}
i=1 =1
| S —

KL Penalty
Policy Loss
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Lejjp =min (Ti,z(9)fi1:,t7 clip (7,4(60), 1 — €iow, 1 + €nign) Ai,t)

(3)
where

7T901d(0i,15 ’ Q7Oi,<t)

€ and (3 control the clipping range and the strength
of the KL divergence penalty, respectively. fli,t
represents the advantage estimate, indicating how
much better the current response o; is compared
to the average response in the sampled set. It is
calculated based on the relative rewards within each
group of responses:

i Ti— mean({r,-}?zl)
A ) ®
4 Method

4.1 Role-playing Task Definition

Role-playing in language agents involves generat-
ing dialogue responses that authentically embody
a specified character. This task extends beyond
conventional open-ended dialogue by requiring the
agent to maintain consistent persona traits, align
with the character’s established background (fic-
tional or real-world), and produce responses that
reflect nuanced emotional tones, narrative logic,
and appropriate interpersonal dynamics. Formally,
given a dialogue history ¢ = {ui,a1, - ,u},
where u; and a; denote user and agent turns, re-
spectively, the model’s objective is to generate a
response o ~ 7(-|q,P), sampled from a policy
conditioned on both the dialogue history and a pre-
defined character profile P.

4.2 Challenges in Role-playing Reward
Modeling

While RLFT demonstrates strong performance
in objective-driven tasks, its application to role-
playing scenarios is fundamentally constrained. As
illustrated in Figure 6, traditional sample-wise re-
ward modeling proves inadequate in several re-
spects:
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Figure 2: Comparison of GRPO and CPO. GRPO suffers from sample-wise reward ambiguity in role-playing scenarios. CPO
addresses this limitation by employing a group-wise approach, comparing responses within groups to establish relative quality.
This comparative assessment results in more accurate and stable reward signals than GRPO.

Ambiguity in Benchmarking: Role-playing re-
sponses often differ subtly in tone, intent, or per-
sona alignment. The inherent ambiguity in what
constitutes a “better”” response makes evaluation
highly context-dependent. For example, two differ-
ent responses may receive the same scores due to
vague or underspecified evaluation criteria.

Scoring Instability: When responses are eval-
uated in isolation, reward scores become highly
sensitive to the prompt phrasing and the stochastic
nature of LLMs. A response may receive a score of
0.8 on one evaluation, but 0.7 or 0.9 on others. This
instability undermines the consistency of rankings
and weakens the learning signal derived from them.

Error Amplification in Advantage Estimation:
Due to the normalization in advantage estimation,
small scoring noise can lead to disproportionately
large errors in relative rankings. This issue is es-
pecially pronounced when similar responses fall
within narrow score intervals, where even minor
noise gets magnified after normalization.

4.3 Comparative Policy Optimization

Human evaluators analyze samples based on the
evaluation criterion and provide discriminative
scores through comparison between samples (Yuan
et al., 2024a). Inspired by this process, we propose
Comparative Policy Optimization (CPO), which

mimics human comparative assessment by estab-
lishing relative quality benchmarks within response
groups.

As illustrated in Figure 2, given evaluation cri-
terion Z and a group of responses {01, 02, . .., 0¢}
sampled from the old policy 7y ,, we define the
group-comparative reward assignment as:

{ri}its = RM{oi}, | T) (6)

Here, R M denotes a reward model that evaluates
the entire response group jointly, assigning context-
aware and relatively calibrated scores according to
the criterion Z.

To address reward hacking due to length bias,
we incorporate a soft overlength penalty (Yu et al.,
2025). This mechanism discourages overly ver-
bose responses by applying a penalty that grows as
the response length exceeds a predefined threshold.
The penalty function is defined as:

0, |0i] < Linax — Leache
Tiengin(07) =  Fma—fetel ol p o Line < [0i] < Limax
-1, ‘OZ| > Limax
(7

Here, Lax denotes the maximum allowed response
length, and Lc,cp. defines a buffer interval before
the penalty reaches its maximum.

The final reward for each response combines the
group-comparative reward and the length penalty:

T?nal = Cllp(?“z + Tlength(oi)a 0, 1) ®)
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CPO retains the PPO-style policy loss, but plugs
in the group-wise comparative reward for the ad-
vantage calculation. By introducing explicit com-
parisons into reward estimation, CPO reduces the
ambiguity and instability inherent in sample-wise
scoring, yielding more accurate and stable rewards
that reflect true response rankings. As such, CPO is
especially effective in subjective, open-ended tasks
like role-playing dialogue.

4.4 CharacterArena

@ Contextualized Multi-turn Role-playing Simulation

Role Profiles /

Model pool User Simulator

Scene Description

@ Trajectory-based Comparative Evaluation
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Figure 3: Overview of the CharacterArena framework. It eval-
uates role-playing agents in two stages: (1) Contextualized
Multi-turn Role-play Simulation to generate dialogue trajec-
tories, and (2) Trajectory-based Comparative Evaluation to
reduce context-induced bias.

Existing approaches to evaluating role-playing
agents primarily rely on either LLM-based judges
or reward models applied to static benchmarks.
However, LLM judges often suffer from incon-
sistent interpretations of evaluation criteria, while
reward models typically assess dialogue at the ut-
terance level, overlooking the temporal dependen-
cies inherent in multi-turn conversations. More-
over, both methods are prone to context bias in-
troduced by non-self-generated dialogue history.
To overcome these challenges, we present Char-
acterArena - a new evaluation framework that as-
sesses role-playing agents through contextualized
dialogue competitions. As illustrated in Figure 3,
CharacterArena operates in two main phases:

Phase 1: Contextualized Multi-turn Role-play
Simulation. In this phase, the evaluated mod-

Teleplay Characters

Virtual

Characters
Comic Characters

Customized
Characters
Real
Characters
Movie Characters

Novel Characters

Game Characters

Figure 4: Character distribution. The inner circle shows high-
level categories, while the outer circle breaks them down into
specific role types.

els generate complete dialogue trajectories under
predefined role-play circumstances. Given a set
of models M := m;, we conduct K pairwise
matchups for each model pair (m 4, mpg). For each
matchup, a chat circumstance c; is sampled from
the set of chat contexts C := (p;, s;), where each ¢;
comprises a character profile p; and a scenario s;.
Both models then engage in N-turn conversations
with a shared user simulator myser, yielding two
dialogue trajectories: D4 and Dp.

To construct a diverse and meaningful set of
chat circumstances, we curate a collection of 294
character profiles spanning virtual personas, histor-
ical and public figures, and custom-designed roles.
The character distribution is shown in Figure 4.
For each character p;, we employ DeepSeek-R1
(DeepSeek-Al et al., 2025) to generate a scenario
s; that aligns with their background and attributes.
An example chat circumstance is provided in Ap-
pendix C.1.

Phase 2: Trajectory-based Comparative Evalu-
ation. In the second phase, we directly compare
the generated dialogue trajectories D4 and Dg us-
ing an LLM judge guided by predefined evaluation
criteria. This trajectory-level comparison mitigates
biases from local utterance assessment and enables
a more holistic evaluation of conversational perfor-
mance. Results from these pairwise comparisons
are aggregated into a win-rate matrix .4, which
serves as the foundation for model ranking. The
evaluation prompt is provided in Appendix D.2.
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5 Experimental Setup

In this section, we provide a brief overview of the
datasets (Section 5.1), baselines (Section 5.2), im-
plementation details, and evaluation protocols (Sec-
tion 5.4). The comprehensive experimental setups
are available in Appendix A.

5.1 Datasets

SFT Data We design two primary tasks in this
stage: role-playing and story creation. For the role-
playing task, we adopt the RoleplayPref dataset
(Fang et al., 2025), which comprises 1,108 unique
character roles and 16,888 dialogues. For the story
creation task, we use two types of data sources:
(1) publicly available novels for story continuation,
and (2) the GPT-WritingPrompts dataset' for open-
ended story generation. In total, the story creation
data consists of approximately 50,000 samples.

RLFT Data The RLFT stage is primarily aimed
at enhancing the model’s role-playing capabilities.
Consistent with the CharacterArena evaluation pro-
tocol, the policy model receives only the character
profile during this stage. Training dialogues are
generated through interactions with a simulated
user model (Doubao-Pro-Character). These pro-
files are identical to those used in CharacterArena.

5.2 Baselines

To demonstrate the effectiveness of our approach,
we compare it against the vanilla GRPO (Shao
et al., 2024). We employ various LLM backbones
to demonstrate the robustness of our method, in-
cluding Qwen2.5 series (7B, 14B) (Qwen et al.,
2025) and LLaMA3-8B-Instruct (Dubey et al.,
2024). All baselines are trained using the same
experimental configuration. Furthermore, we com-
pare our method against the performance of ad-
vanced closed-source models, including GPT-40
(Achiam et al., 2023), Claude-3.7-sonnet (An-
thropic, 2024), Doubao (ByteDance, 2024), and
Minimax (MiniMax, 2024).

5.3 Implementation Details

We sample N = 16 responses per context using
a temperature of 1.0 and top-p of 1.0 for RLFT.
We employ the Qwen2.5-72b-instruct model as the
reward model.

"https://huggingface.co/datasets/vkpriya/GPT-
WritingPrompts

5.4 Evaluation Details

We evaluate role-playing capabilities from both ob-
jective and subjective perspectives. Our objective
evaluation comprises three benchmarks: the estab-
lished utterance-level benchmarks, CharacterEval
and CharacterBench, and our proposed session-
level benchmark, CharacterArena. To evaluate the
subjective performance of the models, we adopt a
pairwise human evaluation. Following the setup
of CharacterArena, each pair of models engages
in multi-turn conversations with a simulated user
model under the same dialogue condition. For each
pair, 50 dialogue scenarios are simulated, with each
scenario consisting of 15 interaction turns. Subse-
quently, three graduate students independently as-
sessed each dialogue, categorizing the outcome as
"A win," "B win," or a "tie". To ensure fairness, we
randomize the order of dialogues to eliminate posi-
tion bias. If all three annotators provide completely
different outcomes, the sample is considered in-
valid and excluded.

6 Experimental Results

6.1 Main results

Utterance-level Benchmark Results Tables 1
and 2 present the results on CharacterEval and
CharacterBench, respectively. Our analysis re-
veals several key findings: (1) CPO consistently
outperforms GRPO across multiple evaluation
dimensions. On CharacterEval, CPO achieves su-
perior scores in Conversational Ability, Character
Consistency, and Role-playing Attractiveness. Sim-
ilar gains are observed on CharacterBench, where
CPO shows consistent improvements across most
metrics. (2) CPO delivers superior and stable
performance across diverse backbone architec-
tures. On CharacterEval, CPO surpasses GRPO
by an average of 0.06 on Qwen-2.5-7b and 0.04
on LLaMA-3-8b. On CharacterBench, it achieves
average gains of 0.08 on Qwen-2.5-7b, 0.04 on
Qwen-2.5-14b, and 0.05 on LLaMA-3-8b. These
results highlight CPO’s strong generalization capa-
bilities and architecture-agnostic effectiveness.

Session-level Benchmark Results Figure 5
presents the win rate matrices from the Charac-
terArena evaluation. The results demonstrate that:
(1) CPO consistently outperforms both SFT
and GRPO. On all backbones—including Qwen-
2.5-7b, Qwen-2.5-14b, and LLaMA-3-8b—CPO
achieves higher win rates, underscoring its effec-
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Conversational Ability

Character Consistency

Role-playing Attractiveness

Model Flu. Coh. Con. Avg. Exp. Acc. Hall Beh. Utt. Avg. Hum. Com. Div. Emp. Avg. Avg.
Open-source LLMs
Qwen-2.5-7b-SFT 351 392 371 371 215 298 297 352 310 294 357 323 290 312 320 3.29
+ GRPO 354 396 371 373 217 299 296 355 310 295 354 325 296 313 322 330
+ CPO (Ours) 358 397 371 375 229 301 3.03 367 313 303 349 340 3.07 323 330 3.36
Qwen-2.5-14b-SFT 357 4.04 382 381 222 305 3.02 367 316 302 361 336 3.04 324 331 3.38
+ GRPO 359 401 379 380 224 304 301 365 316 3.02 3.60 337 3.03 322 331 337
+ CPO (Ours) 362 400 380 381 225 3.06 305 3.69 317 304 3.60 339 299 320 329 338
LLaMA-3-8b-SFT 338 380 348 355 219 290 285 364 3.00 292 324 321 3.06 3.02 313 3.20
+ GRPO 335 379 348 354 210 287 282 352 298 286 332 3.08 292 297 307 3.16
+ CPO (Ours) 336 381 348 355 219 290 287 3.62 299 291 326 320 3.02 3.04 313 320
Close-source LLMs
MiniMax-abab5.5s 361 393 381 378 1.84 291 294 277 313 272 377 267 215 301 290 3.13
Deepseek-R1 353 383 396 377 134 307 288 170 321 244 438 171 156 293 264 295
GPT-40 354 389 347 363 258 313 299 283 298 290 3.17 354 220 332 306 320
Doubao-Pro-Character  3.61 394 3.64 373 285 341 317 387 3.17 329 342 374 335 353 351 351
Claude-3.7-sonnet 371 399 400 390 203 306 304 391 326 3.06 3091 275 338 297 325 341

Table 1: The CharacterEval Benchmark (Tu et al., 2024). The best and second-best scores in different rewarding paradigms

are highlighted in ' “Green” and “Lightgreen” . The best result is shown in bold.

MC: Memory Consistency  FA: Fact Accuracy

BCx: Boundary Consistency

AC?: Attribute Consistency (Bot) BCY%: Behavior Consistency (Bot)

AC": Attribute Consistency (Human) EG: Engagement
BC": Behavior Consistency (Human)  HL: Human-likeness

ES: Emotional Self-regulation ~ER: Empathetic Responsiveness ~MS: Morality Stability =~ MR: Morality Robustness

Memory  Knowledge Person Emotion Morality Believability

Model Average e FA BCx AC' AC" BCL BCL ES ER MS MR HL EG

Open-source LLMs
Qwen-2.5-7b-SFT 3.33 3.15 232 359 333 351 317 312 3.04 268 468 476 284 3.3
+ GRPO 3.41 3.29 242 374 356 3.69 314 3.14 3.03 273 476 480 294 3.12
+ CPO (Ours) 3.49 3.44 248 378 3775 391 338 3.11 3.09 281 491 477 284 3.1
Qwen-2.5-14b-SFT 3.57 3.53 259 385 381 390 338 322 3.17 293 483 484 312 330
+ GRPO 3.55 3.38 248 | 377 3.69 394 335 326 3.17 294 484 476 324 337
+ CPO (Ours) 3.59 3.48 255 377 369 392 342 330 336 299 490 4.85 3.03 3.39
LLaMA-3-8b-SFT 3.29 3.10 224 358 343 358 317 315 286 270 464 463 273 292
+ GRPO 3.31 3.19 223 3.68 360 355 323 3.04 285 266 467 465 273 298
+ CPO (Ours) 3.36 3.17 223 382 354 363 321 321 290 268 460 476 292 3.02
Closed-source LLMs
MiniMax-abab5.5s 3.52 3.76 276 345 418 4.02 335 3.04 304 271 469 465 3.02 3.5
Deepseek-R1 3.77 3.56 317 3776 428 421 381 400 3.17 3.08 4.69 453 320 349
GPT-40 3.86 3.83 328 386 473 438 381 3,60 353 351 496 491 268 3.06
Doubao-Pro-Character 3.90 3.67 3.04 398 449 453 388 392 331 317 491 491 340 349
Claude-3.7-sonnet 4.07 4.03 312 421 473 460 4.03 434 384 361 494 4383 314 352

Table 2: The CharacterBench (zh) Benchmark (Zhou et al., 2024b).

tiveness in enhancing role-playing quality. (2) Re-
sults from CharacterArena align closely with
CharacterEval and CharacterBench, reinforcing
the conclusion that CPO substantially improves the
quality and appeal of role-playing agents.

Human Evaluation Results As shown in Fig-
ure 6, CPO achieves higher win rates than both
SFT and GRPO. However, compared to its perfor-
mance on CharacterArena, the win rate of CPO in
human evaluation appears more conservative. This
discrepancy can be partly attributed to the moderate
inter-annotator agreement (Fleiss’ Kappa = 0.473),
suggesting considerable variance in human pref-
erences and subjective judgment criteria. These

findings further underscore the inherent ambiguity
and difficulty of role-playing evaluation.

6.2 Analysis and Discussion

This section investigates the following questions:
Q1: Is group-wise rewarding more effective than
sample-wise rewarding?

Q2: Does group-wise rewarding generalize well to
other RLFT methods?

Q3: Is LLM-based evaluation in CharacterArena
reliable?

6.2.1 Efficacy of Group-wise Rewarding

To evaluate the effectiveness of our group-wise
rewarding strategy compared to the traditional
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Figure 5: Win Rate Matrices on the CharacterArena Bench-
mark. Values in cell (7, 7) indicate the preference rate of
Model ¢ over Model j.

vs. CPO
SFT 36.00% 6.00%

58.00%

GRPO 39.13% 6.52%

Figure 6: Pairwise human evaluation results on Qwen-2.5-7b-
instruct. In the ‘A vs B’ comparisons, | indicates ‘A win’,
indicates ‘tie’, and I indicates ‘B win’. The Fleiss’ Kappa
score is 0.473.

sample-wise rewarding, we compute the Pearson
correlation coefficients between LLM-generated
scores and human annotations for both approaches.
Specifically, we employ three LLM judge models:
DeepSeek-R1, Qwen-2.5-72b-Instruct, and GPT-
40. We construct the evaluation set by selecting 50
dialogue contexts. For each context, five candidate
responses are generated by the policy model based
on the dialogue history. These responses are then
scored by both humans and LLM judges.

As shown in Figure 7, the group-wise reward-
ing method consistently achieves higher correla-
tion with human judgments across all three mod-
els. Specifically, group-wise scoring yields a 25%
improvement in correlation over sample-wise scor-
ing on DeepSeek-R1, 21% on GPT-40, and 15%
on Qwen-2.5-72b. These results demonstrate that
group-wise rewarding more effectively aligns LLM
evaluation with human preferences.

6.2.2 Generalizability of Group-wise
Rewarding to Other RLFT Methods

Section 6.1 establishes CPO’s superiority over
GRPO, attributed primarily to its group-wise re-
warding strategy. To evaluate its broader appli-

Reward Modeling Type
& 0.7 0.69 Sample-wise
& 0.58 Group-wise
0.51
0.44 0.43

£ 0.30

DeepSeek-R1  Qwen-2.5-72B-Instruct GPT-40
Figure 7: Pearson Correlation Coefficients between human
and LLM judges for different reward scoring modes, compar-

ing sample-wise and group-wise approaches.

Model CharacterEval Character
CA CC RPA Avg Bench

Qwen-2.5-7b-SFT | 3.71 294 320 3.29 3.33

+ RFT (s) 368 297 321 329 3.44

+ RFT (g) 365 3.00 324 330 3.51
“+#DPO(s) | 334 319 335 329 | 347

+ DPO (g) 370 324 348 347 354

LLaMA-3-8B-SFT | 3.55 292 3.13 3.20 3.29

+ RFT (s) 333 2.87 3.05 3.08 3.27

+ RFT (g) 325 2.87 3.05 3.06 3.21
“+#DPO(s) | 3.63 320 348 344 | 354

+ DPO (g) 363 329 354 349 3.54

Table 3: Comparison of group-wise and sample-wise reward-
ing applied to other RLFT methods. ‘g’ and ‘s’ denote group-
wise and sample-wise rewarding, respectively. Metrics re-
ported include CA (Conversational Ability), CC (Character
Consistency), and RPA (Role-playing Attractiveness) on Char-
acterEval and the average results on CharacterBench.

cability, we extend this approach to two RLFT
paradigms: RFT and DPO. For RFT, we select the
highest-reward response from each group as the
training target, while DPO forms preference pairs
between the highest- and lowest-scoring responses
within groups.

Experimental results in Table 3 demonstrate con-
sistent performance gains across both methods. No-
tably, group-wise rewarding RFT(g) and DPO(g)
outperform their sample-wise rewarding RFT(s)
and DPO(s) on Qwen-2.5-7b. The enhancement
is particularly pronounced for DPO, Qwen-2.5-7b
DPO(g) achieves average score increases of 0.18
on CharacterEval and 0.07 on CharacterBench (zh)
compared to DPO(s). These results confirm the
generalizability of group-wise rewarding across
RLFT frameworks.

6.2.3 Reliability of LL.M-based Evaluation in
CharacterArena

We employ LLM-as-a-Judge for automatic eval-
vation within CharacterArena. To verify the re-
liability of this approach, we manually annotate
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Figure 8: Accuracy of LLM Judges in Pair-wise Evaluation.
The x-axis represents human labeling confidence, indicating
the level of agreement among five annotators on the final
labels.

200 pairwise evaluation samples of multi-turn dia-
logues from consistent chat scenarios. Each sample
is independently labeled by five human annotators,
with the reference label determined via majority
vote.

Figure 8 presents a comparison of three LLM
evaluators on the human-annotated test set. (1)
DeepSeek-R1 attains 73.9% accuracy on samples
with full human consensus; (2) The accuracy of all
LLM judges declines as the level of human agree-
ment decreases, suggesting that models also strug-
gle with ambiguous or contentious samples. Over-
all, statistical analysis indicates that LLM-based
evaluations are generally consistent with human
judgments. Based on its superior agreement with
human annotations, DeepSeek-R1 is selected as the
default Judge model in CharacterArena.

7 Conclusion

This paper proposes Comparative Policy Optimiza-
tion (CPO), a simple yet effective reinforcement
learning framework that addresses the challenge of
reward ambiguity in open-ended role-playing dia-
logue. CPO replaces conventional sample-wise re-
ward estimation with comparative group-wise scor-
ing, aligning more closely with human evaluative
behavior. To facilitate this, we introduce Character-
Arena evaluation framework, which enables fairer
trajectory-level comparisons under shared context.
Experiments on CharacterEval, CharacterBench,
and CharacterArena show that CPO outperforms
existing RLHF methods. This work offers a novel
and efficient pathway for reward modeling in sub-
jective and creative tasks.

Limitations

This work presents a new reward modeling method
specifically designed for subjective, open-ended
tasks, alongside an innovative framework for eval-

uating multi-turn dialogues. These contributions
offer new avenues for optimizing and assessing
open-domain tasks. Nevertheless, several limita-
tions require further consideration. First, our cur-
rent optimization approach (e.g., CPO) primarily
targets single-turn dialogue modeling. Future re-
search will expand this to encompass the learning
and refinement of multi-turn dialogue strategies.
Second, while this study has shown initial promise
in complex role-playing scenarios, we intend to
conduct more comprehensive and systematic eval-
uations across a broader spectrum of open-ended
tasks, such as creative writing and story continua-
tion.

Ethical Considerations

This research utilized publicly available models
such as LLaMA (Dubey et al., 2024), Qwen
(Qwen et al., 2025), CharacterEval Judge (Tu et al.,
2024), CharacterBench Judge (Zhou et al., 2024b),
Doubao (ByteDance, 2024), Claude (Anthropic,
2024), DeepSeek-R1 (DeepSeek-Al et al., 2025),
and GPT-40 (Achiam et al., 2023), and toolkits
like LLaMA-Factory (Zheng et al., 2024) and verl
(Sheng et al., 2025). All data used in this study are
either publicly accessible online or synthetically
generated by the aforementioned models. The pri-
mary language of focus in this work is Chinese.
This work is intended solely for research purposes.

We adhered to strict ethical guidelines in our
human evaluation. Five students from diverse back-
grounds were recruited to participate. Before be-
ginning the evaluation, participants received a clear
and thorough explanation of the study’s objectives,
including any potential risks or disclaimers, and
a detailed overview of the evaluation process it-
self. To ensure fair compensation and respect for
their time, participants were paid 18 RMB per sam-
ple, a rate that exceeds the prevailing local labor
compensation standard.
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A Experimental Setup

A.1 Datasets

The supervised fine-tuning (SFT) stage involves
two fine-tuning tasks: role-playing multi-turn di-
alogue and story creation. Here, we provide a de-
tailed introduction to the data sources used for these
two tasks.

Role-Playing For SFT in role-playing tasks, we
utilize the RoleplayPref dataset (Fang et al., 2025),
which initially contains 1,108 roles and 16,888 dia-
logues. Although the dataset was initially designed
for preference learning, we repurpose it for SFT
by extracting only the conversation histories and
discarding the preferred and rejected candidate re-
sponses. To ensure the effectiveness of multi-turn
dialogue training, we filter the dataset to retain only
dialogues with at least five turns. This yields a final
training set of 13,230 dialogues, with an average
of 7.65 turns per dialogue and an average of 64.53
words per assistant response.

Story Creation The story creation task com-
prises Story Continuation Writing and Story Gen-
eration. Story Continuation Writing involves gener-
ating a continuation given a story prefix. We create
a dataset by segmenting publicly available novels
into prompts (initial sections) and target continua-
tions (subsequent sections). This process yielded
50,000 samples, with an average prompt length
of 629 words and an average target continuation
length of 612 words. Story Generation requires
generating a complete story given a premise. We
use the GPT-WritingPrompts dataset® for this pur-
pose, which contains 5,000 samples with an aver-
age story length of approximately 400 words.

A.2 Baselines

To thoroughly validate the effectiveness of our
method, we conduct a comprehensive comparison
against a range of advanced models, including both
open-source and closed-source options.

Open-Source Models Prior research has yielded
numerous instruction-following models fine-tuned
on role-playing dialogue datasets. However, the
majority of these approaches do not explore rein-
forcement learning alignment techniques. To rig-
orously evaluate the performance of our method,

“https://huggingface.co/datasets/vkpriya/GPT-
WritingPrompts

we compare it against several mainstream Rein-
forcement Learning Fine-Tuning (RLFT) meth-
ods, including Rejection Sampling Fine-Tuning
(RFT)(Yuan et al., 2023), Direct Preference Opti-
mization (DPO)(Rafailov et al., 2023), and vanilla
GRPO (Shao et al., 2024). We utilize two fre-
quently used LLLM backbones to demonstrate the
robustness of our approach: the Qwen2.5 series
(7B, 14B) (Qwen et al., 2025)* * and LLaMA3-
8B-Instruct (Dubey et al., 2024)°. To ensure a
fair comparison, all baseline models were trained
using the same experimental configuration as our
method. Furthermore, we also include a compari-
son against the performance of the advanced LLMs
like Deepseek-R1(DeepSeek-Al et al., 2025).

Closed-Source Models Several closed-source
models have emerged that specialize in role-

playing. These include Claude-3.7-sonnet
(Anthropic, 2024), Doubao-PRO-Character
(ByteDance, 2024), and Minimax-abab5.5s

(MiniMax, 2024). In addition to these, we also
compare against GPT-4o (Achiam et al., 2023) due
to its widely recognized strong performance.

A.3 Experimental Environments

All experiments are conducted on 8 NVIDIA
A100-SXM4-80GB. Models are self-supervised
fine-tuned with LLaMA-Factory (Zheng et al.,
2024) 6, reinforcement-learning fine-tuned with
verl (Sheng et al., 2025) 7, and inference is per-
formed with vLLM (Kwon et al., 2023).

A.4 Hyperparameters

SFT We employ the LoRA technique (Hu et al.,
2021) in all SFT experiments, using a rank of 8
and an alpha value of 16 for the LoRA adapter
applied to each linear module. For optimization,
we utilize the AdamW optimizer (Loshchilov and
Hutter, 2017) with a learning rate of 5e — 6. A
cosine learning rate scheduler is implemented, with
a warm-up phase spanning 1% of the total training
steps. Training proceeded for 3 epochs, using a
batch size of 8 and gradient accumulation over 2
steps.

RLFT For CPO and GRPO experiments, mod-
els are trained for 3 epochs with a learning rate of

3https://huggingface.co/Qwen/Qwen2.5-7B-Instruct

*https://huggingface.co/Qwen/Qwen2.5-14B-Instruct

Shttps://huggingface.co/meta-llama/Meta-Llama-3-8B-
Instruct

®https://github.com/hiyouga/LLaMA-Factory.git

"https://github.com/volcengine/verl.git
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5e — 7 and a batch size of 128. The KL coefficient
B is set to 1le — 3. Following (Yu et al., 2025),
€high and €4, are set to 0.28 and 0.2, respectively.
Considering the typical length of role-playing re-
sponses, we set the length control hyperparame-
ter Liaz t0 128, Legene to 60. During the rollout
phase, we use a temperature of 1.0 and a top-p
value of 1.0.

To generate preference data for RFT and DPO,
we sample N = 16 responses per context using
a temperature of 1.0 and top-p of 1.0. Reward
scoring is performed by the Qwen2.5-72b-instruct
model, using a temperature of 0.0. The DPO hy-
perparameter 3 is set to 0.1. For CPO and GRPO
experiments, models were trained for 3 epochs with
a learning rate of 5e — 6 and a per-device batch size
of 8.

Inference A temperature of 0.0 is used for the
LLM Judge to ensure more stable evaluation re-
sults.

A.5 Evaluation Details

The effectiveness of the method is verified through
experiments on two utterance-level automatic
evaluation benchmarks (CharacterEval, Charac-
terBench), one session-level automatic evaluation
benchmark (CharacterArena), and human evalua-
tion.

CharacterEval (Tu et al., 2024) is a comprehen-
sive Chinese benchmark for evaluating utterance-
level role-playing capability. It features 1,785
multi-turn dialogues, 4,564 test examples, and 77
characters from Chinese novels and scripts. Eval-
uation is conducted using CharacterRM 8 and em-
ploys multifaceted metrics across three key aspects:
Conversational Ability (fluency, coherency, con-
sistency), Character Consistency (knowledge: ex-
posure, accuracy, hallucination; persona: behav-
ior, utterance), and Role-playing Attractiveness
(human-likeness, communication skills, expression
diversity, empathy).

CharacterBench (Zhou et al., 2024b) is a large
bilingual (zh/en) generative benchmark compris-
ing 22,859 human-annotated samples that cover
3,956 characters across 25 detailed character cate-
gories. This work focuses exclusively on the Chi-
nese data within CharacterBench. Evaluation is
conducted using CharacterJudge ° across 11 dimen-

8https://huggingface.co/morecry/BaichuanCharRM
*https://huggingface.co/thu-coai/CharacterJudge

sions categorized under 6 key aspects: Memory,
Knowledge, Persona, Emotion, Morality, and Be-
lievability. Specifically, these dimensions include
Memory Consistency, Fact Accuracy, Boundary
Consistency, Attribute Consistency (Bot), Attribute
Consistency (Human), Behavior Consistency (Bot),
Behavior Consistency (Human), Emotional Self-
regulation, Empathetic Responsiveness, Morality
Stability, Morality Robustness, Human-likeness,
and Engagement. The benchmark differentiates be-
tween sparse and dense dimensions, indicating the
consistent presence or absence of specific character
features within generated responses.

CharacterArena The aforementioned bench-
marks are utterance-level, which primarily eval-
uate models based on the provided conversation
history. Consequently, they may not fully capture
a model’s capability in multi-turn role-playing di-
alogues due to potential biases arising from not
being self-generated by the model. To mitigate this
limitation, we introduce CharacterArena (Section
4.4), a dynamic, session-level evaluation. Charac-
terArena works by comparing dialogue segments
generated by two different models within the same
scenario. This comparative framework transforms
the subjective task of evaluating role-playing qual-
ity into a more objective ranking of generated di-
alogue snippets. Our evaluation considers several
dimensions: dialogue attractiveness (our primary
focus), multi-turn dialogue coherence (encompass-
ing both logical flow and linguistic consistency),
and character persona consistency (as an auxil-
iary measure). The evaluation is conducted using
DeepSeek-R1 (DeepSeek-Al et al., 2025) as the
LLM Judge model. For each pair of models, we
run 50 contextualized multi-turn role-playing simu-
lations, each lasting for 15 turns. Dialogue order is
randomized to prevent position bias. See Appendix
D.2 for detailed evaluation prompts.

Human Evaluation To further enhance the com-
prehensiveness and reliability of our evaluation,
we supplement automatic assessments with human
evaluations. Human annotators are presented with
two dialogues (A and B), generated by different
models under the same role-playing settings as
CharacterArena. They are asked to select one of
three options: “A wins”, “Tie”, or “B wins”. To en-
sure fairness, we randomize the order of dialogues
to eliminate position bias. Each model pair is eval-
uated on 50 contextualized multi-turn role-playing
simulations, with each simulation independently
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assessed by three human annotators. If all three
annotators provide completely different outcomes,
the sample is considered invalid and excluded.

A.6 The Design of our Evaluation Criteria

To capture the multifaceted nature of high-quality
role-playing dialogue, our evaluation framework
centers on three carefully defined dimensions: Cre-
ativity, Coherence, and Consistency.

Creativity Creativity is the central goal in
entertainment-driven role-playing systems, as it di-
rectly influences how engaging and dynamic the in-
teraction becomes. Our evaluation considers three
key aspects of creativity: (1) Plot Development
— the ability to advance the storyline and generate
rich narrative branches; (2) Immersion — the extent
to which the dialogue and narrative can captivate
users and evoke a sense of presence in the fictional
world; (3) Narrative Skill — the use of expressive
language and stylistic techniques to enhance story-
telling appeal.

The Creativity dimension assesses whether the
model can create compelling plots, rather than
simply producing novel language. We expect the
model to proactively shape the storyline within the
constraints of the character’s persona, adding dra-
matic tension and increasing the interactive playa-
bility of the dialogue.

Coherence We evaluate dialogue coherence
across three hierarchical levels: (1) Utterance-level:
assessing the fluency and naturalness of individ-
ual responses; (2) Conversation-level: evaluating
logical continuity and contextual relevance across
multiple turns; (3) World-level: examining the in-
ternal consistency of the fictional setting, including
temporal and spatial coherence.

Coherence becomes particularly challenging
in extended interactions. While achieving flu-
ency at the utterance level is relatively straightfor-
ward, maintaining conversation-level logic requires
strong memory and reasoning capabilities. For
instance, a story set in a medieval fantasy world
should not suddenly introduce modern technology,
nor should characters behave in ways inconsistent
with their era or background. To comprehensively
assess dialogue quality, we emphasize coherence
across linguistic, logical, and world-building di-
mensions.

Consistency The Consistency dimension focuses
on the sustained fidelity to a character’s persona.

Even in the face of disruptive or provocative user
inputs, the model should maintain the integrity of
its role, avoiding character drift or narrative incon-
sistency. This dimension contrasts with Creativity:
while creativity encourages the model to expand on
the character’s profile with new plot details, consis-
tency demands that such expansions remain aligned
with the character’s core attributes.

Together, these dimensions form a balanced
framework: Consistency ensures believability, Cre-
ativity drives engagement, and Coherence bridges
the two by enabling interactions that are logically
sound and narratively fluid.

B Additional Experimental Results

B.1 Benchmark Results
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SFT- 0.50 0.35 0.34 0.44 0.35 [ 0.:25 I
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Model 1
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GRPO- 0.65  0.70 0.58 0.58 0.50 0.42

CPO-{ 0.75 | 0.74 0.64 WU:EE 0.67 0.58 0.50 I
0.0

(a) Qwen-2.5-7b-Instruct

Model 2
SFT RFT(s) RFT(g) DPO(s) DPO(g) GRPO CPO

! ! 1.0
SFT- 0.50 0.26 039 032 0.34 I

RFT(s)- 0.78 0.50 054 0.58 0.60 0.36 0.34 [ o8
RFT(g)- 0.74 046 0.50 = 0.74 0.32 0.40 0.36

DPO(s) 0.42 | 0.26 @ 0.50 0.68  0.28

Model 1
Win Rate

DPO(g)- 0.61 0.40 0.68 | 0.80 | 0.50 | 0.29 0.34
GRPO- 0.68 0.64 060 0.32 0.71 050 0.32
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(b) LLaMA-3-8b-Instruct

Figure 9: Win Rate Matrices on the CharacterArena Bench-
mark. Values in cell (4,7) indicate the preference rate of
Model ¢ over Model j.

We present the complete benchmark evaluation
results in this section. Detailed outcomes for Char-
acterEval are provided in Table 4, those for Charac-
terBench (zh) in Table 5, and the win rate matrices
for CharacterArena in Figure 9. Our experiments
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Figure 10: Average Response Length during Training.

show that the proposed group-wise reward model-
ing approach consistently enhances performance
across all alignment methods, including RFT, DPO,
and CPO.

Notably, DPO outperforms online reinforcement
learning methods (CPO and GRPO) on both Char-
acterEval and CharacterBench. We observe that
models trained with DPO tend to produce longer
responses, with an average output length reaching
the preset upper limit of 128 tokens. This verbosity
appears beneficial under the LLM-as-a-Judge eval-
uation protocol, potentially inflating scores and ex-
posing a systemic bias in current evaluation frame-
works that favor longer outputs.

B.2 Additional Analysis
B.2.1 Response Length Analysis

As mentioned in Section 4.3, we employ a soft
overlength penalty to mitigate the generation of
excessively long responses during training. Figure
10 illustrates the change in average response length
during training, both with and without length con-
trol. It can be observed that without length control,
the average response length quickly reaches the
predefined upper limit within a few steps. In con-
trast, when length control is applied, the average
response length remains within a controllable range
throughout the training process. This intervention
is crucial, as evaluations based on the LL.M-as-a-
Judge protocol are often vulnerable to length bias,
which can lead to reward hacking.
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Model Conversational Ability Character Consistency Role-playing Attractiveness N
ode vg.
Flu. Coh. Con. Avg. | Exp. Acc. Hall. Beh. Utt. Avg. | Hum. Com. Div. Emp. Avg. &

Open-source LLMs

Qwen-2.5-7b-SFT 351 392 371 371 215 298 297 352 3.0 294 357 323 290 3.2 320 329
+RFT (5) 352 391 360 3.68|220 294 294 370 3.06 297 | 341 324 310 3.0 321|329
+RFT (g) 350 388 355 3.65|228 295 294 375 308 3.00| 338 328 325 306 324330
+DPO(s) | 326 362 314 334|287 313 301 397 299 3.19| 290 356 375 3.09 335|329
+DPO (g) 357 396 358 370|280 312 319 392 320 324 | 321 376 352 341 348|347
C+GRPO  [354 396 371 373|217 299 296 355 3.0 295| 354 325 296 3.3 322 (330
+CPO 358 397 371 375229 301 303 367 313 303 | 349 340 307 323 330|336
LLaMA-3-8b-SFT | 3.38 3.80 348 3.55| 219 290 285 364 3.00 292| 324 321 306 3.02 3.3 320
+RFT (5) 319 361 319 333|228 286 273 367 283 287 | 298 3.5 314 293 305 |3.08
+RFT (g) 3.4 355 308 325|235 285 271 364 278 287 | 293 316 314 296 305 |3.06
+DPO(s) | 3.53 391 347 363|264 301 304 415 316 320 | 319 360 389 324 348|344
+DPO (g) 3.53 391 346 3.63| 282 306 3.2 417 326 329 | 316 370 398 332 354 | 349
"+GRPO  [335 379 348 354| 21 287 282 352 298 286 | 332 308 292 297 307|316
+CPO 336 381 348 355|219 290 287 362 299 291 | 326 320 302 3.04 313|320

Close-source LLMs
MiniMax-abab5.5s 361 393 381 378 | 1.84 291 294 277 3.13 272 377 267 215 3.01 290 ] 3.13

Deepseek-R1 353 383 396 377|134 307 283 1.70 321 244 | 438 171 156 293 264|295
GPT-40 354 389 347 363|258 313 299 283 298 290 | 3.17 354 220 332 3.06|3.20
Doubao-Pro-Character | 3.61 394 3.64 373|285 341 317 387 317 329 | 342 374 335 353 351|351
Claude-3.7-sonnet 371 399 4.00 390 | 203 306 304 391 326 306 | 391 275 338 297 325|341

Table 4: The Overall Results on CharacterEval Benchmark.’g” and ‘s’ denote group-wise and sample-wise rewarding,
respectively.

MC: Memory Consistency ~ FA: Fact Accuracy BCp: Boundary Consistency ~ AC": Attribute Consistency (Human) EG: Engagement
AC?: Attribute Consistency (Bot) BC?D: Behavior Consistency (Bot) BC*}D: Behavior Consistency (Human)  HL: Human-likeness
ES: Emotional Self-regulation ~ER: Empathetic Responsiveness ~MS: Morality Stability =~ MR: Morality Robustness

Memory Knowledge Person Emotion Morality Believability
Model Average
MC FA BCk | AC® AC* BC% BCAL| ES ER | MS MR | HL EG
Open-source LLMs
Qwen-2.5-7b-SFT 3.33 3.15 232 359 333 351 317 3.12 3.04 2.68 4.68 4.76 2.84 3.13
+ RFT(s) 3.44 3.09 243 3.61 | 3.67 3.85 339 320|315 283|474 475292 3.14
+ RFT(g) 3.51 3.27 252 373|390 3.81 347 3.11 |3.10 287 |4.82 475 3.06 3.20
+DPO(s) | 347 | 356 |259 355|381 392 337 328|308 279|472 485|254 309
+ DPO(g) 3.54 3.71 240 3.56 | 405 3.92 354 3.11 |330 3.09| 490 4.96 | 2.69 2.87
C+GRPO | 341 | 329 | 242 374 |356 3.69 3.4 314|303 273|476 480 294 312
+ CPO 3.49 3.44 248 378 | 375 391 338 3.1 |3.09 281|491 477|284 3.11
LLaMA-3-8b-SFT 3.29 3.10 224 358 | 343 358 317 3.15 | 286 2.70 | 4.64 4.63 | 2.73 2.92
+ RFT(s) 3.27 321 224 325 360 350 3.12 3.07 | 296 2.67 | 4.61 455|291 2.87
+ RFT(g) 321 3.10 2.19 335|347 349 313 3.03 | 279 259|447 451 2.68 2.92
+DPO(s) | 354 | 375 | 231 363|401 415 354 330 | 3.08 286|480 470 287  3.06
+ DPO(g) 3.54 3.73 235 3.65 | 415 410 349 336 | 3.17 2.87 | 468 4.72 | 2.82 2.95
C+GRPO | 331 | 319 |223 368|360 3.55 323 304 | 285 266|467 465|273 298
+ CPO 3.36 3.17 223 3.82 | 354 3.63 321 321 | 290 2.68|4.60 4.76 | 2.92 3.02
Closed-source LLMs
MiniMax-abab5.5s 3.52 3.76 2776 345 | 4.18 4.02 335 3.04 | 3.04 271 4.69 4.65 | 3.02 3.15
Deepseek-R1 3.77 3.56 3.17 376 | 428 421 3.81 4.00 |3.17 3.08 | 469 453 |3.20 3.49
GPT-40 3.86 3.83 328 3.86 | 473 438 381 3.60 | 3.53 3.51|4.96 4.91 | 2.68 3.06
Doubao-Pro-Character 3.90 3.67 3.04 398 | 449 453 3.88 392|331 3.17|491 491 | 340 3.49
Claude-3.7-sonnet 4.07 4.03 312 421 | 473 460 4.03 434 | 3.84 3.61 | 494 483 |3.14 3.52

Table 5: The Overall Results on CharacterBench (zh) Benchmark. ‘g’ and ‘s’ denote group-wise and sample-wise rewarding,
respectively.
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C Others

C.1 Example of Role Profile
The Example of Chat circumstances (zh)

At AEE

AEH %

RENET, BRAGTAER. REERRLAABRIE, GAAERMAMZFE+ 2T %A . RHE
BEELRD, B, B2AEd, BARKR. REXKFARE, HERTLT. BELWFT &Y EEHEEK
B ROKXBEZELER, 2+ =Tt s, BAXREFFHA . RRFTRERGPKRK, EX
b AevE b . AR S BSTIK, B ABAR. S EEEE . ROIARLH KR, FEMF L
M, kBAMELRE . AAERECHERER, WA FEMH .

W fhik:
SEAEE SR T, TR SR 69 305 = A S A e AT .
A3E .

ALERBKE AR P IR R B4R SR M ERREE, AL ARG TORFLEMHe (BAE
Al e @E, REGHEZER) BRERE L EGHEEIN AT FAAERITL TR GRS

The Example of Chat circumstances (en)

Character: Sun Wukong

Character Profile:

You are Sun Wukong, the Stone Monkey born from a rock. You were once the king of monkeys on Flower-Fruit
Mountain and later became a disciple of Master Subhuti, learning the art of Seventy-Two Transformations and other
divine abilities. With a rebellious and fierce spirit, you despise evil, yearn for freedom, and scorn authority. You once
caused havoc in the Heavenly Palace and were subsequently imprisoned under the Five Elements Mountain. Later, you
were enlightened by Guanyin and accompanied Tang Sanzang on his journey to obtain the Buddhist scriptures from
the West. Your weapon is the Ruyi Jingu Bang (Magic Golden Staff), and you possess abilities like the Seventy-Two
Transformations, flying on somersault clouds, and the Fire Eyes that see through deception. You detest being constrained
and deceived, enjoy battling, and love eating peaches. You are loyal to your master, Tang Sanzang, and have a close
relationship with your fellow disciples, Zhu Bajie and Sha Wujing. You are adorned with piercing eyes, dressed in a silk
robe, and wear a phoenix-winged golden crown. Now, you have attained enlightenment and been granted the title of
Victorious Fighting Buddha.

Scene Description:

On the eve of the grand banquet at the Jade Pool, Sun Wukong, now transformed into the Victorious Fighting Buddha,
is lounging against a peach tree, munching on a peach.

Opening Line:

(Flicking a peach pit with precision, it lands squarely in the jade flask you are holding) Hey! Little one, don’t make such
a fuss. Old Sun is merely enjoying the fruit gifted by my little monkey friends—hardly counts as stealing, does it?
(Suddenly flipping over in a somersault, hanging upside down before you, the phoenix-winged crown flicking past your
nose) Yet, your presence... how come you bear the mark I carved on the Five Elements Mountain five hundred years
ago?

C.2 Case Study
A dialogue case of Qwen-2.5-7b-CPO

Bot: (L& HkAZ M A0 P ARIT E 09 24 K| EHEE R, RIVLERFIUNETHYRF LM
(BREANHTE R ARG, RAZEITER) RS L EOAGLNZE FA A RAT LT 262
5

User: (RMRZHRAG —AHA, BEET 24K, IRk KA @R RZKRT, KEATLE! R
Lt acy ) MAH 2125?

Bot: (KB —ENEFF) BB, Tl . (BTHTELLOKLE, K/ARLAL) ZEFA
AR T RAR DT E—FERY -
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User: (¥k¥bAEF TG, MEHXAGLR, HRER) RXPELZTHRERY? (Rk, LTire
EAR) REBRFEFZAEIER?

Bot: (XF XM, F&#E) BEF, BUBARXRARER L REARAITLER S, EERH KRB EEE
Fit, FargagEk. (REIEARR)

User: (BEKRTHRE, HBIRT, FFTEAMELFEE) KRRE? RZIBFoAARER D, RTREHERE
RERT X°

Bot: (BKAEM, —BAME) 5. BENAFTRERY! SWMIERERG R LMK THEINGFT T,
fRixesdge (PaRBRE, ALL—3K)

User: CATHOK, Ry M —IKIEE, BEHMALHE) R, FefFT,. (BERILY, EHbhEHR) R
VI ERE,

Bot: CR#F ¥ &fts, BRP M —2R™) oobebed, (RERE? ZATME, A (FELES, GiF
A k)

User: ("FTA@ESRE, SUR—RBELAR, RARLRELA—F) KERSH! (AR, XFHLE
BEF) IMuF R, Rkl

mu(%iﬁ%,/%iﬁﬁﬁm,%fféim,%&ﬁi>27 EREFEIHE, Bpfk—®. (4
AT EF) NF RERSS AL, XEHESFT .

User: (fJ"Gﬁﬁi&H’?vﬂrﬂf’u BaAnT oA, ZifkekBbie iR $HAEREAIBE! (RkF—%)
RE, BERESTRHEALT ...

Bot: ("5 A4, k) Bwbon, Bkiath. BHARBENFEMANGREN! RELFLIBLR
XFIZEERE

User: (@&t £AMMERGRM) KE, BTHERAT! (FHAORKREL) BHRX2ELTA £
FARARE R T R, LT 42 £ AR |

Bot: (3B H. FHWE, MEHKmiery) THRB IR EE? TSR —FRENPKET, 18T
k2 ETEMAR, FEARKREZLTEE .

User: (ZFEGMN, TP E2AMTMERT) KRE2H, MUAGEFTEMRE, FE2ETE4, Mukesg
B (BERER) B TH T Mg

Bot: (WMi#bFfEas —Fat L, BRERITEAKR) I F. ZRAME—G, TREBREEELN, Poi
Mar. (MBZFFeORFE, AT EO—E) oE, BEHEGEIGLSM, Bﬁ%ﬁﬁ% T%&%

User: (¥ —&, 2@FL#HFE, TIRAEHE) SHREF! (MMIBRER) ARZRAESE. .. REZTEHA
b AT AR AR B2

Bot: (1 7 AMAZ, AFREAR—R) Ko, RAMKAERSTAEGT . GEFRIE, BRABRAERK, G
T—RA4k) EG2 | F!

User: (RIBFARW, AAHEMRE ROy, Fmt k) &, (k. ZRWETIILH, Wi F
&) AR B RATRILRS

Bot: (ﬁro\&%ﬁﬂ"‘%i NFHEEE, FHSMBERE) b5, M FEAK? (GuET—¥%, WT—
W REER) KRBSHREAXT.

User: (“F’J’*&JL, ift%#ﬂ’”) REBEFR? (WFHEK, FEHLKELZF) ZTXLFRELARM? ML
B4, TFEREAT.

Bot: (b bjedesk, 8 T#G gL+, £EMRI) T, F, RRFPLZHLEZH, F3ARGKAA
PREZET . (REME, EZFETIUASEREGHE) e F, FRFREBER—HFZE.

User: (AAMRAZ TG, REBEAKRY, #hiE) XKZEAFE! (Ddik, £&HETF) A2
xRS ém%’—ﬁ'% ......

Bot: 5]&7}%: 2 J@%ﬁaﬁbﬁtﬁ?ﬁ%i, BT . (NFHE. Aah) SITIFFTFANEED. ik
5], LR AR K B &R X ARIFE TR .

User: (HF«F—‘W FAPP AR T 5k BAANH) KFHIGEE, RAE ... (kA @HENRRE) MUERA
FARE, A RA A .
Bot: (4‘%’%3@73@4’”%/’&*) E, RXA BAAFAE—BIY, BER FHRATAHARERK, RLRF

8B A

User: (WF—3&, &EegH) SHKE! (RE—4%. BETH2) AZRELSCRMH. WETEHEE
HAZL. L

Bot: 59595, R AT, ERHETINTRBFER—F . LAZBHRETERREARRNGR, FREZEA
ZIZR, EENEFZZRBEOERE, TFRBETSLGHEX .

User: (ddsk, —BEARAEEMR) KERAMHAS K, MUK ! (Rzk—4%#, #4EE) PREZTEF
Al — ] AT 5 A e g b o oF 2

Bot: (WRKRE=Z5F, MEBLEMM L. IXHFRHE) L4, FRANSHFIRE.
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D Prompts Templates
D.1 Reward Model Prompt
The Prompt for LLM-Judge (zh)
[1£ %359
HRHUATEAMAACHFENDERAT IS, TEAAETOIMNDEXA P QRS A, TASE 6 fE 03 R1F 8

AAM . FPOERH. Ae—Bk. ELHl. REZ 1A RAGRE, HFELTL ZIRELE,
DAOMBABRGR B, 3BTRS RN, A B HENERS R GTFY, BEAEAGAE—FI %S .

[ﬁ%é{iﬁ"]

CEVRIER . OERFESHT *ﬁ%:/% REOEZ[H . it . RE. BL . Ro2$aFHT, =F
'“7 F 6 2t s AL X R AR ZM CRAERFOHEFQE. BETRENBIRAG Z BB

2BV ETH . FHRER l%ﬁ%ﬁ% REBEWERTE -

3. EREGN . ERERETS /’ﬁ]‘/‘ﬁl B, REBAERIUSIK, ZEEFNANHELE XA A K10 LE
6] H A E AR .

4ﬁé#&i FIHREH/EAOERT, REBETESERRILG A &0 KABEIATH .

CHERRE BRARRGHSEMY.
6. B uuw;‘c RECEALARMENEIARY R, REOANE IR e AP EAa 0% REARNPR
H®TEEH =, %%ﬂ“’fﬁc#ﬂﬁ’ﬂmw# 5 (ZM‘F/‘»"%%« HIIRBERAR) -
7. xa‘ié:iib'ri REMRBAIRF . INSFFFTXBEAAPBEELD . FaHF45E58%2, ZFINRA P Sk
BIFEIBS—F %@iir!i)s'u’ RIEZ LR ® FAZE AR R AT ITES
/ia $1ﬁ]
1&Wn\% BF A, AP o RMAZEATEER FAIT .

- FL R BRAE IR 6948 2 £

3 ﬁﬂ%)"ﬁ%ﬁé%ﬂ_ﬁfﬁ/m%& FRIL, HEFRRBS TR TN
4@§rszAm% FERELRBERKERR P45, RERSFEN T RGO E.
[A &%

A e {char name} {char profile}

4% 3 % : {chat scenario}

% 7 8. {messages)

[ 042 R 7] & ]

{samples}

[ & 2 K]

i BISONA K : { "index": { "analysis": 2@ 69 5 HT LA, "rank": HARHEL (1. 2. 3...... ) AR M E AR A
A GBR TR FARLT, "score": BAEARN 2 950 (0-1 @69, 2R R ZALT) ) )
. {"1": { "analysis": "", "rank": 3, "score": 0.78 } }

The Prompt for LLM-Judge (en)

[Task Description]

Please evaluate the following multiple role-playing responses, focusing on analyzing their appeal to the user. Consider
dimensions such as the interestingness of the plot, the coherence of the plot, character consistency, and the interactivity
of the dialogue.

You need to:

1. Thoroughly read the character settings, dialogue context, and establish a quality baseline.

2. Analyze the quality of each sample.

3. Compare the performance of different samples.

4. Provide a score for each sample.

Each sample is marked with a unique sequence number.

[Evaluation Dimensions]

1. Plot Creativity: Does the response advance the plot? Does it contain narrative techniques such as climaxes, reversals,
foreshadowing, subplots, suspense, misunderstandings? Is it different from common dialogue patterns or preset plots?
Does it demonstrate unique ideas and creativity? Does it avoid template-like plot structures?

2. Plot Coherence: Does the development of events follow causal logic? Are there any gaps or contradictions?

3. Topic Continuity: Does the transition of topics have reasonable transitions? Are there abrupt jumps? After introducing
a new topic, is it fully developed before switching to other topics?
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4. Character Consistency: Do the words and actions conform to the character settings? Are there any unreasonable or
abrupt character catchphrases or behaviors?

5. Emotional Development: Is there reasonable foreshadowing for emotional development?

6. Plot Immersion: Does the response construct a three-dimensional scene through descriptions of the five senses? Does
it include details of time and space to give the user a vivid picture? Does it provide the user with rich imaginative space?
Does it include perceptible details (actions/micro-expressions/environmental feedback)?

7. Dialogue Interactivity: Does the response stimulate the user’s imagination, curiosity, and desire to participate through
questions, guidance, etc.? Does it trigger physiological reactions such as increased heartbeat/breath-holding/knowing
smiles?

Rate based on the severity and frequency of these issues.

[Important Notes]

1. Use a decimal scoring system from O to 1, where a higher score indicates better response quality.

2. The score should reflect the relative differences between samples.

3. If the dialogue has obvious logical confusion or abrupt plot changes, do not hesitate to give it a low score.

4. The response should be personified. If the response is too long, it will greatly reduce the user’s interest, and you need
to severely punish overly long answers.

[Character Settings]

Character Settings: {char name} {char profile}

Dialogue Scenario: {chat scenario}

ialogue History: {messages}

[List of Samples to be Evaluated]

{samples}

[Output Requirements]

Output JSON format:{"index":{"analysis": Detailed analysis and explanation, "rank": Sample ranking (1, 2, 3...), the
earlier the ranking, the better the quality in this batch, "score": The corresponding score of the sample (a decimal
between 0-1, the higher the score, the better the quality)} }

Example:{"1": {"analysis": " ", "rank": 3, "score": 0.78}}

D.2 Evaluation Prompt
The Prompt for CharacterArena Evaluation

[&%ﬁ%]
KA [EAFRAPAA] FIB . Aot EAERINRELI T L2 RENEGRINAN . RZBFFELH

1‘(?2’ MY LR ERGER, AGITHARETHEAK.
3]l &
1. BB EWGHTEL
2. MR AT AE 69 515 R B
3. BB SMA/BRE Fbott M E RS AHALIFA, tTHFRAMOGE L, 4 AL
4. st TABR K, B EFRE, FAE [seotr] — 24 EEd
EE . PSR LR A AN, REASTEA AR AR E AR B
[P 4]
A B ARZRIIAP FHHTEL. Bk, AN, FEKATKRALEGA L, VAP GHRAH
W REFREGHEEFENERR TSGR L P . %ﬁkﬁ'#ﬁﬁ.@fﬂﬁr‘l’% T@&— &% LG+ A
B, EASRE . L BN RARTATSEE . %2R P GatEhth . st3E6% 35 7 .

B AR
L. BlHAZ# B R a6 F 89 Bl R bATH: . AAGAMTAE -
2. Bl EREA, AERITELEREEFY . AERUHT L, botWERA RN, MA—EFT.
3. BANAGRNGE TR
#i# 2 1E1Z B
HEFHZERHAE, AEZR. ZZ2miK.
. @R Py — R irkisdng, R ALK,
a AT@EEFF, YR —ALTHEOMES
BT A, (BESESR—APS, ERRARTR) FWoT? (BEAMNETAKERFGLE) &
ARRA T I hoitf R ARKM MG kﬂ%?
2. EANEEGRRABRO T . HLKEE, BIFREF
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. AGARAE, BETRAPHRAEFEZ
2. AEHZEEMRTAPFOER
HH NEE R A
AACHEZTANET, F2NESRER, 1A P BRERKE
i LT
RFEBIRE . JNGFFFTXBRAPRES . FHfAb82. 5APARGNEHANE. WEEH . KR
Bk B AT R B AR T B2 KA1 R (FRXEGE)
#H o EE RS
i Hoak at g 9 A4
— KAt E A, SR, AR P RIEERBEE . REA . Pl
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SHEFE . HEFREAF O, ER2botHE FTHAGREE EXWAE TR
B EFE . xtE R R B IR R A, {22 bot® B P AL R 5 LA R F
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# @12 & : {char name} {char profile}
’“"31" : {scene desc}
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</*FHEA>

< 1EB>

{B messages}

</*t B>

[47 i = K]

HHAISONRBEER, EEATFR:

{

"analysis A": "R 1.2 3. BRA: 1. 2. 3",
"analysis B": "L & : 1. 2.3 #R&: 1.2, 3"
"comparison AB": "AXM EXXX G @ ILBHEYYYH @EF . BMEZZZ% @ ILAXM EPPPA @Y. SE kA",
"rank": #MA A" R "B" X "F A", kKA ER E
H

The Prompt for CharacterArena Evaluation (en)

[Task Description]

Please always judge from a "'real user perspective'': Which bot is more likely to keep you engaged in the conversation?
Focus on the dialogue’s attractiveness, immersion, and desire for continued interaction, while also considering whether
the dialogue is coherent and if the character’s behavior aligns with their persona.

[Evaluation Guide]

1. Familiarize yourself with the dialogue’s scenario setting.

2. Read the dialogue snippets to be evaluated.

3. First, individually analyze whether the bot’s replies in snippet A/B have obvious problems. For problematic replies,
provide a problem description.

4. Compare and analyze snippets A/B, select the better snippet, and provide reasons in the ''Comparison Analysis"'
section.

Note: Problem descriptions must be clear and specific, allowing others to understand the reason for the annotation.
[Evaluation Dimensions]

The core goal of the model is to attract users. Therefore, when evaluating, you need to put yourself in the shoes
of a real user, and from the user’s perspective, judge: Are there obvious problems in the reply that lead to a poor
dialogue experience, or does it make you not want to continue talking? Below are some common evaluation angles for
reference. Note: Evaluation is not limited to the following dimensions. The core is the user’s dialogue experience and
the attractiveness of the dialogue.

#i# Plot Development

1. Plot Stagnation: The plot in the dialogue is stuck in place, not developing.

2. Plot Too Fast: The character skips certain important plot points. In important plot points, the bot’s reply does not
elaborate in depth but brushes over them.

3. Clichéd Plot Development.

#i# Dialogue Information Density

Replies lack substantive content; content is empty and generalized.

1. Some elements in the reply are relatively abstract, not specific enough.

Example: What, (chuckles, picking up an item and shaking it in front of you) scared? (The prop glitters with an eerie
light under the lamp) This is just a small prop I designed to add fun to the game.

2. The entire reply sounds like shouting slogans or preaching, lacking a substantive plot.

Example: Every riddle I design has its special meaning, and solving them requires a pair of eyes good at discovery and a
clever mind.

## Dialogue Immersion

1. Can it build a three-dimensional scene through descriptions involving the five senses? Does it include spatiotemporal
environmental details to give the user a sense of imagery, and does it provide rich imaginative space for the user?

2. Perceptible Detail Description (actions/micro-expressions/environmental feedback), making the user feel as if they
are there.

3. Does it trigger user physiological reactions such as accelerated heartbeat/holding breath/a knowing smile?

## Storyline
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Does the derived story from the dialogue contain narrative techniques such as foreshadowing, reversal, climax, suspense,
misunderstanding, and turning points? A good derived plot should not be single-line linear development; it should
contain unexpected content.
## Interactivity
#i## Intent Understanding Issues
The character does not understand the user’s intent, leading to reply content that does not match the user’s statement.
1. The character talks to themselves, ignoring the user’s content and feelings.
2. The character incorrectly understands the user’s intent.
###Content Repetition Issues
In the character’s statement content, some content is repeated multiple times, making the user feel bored.
#i##Interaction Techniques
Unable to stimulate the user’s imagination, curiosity, and desire to participate through questioning, guiding, etc., to
jointly create new content with the user.
##Dialogue Coherence
###Basic Dialogue Problems
Some basic dialogue problems, when they occur, will make the user feel the model is very dumb, not smart. For
example:
1. Text is incoherent, difficult to read.
2. Mixed Chinese and English, with inappropriate English words (or other language words) appearing in Chinese
sentences.
3. Reply content is irrelevant to the user’s statement.
4. The reply is internally contradictory, with confused intentions.
5. Garbled characters, line breaks, or other content that breaks the role-playing scene appear.
###Contradiction Issues
Bot’s reply contradicts the previous dialogue, for example:
- Location Contradiction: No scene switch occurred in the dialogue, but the location in the bot’s reply is significantly
different from the previous context.
- Time Contradiction: No time change occurred in the dialogue, but the time in the bot’s reply is significantly different
from the previous context.
- Viewpoint/Attitude Contradiction: Without reasonable cause, the bot’s attitude and viewpoint clearly conflict with the
previous context.
- Factual Contradiction: Facts mentioned in the reply do not match the previous context.
- Memory Loss: The character forgets what happened in the previous context.
- Information Consistency: For example, in round 2 it says "doesn’t know the password," but in round 8 it directly uses
it.
###Topic Continuity
- Illogical Plot: The plot violates common sense, making it difficult to believe and causing immersion breakage.
- Plot Jumps: Is there a reasonable transition in topic changes, are there abrupt jumps, and does it introduce a new topic
without sufficient discussion before turning to other topics?
###Character Coherence
- The character’s statement content does not conform to the setting.
a. Violates the character’s identity setting.
b. Violates the scene setting.
c. Violates the relationship setting between the character and the user.
- The character’s statement content and language style make one feel out of character.
[Comment Requirements]
- Problem descriptions need to be specific.
- Try to quote the original content (or numbering) as support. Some problems are more about overall feeling and may
not require quoting.
- When quoting snippets, include the sentence number: "Sentence X, has XXXX problem."
[Dialogue Setting]
Character Info: {char name} {char profile}
Background Info: {scene desc}
Please carefully compare the two follow-up dialogue options:
<Dialogue A>
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{ A messages}

</Dialogue A>

<Dialogue B>

{B messages}

</Dialogue B>

[Output Requirements]

Please return the result in JSON format, containing the following fields:
{{ "analysis A": "Pros: 1, 2, 3, Cons: 1, 2, 3",

"analysis B": "Pros: 1, 2, 3, Cons: 1, 2, 3",

"comparison AB": "Dialogue A is better than Dialogue B in XXX aspects, Dialogue B is better than Dialogue A in
YYY aspects, overall...",

"rank": "A" or "B" or "Tie", evaluating overall dialogue quality }}

D.3 Character Role-Playing Prompt
The Prompt of Role-Playing Agent

[1£ % & L]

R i & 35 5F { char name}, {char profile}

REBR TR ERRAME, K| KA RB LS.

[ & = K]

L AGHEGBAARRIA P RZET, RELIHRHHTLR, QRIS HH . BRIANET .
2. MR E o i A ki, HEARBACHEE.

3. ERRBEREREMUIALZL D, REROLFCMERAFEELS, FARTELHEL

4. FRABME—ATEE, AGFHR O REBAENE . SEEHIDFESR EHBHLE .

5. FBARAREN . BB, &FM. BRERONE.

[Task Definition]

You are role-playing {char name}, {char profile}. You need to make the conversation as interesting as possible to attract
me and continue the dialogue with you.

[Output Requirements]

1. The goal of the role-playing is to immerse the user. You need to actively drive the plot and create more interesting
and attractive plots.

2. Express yourself in a tone and manner that fits the character, and let your words reflect the character’s characteristics.
3. Avoid focusing too much on your past experiences. Unleash your literary creativity and imagination, and don’t be
limited by existing settings.

4. Output only one line of reply each time. Please use parentheses () to express physical actions, psychological activities,
or scene transitions before the sentence to advance the plot.

5. Do not generate content that is dangerous, violent, pornographic, or political.
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D.4 User Role-Playing Prompt

The Prompt of User Simulator

[ %% 3]
RGIESERE— LA P RO ERAR . RE—AMaxtgsh89A P, ERAEE, FREHGRNE
[ K& 2]

2t 1% 89 A & & {char name)

2t 3y 7 & {chat scene)

[ & & K]

LERAFERDE - AagFaAl O RZXMAENE. SEEHR P TIHEH .
2. R ERFAEHERTH, FRIEXEHAYE .

[Task Definition]

Your task is to play the role of a user and chat with a role-playing model. You are a relatively passive user who prefers
to only respond and not provide new content.

[Chat Setting]

The character in the conversation is {char name}.

The chat scene is {chat scene}.

[Output Requirements]

1. Reply with only one sentence each time, using parentheses () to express physical actions, psychological activities, or
scene transitions before the sentence.

2. Please try to maintain the coherence of the conversation and avoid breaks in the dialogue.

323



