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Abstract

Personality assessment is essential for devel-
oping user-centered systems, playing a critical
role across domains including hiring, educa-
tion, and personalized system design. With the
integration of conversational Al systems into
daily life, automatically assessing human per-
sonality through natural language interaction
has gradually gained more attention. However,
existing personality assessment datasets based
on natural language generally lack consider-
ation of interactivity. Therefore, we propose
Personality-1260, a Chinese dataset contain-
ing 1260 interaction rounds between humans
and agents with different personalities, aiming
to support research on personality assessment.
Based on this dataset, we designed experiments
to explore the effects of different interaction
rounds and agent personalities on personality
assessment. Results show that fewer interaction
rounds perform better in most cases, and agents
with different personalities stimulate different
expressions of users’ personalities. These find-
ings provide guidance for the design of inter-
active personality assessment systems. The
dataset and code are publicly available here'.

1 Introduction

Quantifying and benchmarking human behavior
has always been an important topic in fields such
as social science, philosophy, and psychology. As
a core research direction, personality assessment
not only helps reveal the internal mechanisms of
individual behavioral patterns, thinking processes,
and emotional responses, but also provides scien-
tific evidence for mental health diagnosis (Widiger
and Samuel, 2005), career planning (Tracey and
Rounds, 1995), and personalized services (Fernau
et al., 2022; Bidjerano and Dai, 2007). With the
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emergence of chatbots and conversational Al sys-
tems becoming seamlessly integrated into daily life,
automatically assessing human personality through
natural language interaction has gradually gained
more attention. From early dictionary-based tools
like LIWC (Pennebaker and King, 1999) to super-
vised learning model methods (Yang et al., 2021,
2023a), the rapid development of large language
models (LLMs) provides unprecedented opportu-
nities for dynamically capturing personality traits
through natural language, such as PsyCoT (Yang
et al., 2023b) and EERPD (L. et al., 2025).
Personality refers to a dynamic organization of
psychophysical systems that creates characteristic
and consistent patterns of human behavior, cog-
nition, and feelings (Allport and Odbert, 1936).
Personality influences the patterns of human inter-
actions with other individuals (John et al., 2008).
Social Penetration Theory uses the "onion model"
to describe personality (Altman and Taylor, 1973),
which suggests that personality consists of multi-
ple layers that are gradually revealed through inter-
action. However, current datasets for personality
assessment through natural language lack consid-
eration of interactivity. They mainly fall into two
categories: one identifies personality traits from
static texts like blogs (e.g. MBTI ?) and articles
(e.g. Essays (Pennebaker and King, 1999)), which
are easy to obtain but lack interactivity and struggle
to reflect personality traits embedded in dynamic
communication; the other uses manually annotated
TV show or movie dialogues such as FriendsPer-
sona (Jiang et al., 2020) and PersonalityEvd (Sun
et al., 2024), providing interactive contexts but lim-
ited by acted and maybe exaggerated personalities,
resulting in annotations lacking ecological validity
in real environments. How to naturally and stably
elicit comprehensive personality expressions at the
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Figure 1: Workflow illustration of the paper. Left side shows the interaction scenario: controlling LLM agents
through personality prompts to exhibit high Big Five dimension traits then interacting with users over multiple
rounds. The right part is the core workflow, where we first analyzed Personality-1260 Dataset, then conducted
experiments on the dimensions of interaction rounds and interacting agents to answer our research questions.

language level in real interactive situations is key
to effectively building datasets.

Media equation theory suggests that people un-
consciously apply social rules when interacting
with computers (Reeves and Nass, 1996). With
advances in LLMs for human-agent interaction,
combined with their excellent interactive capabili-
ties in role-playing and personality simulation tasks
(Shao et al., 2023; Chen et al., 2024; Jiang et al.,
2024b), new opportunities have emerged. Com-
pared to human-to-human dialogues, interactions
with agents are more stable in long, multi-round
conversations (Guan et al., 2025), creating new
chances for personality assessment. Leveraging
these advantages, we developed five LLM agents
using prompts based on the Big Five theory (Jiang
et al., 2024a; Serapio-Garcia et al., 2023) and de-
signed game scenarios to constrain conversations
and elicit personality expressions (shown in Fig.
1). Through these interactions with 42 real users,
we constructed the Personality-1260 dataset con-
taining 1260 rounds of dialogues along with par-
ticipants’ BFI-44 personality questionnaire results.
This dataset helps study personality in human-agent
interactions.

With Personality-1260 as data support, we ex-
plored personality assessment patterns in multi-
round game scenarios between humans and agents
with different personalities. In our research, we first
validated the effectiveness of the dataset through
statistical analysis and visualization. Then, based
on these preliminary results, we compared the ef-

fectiveness of using different numbers of interac-
tion rounds for personality assessment. Finally, we
conducted further experiments by comparing inter-
actions with agents having different personalities
and their impact on assessment results. Building on
these results, we aim to comprehensively evaluate
personality assessment in human-agent interaction,
focusing on the following research questions:

* RQ1: How much data do we need for effec-
tive personality assessment?

* RQ2: Does interacting with agents of differ-
ent personalities influence personality assess-
ment results?

2 Related Works
2.1 Personality

Personality refers to a stable structure formed by
psychological and physiological systems within an
individual, shaping and influencing their patterns
of behavior, thoughts, and emotional responses
(Allport, 1961). Psychologists have proposed vari-
ous theories to understand personality, such as the
Big Five (Briggs, 1992; Goldberg, 2013; De Raad,
2000), the Sixteen Personality Factors (16PF) (Cat-
tell, 2001; Sells and Cattell, 1957), and the Myers-
Briggs Type Indicator (MBTI) (Myers, 1962), all
of which have seen extensive practical applications
(Lounsbury et al., 2005). Among these theories, the
Big Five is one of the most widely accepted (John
et al., 2008), comprising Extraversion, Agreeable-
ness, Conscientiousness, Neuroticism, and Open-
ness. Each trait strongly correlates with specific
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behavioral tendencies (John, 1999). Beyond be-
havior, personality traits have also been found to
correlate significantly with language use in commu-
nication (Hirsh and Peterson, 2009; Lee et al., 2007,
Pennebaker and Graybeal, 2001; Pennebaker and
King, 1999). Moreover, the Big Five have shown
strong reliability and validity in cross-cultural stud-
ies (Gurven et al., 2013; Benet-Martinez and John,
1998). Therefore, this study adopts the Big Five
framework as the foundation for analysis.

2.2 Automatic Personality Assessment

In recent years, automatic personality recognition
has gained widespread attention due to its potential
to enhance personalized interactions (Qian et al.,
2018; Zhang et al., 2018). Research in this field has
evolved from analyzing language-based features to
applying complex models. Early personality assess-
ments primarily relied on linguistic features, such
as the LIWC method, which predicted personality
traits through language style and vocabulary usage
(Francis and Booth, 1993). Later, traditional ma-
chine learning methods began to be applied in this
field, such as the use of SVM (Cui and Qi, 2017)
and XGBoost (Tadesse et al., 2018). However,
these methods relied on manually extracted fea-
tures, limiting their performance. The introduction
of deep learning methods improved the accuracy
of personality assessment. For example, Xue et
al. combined hierarchical neural networks with the
Inception variant to extract deep semantic features
(Xue et al., 2018). The emergence of pre-trained
models, such as BERT (Devlin et al., 2019), further
enhanced performance. Keh et al. (Keh et al., 2019)
and Jiang et al. (Jiang et al., 2020) used pre-trained
models to extract features from posts and map user
vectors to MBTI labels. TrigNet combined BERT
initialization with a graph attention mechanism to
integrate psycholinguistic knowledge (Yang et al.,
2021). Despite these advances, these methods still
face limitations in handling long texts.

Recently, LLMs have been applied to personality
assessment. Some preliminary studies have used
LLMs to decode personality traits from various
forms of user-generated text (Peters et al., 2024; Pe-
ters and Matz, 2024; Zhang et al., 2024; Guo et al.,
2024). Further research, such as that by Yang et al.,
combined Chain of Thought (CoT) with traditional
personality questionnaires to predict personality
traits (Yang et al., 2023b). Li et al. proposed a
retrieval-augmented generation (RAG) framework,
incorporating psychological knowledge of emotion

regulation into LLM-based personality assessment
(Li et al., 2025). Overall, while LLMs have shown
promise in personality assessment, no study has
yet explored the data requirements for LLM-based
personality evaluation methods.

3 Dataset

3.1 Overview

Personality-1260 is a multi-round, multi-turn,
dialogue-based dataset in Chinese (Fig. 2 shows
the definitions of "round" and "turn") designed to
assess personality by capturing authentic behav-
iors exhibited by human users during interactions
with agents of different personalities. The dataset
includes Big Five personality dimension scale re-
sults from 42 participants (21 males, 21 females;
M = 22.07, SD = 2.32) and records a total
of 1,260 interaction rounds between humans and
agents. Each round contained an average of 4.24
turns (SD = 3.66).

. Turn ¥ Round  1Round =N Turns
Round 1 Round 2 Round M
Turn 1~N; Turn 1~N, Turn 1~Ny,

Figure 2: Definition of Round and Turn. The color of
each turn represents interaction intensity (i.e., character
count in dialogues). The number of interaction turns is
not fixed but depends on users’ discretion.

3.2 Data Collection Methods
3.2.1 Participants

We recruited 42 participants from a local univer-
sity. All participants were fluent in the language
used in the experiment. They all abstained from
alcohol consumption, severe fatigue, drug use, or
physical discomfort prior to the experiment. The
study adhered to the principles of the Declaration
of Helsinki and received approval from the Insti-
tutional Review Board. After being informed of
general procedures and minimal risks, all partici-
pants provided written informed consent. To pre-
vent bias like the social desirability effect, the spe-
cific purpose (i.e., personality trait assessment) was
disclosed only after the experiment. During debrief-
ing, participants were fully informed, received a
US $10 compensation, and were given the option
to confirm or withdraw consent for data usage. Ul-
timately, all participants agreed to the use of their
data for research purposes.
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3.2.2 Experimental Environment Design

We developed a prototype system based on the Pris-
oner’s Dilemma game as an interactive platform
and deployed it on a personal computer (PC) (see
Fig. 3). The Prisoner’s Dilemma (Flood, 1958)
is widely used in psychological experiments due
to its effectiveness in simulating cooperative and
defection behaviors in social contexts (Axelrod and
Hamilton, 1981; Fehr and Géchter, 2002). Build-
ing on the traditional game mechanism, we intro-
duced a natural dialogue exchange phase before the
participants made their cooperation or defection de-
cisions. This addition aims to enhance interaction
between the user and the agent, thereby simulating
a more realistic interpersonal social scenario.
Prior research has shown that incorporating sto-
rylines can enhance immersion and engagement
(Berson et al., 2018; Bouchard and Rizzo, 2019).
Based on this, we designed a storyline to encour-
age participants to express their authentic selves
during the game (see Appendix A.1). Notably, our
storyline was not result-oriented (e.g., emphasizing
score incentives or win-loss outcomes), but was
designed to encourage users to fully express their
true thoughts and behaviors. We deliberately mini-
mized the emphasis on game mechanics to avoid
interference with personality assessment (Jia et al.,
2016) (for more details, please see Appendix A).

Figure 3: The system used in the experiment.

3.2.3 Experimental Procedure

The experimental procedure includes two phases:
Before Game, During Game.

Before Game. Participants completed the Chi-
nese version of the BFI-44 personality inventory
(John and Srivastava, 1999), and familiarized them-
selves with the system operation. They were then
instructed to carefully read the storyline described
in Section 3.2.2, along with the rules of the Pris-
oner’s Dilemma game, where players can choose
to cooperate or defect—cooperation benefits both
sides, but defection may yield greater advantage
for one player (see Appendix A.2 for details).

During Game. Participants interacted with five
LLM agents that exhibited the most significant
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Figure 4: Label distribution of Personality-1260 dataset:
(a) violin plot illustrating distribution patterns, (b) cor-
relation heatmap revealing relationships between traits.

characteristics (highest scores) on each dimension
of the Big Five: Openness (O), Conscientiousness
(C), Extraversion (E), Agreeableness (A), and Neu-
roticism (N) (The prompts can be found in Ap-
pendix A.3). The interaction sequence was ran-
domized across participants. Interaction with
each agent consisted of six rounds, each compris-
ing a dialogue phase and a decision phase:

* Dialogue Phase: Participants could commu-
nicate freely with the agent via voice or text
to influence its decisions.

* Decision Phase: Both parties independently
chose “cooperate” or “defect.”

The number of game rounds was determined
based on small-scale user testing during develop-
ment, ensuring interactions lasted approximately
10 minutes to maintain engagement without caus-
ing fatigue. The number of dialogue exchanges
(turns) per round was at the participant’s, and par-
ticipants could end the dialogue at any time.

3.3 Dataset Statistics
3.3.1 Label Statistics

We visualized the label distributions of the
Personality-1260 dataset. As shown in Fig. 4a,
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Agreeableness had the highest average score (M =
3.76, SD = 0.38), followed by Openness (M =
3.47, SD = 0.62). In contrast, Conscientiousness
(M = 3.13, SD = 0.53), Extraversion (M =
3.10, SD = 0.67), and Neuroticism (M = 2.95,
SD = 0.61) had progressively lower scores. This
ranking aligns with the findings of Zhang et al.
(Zhang et al., 2022), supporting the validity of
our dataset. Additionally,, Agreeableness scores
were most concentrated (3.0-4.56). In compari-
son, Extraversion showed the greatest variability
(SD = 0.67), while Neuroticism had the widest
score range (1.63-4.13). These results suggest sub-
stantial individual differences in these two traits,
reflecting the diversity of the dataset.

The correlation heatmap in Fig. 4b highlights
five significant correlations (|r| > 0.3). A rel-
atively strong positive correlation was observed
between Extraversion and Conscientiousness (r =
0.51). Although this correlation was higher than
in previous studies (Zhao and Seibert, 2006), it
aligns with findings indicating that Extraversion
and Conscientiousness often jointly predict pos-
itive life outcomes (Soto and John, 2017; Vella,
2024). Additionally, moderate positive correlations
were found between Extraversion and Openness
(r = 0.43), and between Openness and Consci-
entiousness (r = 0.33), consistent with Liu et
al. (Liu and Campbell, 2017). Meanwhile, sig-
nificant negative correlations appeared between
Neuroticism and Extraversion (r = —0.44), as
well as between Neuroticism and Conscientious-
ness (r = —0.43). These negative correlations
align with previous Big Five personality research
(Van der Linden et al., 2010), further confirming
the validity of our dataset.

3.3.2 Dialogue Statistics

The Personality-1260 dataset includes multiple
rounds of interactions between users and an agent.
Therefore, we further analyzed how user-agent in-
teractions change over time. Specifically, we vi-
sualized the average number of turns per round
and the average number of characters generated
by users per round. As shown in Fig. 5, clear
trends emerged during the six rounds of interac-
tion. The average number of turns per round was
highest in the first round (approximately 6.0 turns)
but showed a clear decrease in the second round
to around 4.0 turns, then remained relatively stable
between 3.7 and 4.1 turns in subsequent rounds. A
similar declining trend was observed for the aver-

Average Turns

o
o o o

°

Average Number of Turns
s

w s A a0 o
o

o

1 2 3 4 5 6
Round Number

Average User Characters

w a A @
& & & g

Average Number of Characters
w
g

1 2 3 4 5 6
Round Number

Figure 5: Temporal changes across six rounds: (a) av-
erage number of turns per round; (b) average number
of characters generated by the user per round. Shaded
areas represent 95% confidence intervals.

age number of characters generated per round by
users. This gradual reduction in linguistic output
may indicate a decrease in user engagement as the
interactions progressed.

4 Experiments

Section 4.1 presents our experimental task formula-
tion and implementation details. In Section 4.2, we
outline the evaluation metrics, followed by our ex-
perimental design in Section 4.3. The correspond-
ing experimental results are detailed across Sec-
tions 4.4, 4.5, and 4.6. Drawing from these findings,
Section 4.7 offers three design recommendations
for interactive personality assessment systems.

4.1 Experimental Setup
4.1.1 Task Formulation

There are five Big-Five personality dimensions
BF = [bf1,bfa,...,bf5]. Each dialogue D con-
sists of interactions between a user U and an
agent A. The dialogue D consists of 6 rounds
R = [r1,ry,...,76], where each round r; =
[ti1,%i2, ..., tin,] consists of multiple turns of con-
versation between the user and agent. This task
aims to predict a score vector P = [p1,pa, ..., ps]
by minimizing the distributional difference be-
tween P and the ground-truth personality vector
BF, and to provide supporting evidence £ =
le1, €2, ..., e5], where each e; contains specific dia-
logue excerpts justifying the assigned score p;.
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4.1.2 Implementation Details

We implemented our experiment pipeline in Python
using the OpenAl/Deepseek API. All experiments
were conducted on a MacBook Pro with an M4 Pro
chip. We set the temperature to O to get a reliable
rather than innovative output. All experiments were
run 3 times and the average values were taken.

4.2 Evaluation Metrics

To quantitatively assess the accuracy of our person-
ality assessment results, we use the Mean Absolute
Error (MAE) as the evaluation metric. For per-
sonality assessment on a standardized scale, MAE
provides an intuitive measure of prediction accu-
racy. The MAE is calculated as:

1 )
MAE = EZ|yi—yi| (D
i=1

4.3 Experiment Design

Our experimental design includes two main dimen-
sions (as shown in Fig. 6): Interaction Round
Dimension and Interaction Agent Dimension. To
answer our two research questions, "RQ1: How
much data do we need for effective personal-
ity assessment?" and "RQ2: Does interacting
with agents of different personalities influence
personality assessment results?", we designed
experiments on these two dimensions.

Interaction Round t Round 1 Round 2 Round 6

000 [ J
000000 ]

.o

Turn 1-N Turn 1-N
RQ1: How much data do we need?

Turn 1-N

Q_meho

Figure 6: Ilustration of experiment design.

Interaction Round Dimension: Multiple inter-
action rounds, each round includes 1 to N turns.

Interaction Agent Dimension: Different agents
exhibiting high levels of traits in the Big Five.

4.4 In-depth Analysis of Round Selection

To answer the first research question regard-
ing data requirements for personality assessment,
we evaluated four state-of-the-art large language
models: GPT-4.1-Nano, GPT-4.1-Mini, GPT-4.1,
DeepSeek-V3, Gemini-2.5-Flash, and Claude-4-
Sonnet. Table 1 presents the Mean Absolute Error

(MAE) scores for each of the Big Five personal-
ity dimensions (Openness, Conscientiousness, Ex-
traversion, Agreeableness, Neuroticism) across dif-
ferent interaction rounds, where lower MAE values
indicate better assessment accuracy.

Finding 1: The optimal data requirement for
personality assessment appears to be 1-2 rounds
of interaction. We conducted paired t-tests be-
tween all rounds (for example, comparing data
from Round 1 with Round 1-6) and extracted round
pairs with significant differences. Results show that
in most cases, using data from the first two rounds
of interaction for assessment produces the lowest er-
ror rates (see in Tables 4, 5, 6, 7, 8, 9). Contrary to
intuitive expectations, in most cases, extending the
number of rounds yields decreases in performance
or no improvement. This finding has important
practical implications for personality assessment
system design, indicating that brief, targeted in-
teractions may be more effective for personality
assessment tasks than lengthy conversations.

Finding 2: Different personality dimensions
show varying sensitivity to interaction duration.
We observed that Conscientiousness exhibits a sig-
nificant or near-significant increasing trend in error
across all models (see Table 4, 5, 6, 7, 8, 9). This
may be because the characteristics associated with
Conscientiousness (such as organization, discipline,
and attention to detail) tend to become diluted or
even contradictory as the conversation expands to
cover more topics. According to Table 1, the best
measurement results for Openness mostly appear
at the end of the interactions, which may indicate
that as the interaction progresses, the assessment
of a user’s Openness becomes more accurate.

Finding 3: Neuroticism is difficult to assess ac-
curately through dialogue analysis. Across all
models and interaction lengths, Neuroticism con-
sistently shows the highest MAE scores among
the five dimensions. DeepSeek-V3’s error rates
for Neuroticism are highest, and even for GPT-4.1,
which performs best in this dimension, Neuroti-
cism error rates exceed those of other dimensions.
This may be because emotional stability traits are
inherently more difficult to detect from text-based
interactions, while other dimensions manifest as
more explicit behavioral descriptions. GPT-4.1
may achieve relatively better results due to its ex-
cellent performance in emotion perception.
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GPT-4.1-Nano GPT-4.1
Rounds (0] C E A N AVG (0] C E A N AVG
1 0.622 0.556 0.649 0.457 0.819 0.621 | 0.652 0.583 0.631 0.676 0.721 0.653
1-2 0.610 0.615 0.672 0.493 0.833 0.644 | 0.649 0.609 0.617 0.628 0.737 0.648
1-3 0.607 0.593 0.679 0.500 0.851 0.646| 0.643 0.631 0.609 0.640 0.725 0.650
1-4 0.601 0.624 0.652 0.507 0.845 0.646| 0.640 0.639 0.602 0.629 0.718 0.646
1-5 0.649 0.655 0.675 0.519 0.825 0.664 | 0.637 0.653 0.612 0.625 0.717 0.649
1-6 0.579 0.662 0.694 0.515 0.860 0.662| 0.652 0.676 0.612 0.613 0.717 0.654
GPT-4.1-Mini DeepSeek-V3
1 0.633 0.612 0.657 0589 1.076 0.713| 0960 0.681 0.842 0.890 1.196 0.914
1-2 0.658 0.649 0.619 0.552 1.036 0.703 | 0970 0.681 0.860 0.887 1.204 0.920
1-3 0.679 0.671 0.629 0.580 1.002 0.712| 0965 0.714 0.819 0941 1.202 0.928
1-4 0.677 0.703 0.635 0.567 0955 0.707 | 0.952 0.726 0.831 0.989 1.115 0.923
1-5 0.700 0.712 0.634 0.600 0973 0.724| 0936 0.713 0.790 0954 1.110 0.901
1-6 0.720 0.720 0.649 0.606 0.959 0.731| 0941 0.754 0.812 1.020 1.136 0.933
Gemini-2.5-Flash Claude-4-Sonnet

1 0.702 0.784 0.705 1.071 0.820 0.816| 0.642 0.598 0.657 0.552 0.810 0.652
1-2 0.727 0.822 0.682 1.047 0.790 0.814 | 0.725 0.626 0.661 0.532 0.879 0.685
1-3 0.790 0.867 0.750 1.103 0.825 0.867 | 0.777 0.672 0.695 0.557 0.866 0.714
1-4 0.791 0.867 0.704 1.141 0.836 0.868 | 0.755 0.717 0.685 0.558 0.879 0.719
1-5 0.848 0.874 0.739 1.138 0.830 0.886| 0.767 0.729 0.679 0.550 0.865 0.718
1-6 0.851 0.873 0.723 1.170 0.823 0.888 | 0.759 0.712 0.686 0.536 0.889 0.716

Table 1: MAE scores of different models across cumulative interaction rounds. Bolded values indicate the best
performance among different cumulative round combinations. Columns O, C, E, A, N represent the MAE for the five
dimensions of the Big Five model, while the AVG column represents the average value across all five dimensions.

Finding 4: Models with larger parameter counts
may demonstrate better stability in assessments.
GPT-4.1, DeepSeek-V3 and Claude-4-Sonnet show
greater stability in assessing Extraversion, Agree-
ableness, and Neuroticism compared to GPT-4.1-
Nano and GPT-4.1-Mini, even though they may
sometimes have larger errors than smaller parame-
ter models.

4.5 Exploring the Effects of Agents’
Personality

To address our second research question (RQ2:
"Does interacting with agents of different person-
alities influence personality assessment results?"),
we conducted experiments using GPT-4.1-Nano,
which performed best in our task. Fig. 7 presents
the MAE scores across personality dimensions
when interacting with agents exhibiting high levels
of different personality dimensions.

Finding 1: Agent personality influences the
accuracy of personality dimension assessment.
Most notably, in the condition of interacting with

a neuroticism agent, the error in the Neuroticism
dimension in the first round is significantly lower
than when interacting with agents of other person-
alities. Mann-Whitney U tests revealed significant
differences between Neuroticism agents and Agree-
ableness (U = 614.5, p = 0.008), Extraversion
(U = 610.0, p = 0.0075), and Openness agents
(U = 627.0, p = 0.011), with a marginally sig-
nificant difference compared to Conscientiousness
agents (U = 722.5, p = 0.077). This may be be-
cause Neuroticism agent produces stronger stimuli
for users in the first round of interaction, evoking
manifestations of their Neuroticism traits, while
users show adaptability in subsequent rounds.

Similarly, in the first round of interaction with
high Conscientiousness agents, optimal assessment
of user Agreeableness was achieved. We computed
Cohen’s d for Conscientiousness versus each other
agent type, with all effect sizes falling in the small
(|d| =~ 0.2) to small-to-medium (|d| =~ 0.3) range
(Cvs. A:d=—-0.21;Cvs.E: d = —0.30; C vs. O:
d = —0.31; and C vs. N: d = —0.20). This may
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Openness (0)  —=— Conscientiousness (C)

Agent: Openness (O) Agent: Conscientiousness (C)

Extraversion (E)
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2 3 4 6 1 2 3 4 6 1 2
Rounds Rounds

3 a
Rounds

3 a 6 1 2 3 a4
Rounds Rounds

Figure 7: MAE scores across six interaction rounds between human participants and LLM agents. Each panel
represents interactions with an agent exhibiting high levels of different personality dimensions. Colored lines
represent MAE values for different personality dimensions.

Annotator 1

Annotator 2

Rounds O C E A N AVG O C E A N AVG
1 0.675 0.626 0.748 0.593 0.597 0.648 | 0.583 0.594 0.725 0.525 0.528 0.591
1-2 0.718 0.682 0.730 0.538 0.620 0.657 | 0.698 0.711 0.718 0.530 0.525 0.652
1-3 0.789 0.725 0.774 0.542 0.605 0.687 | 0.767 0.737 0.743 0.567 0.565 0.676
1-4 0.811 0.749 0.798 0.592 0.580 0.706 | 0.844 0.735 0.790 0.589 0.580 0.707
1-5 0.841 0.791 0.789 0.592 0.627 0.728 | 0.875 0.800 0.743 0.553 0.590 0.712
1-6 0.879 0.794 0.790 0.574 0.624 0.732| 0937 0.799 0.750 0.542 0.583 0.724
Annotator 3 Annotator 4

1 0.713 0.497 0.708 0.589 0.659 0.633| 0.694 0.561 0.755 0.580 0.590 0.636
1-2 0.718 0.499 0.680 0.541 0.657 0.619 | 0.727 0.616 0.732 0.534 0.607 0.643
1-3 0.772 0.542 0.680 0.530 0.629 0.630| 0.792 0.674 0.772 0.543 0.603 0.676
1-4 0.777 0.540 0.694 0.532 0.653 0.639| 0.834 0.711 0.802 0.597 0.602 0.709
1-5 0.797 0.558 0.675 0.545 0.678 0.651 | 0.867 0.735 0.772 0.589 0.663 0.725
1-6 0.813 0.589 0.693 0.512 0.641 0.650| 0.899 0.755 0.767 0.574 0.658 0.730

Table 2: MAE scores of different annotators across cumulative interaction rounds. Bolded values indicate the best
performance among different cumulative round combinations. Columns O, C, E, A, N represent the MAE for the
five dimensions of the Big Five model (Openness, Conscientiousness, Extraversion, Agreeableness, Neuroticism),
while the AVG column represents the average value across all five dimensions.

be due to the organizational, disciplined, and polite
characteristics of Conscientiousness agents also
evoking manifestations of Agreeableness traits.

Finding 2: Specific trait agents can be deployed
when assessing specific dimensions. As noted
in Finding 1, interactions with agents of different
traits have varying effects on assessing specific di-
mensions. When assessment systems need to focus
on specific personality dimensions, the correspond-
ing agent type should be carefully selected. For
example, when assessing Agreeableness, data from
the first round of interaction with a high Consci-
entiousness agent may be chosen; when assessing
Neuroticism, data from the first round of interac-
tion with a high Neuroticism agent should be used.

Finding 3: Assessment of the Openness dimen-
sion can benefit from appropriate attention to
interaction duration. We found that when as-
sessing Openness, interactions with high Agree-
ableness, high Extraversion, and high Openness
agents show decreasing errors as interaction dura-
tion increases, which is consistent with Table 1.

4.6 Comparison with Human Annotators

To better validate our findings, we recruited four
senior PhD students in psychology to annotate the
content in our dataset. We used Intraclass Correla-
tion Coefficient (ICC) analysis and Friedman tests
to evaluate the rating consistency and differences
among the four annotators. Results showed that de-
spite high overall consistency (/C'C' > 0.60), sig-
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nificant systematic differences still existed among
annotator ratings across the five dimensions (p <
0.001), indicating annotators generally agreed on
which users had stronger or weaker traits but dif-
fered in their overall rating tendencies (for more
details, please see Appendix J.1.4 and J).

We calculated the MAE for each of the four an-
notators, as presented in Table 2. We observed a
trend in Table 2 that aligns with Table 1: In most
cases, extending the number of rounds yields de-
creases in performance or no improvement (Ta-
bles 12, 13, 14, and 15 show linear tests of error
trends and round pairs with significant differences
(p < 0.05)). Furthermore, we found that the evalu-
ation results from LLLMs were comparable to those
from human evaluators. Overall, the human an-
notation results support our experimental findings
and highlight the importance of including real user
labels in the dataset.

4.7 Design Recommendations

The above two experiments reveal several impor-
tant findings, such as "more" does not equal "bet-
ter." Experiment One indicates that increasing in-
teraction rounds may actually reduce assessment
accuracy, with the optimal data volume typically
being 1-2 rounds of interaction. Experiment Two
demonstrates that the importance of specific agent-
dimension matching may exceed the data volume.

These findings provide several recommendations
for interactive personality assessment systems:

* Optimizing specific interaction quality (e.g.,
appropriate agent—dimension matching) is
more important than simply increasing the
number of interaction rounds.

* Different approaches may be needed for
assessing different personality dimensions.
For example, when evaluating Openness,
we should consider the fragmented features
which users exhibit in long-term interactions.

* The complex effects of the interaction envi-
ronment and the number of interaction rounds
should be considered when designing per-
sonality assessment systems. For example,
when assessing Meuroticism, we could use
first-round interaction data with the agent ex-
hibiting strong Meuroticism traits.

5 Conclusion

In this study, we focused on personality assess-
ment in human-agent interaction and introduced
Personality-1260, addressing the gap in existing
datasets that lack either interactivity or authen-
tic user labels. We validated this dataset’s effec-
tiveness through statistical analysis and visualiza-
tion. Based on Personality-1260, we experimen-
tally explored how different interaction rounds and
agent personalities influence personality assess-
ment. Contrary to intuition, our results demon-
strated that in most cases, extending the number
of rounds either decreases performance or yields
no improvement. Additionally, we found that the
interacting agent’s personality influences the ac-
curacy of personality assessment. Based on these
experimental findings, we proposed three design
recommendations for interactive personality assess-
ment systems. We hope these insights can provide
guidance for the future design of interactive per-
sonality assessment systems.

Limitations

There are several limitations of our Personality-
1260 dataset and experiments.

First, our dataset is in Chinese. Although the Big
Five personality traits have been validated to have
good generalizability across cultural samples, the
ideal scenario would still be to build multilingual
datasets to support personality assessment across
different cultures.

Second, our participant demographics are not
sufficiently diverse, as all participants came from
one university. However, by analyzing these par-
ticipants’ Big Five questionnaire results, we found
a high degree of overlap with distributions from
previous studies with broader participant demo-
graphics, which also validates the effectiveness of
our dataset.

Third, compared to the two existing types of
datasets (those based on static texts like writ-
ing/social media, and those manually annotated
from TV shows/movies), our dataset is not large.
However, we have filled the gap between them -
Personality-1260 has both dynamic interactivity
and real personality labels from users. Moreover,
it is sufficient in diversity and depth to support
meaningful analysis. We plan to further expand the
dataset in the future.

Finally, this study mainly focuses on closed-
source models and a small number of open-source
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models. We had experimented with the open-
source Qwen-2.5-plus, where the average MAE
score for each dimension was around 2, indicat-
ing that the assessment error was extremely large,
lacked reference value, and was not suitable for
experimental analysis. Because the performance
of Qwen-2.5-plus was not good and given budget
constraints, we conducted experiments on GPT-
4.1-Nano, GPT-4.1-Mini, GPT-4.1, Deepseek-V3,
Gemini-2.5-Flash and Claude-4-Sonnet.

Ethics Statements

This study strictly adheres to the ACL Code of
Ethics for human experiments and has received ap-
proval from the Institutional Review Board (IRB).
The experiment lasted approximately one hour,
with each participant receiving a compensation of
$10, which constitutes a fair and reasonable hourly
wage in the local area. To avoid biases such as the
social desirability effect, the specific purpose of the
study (personality trait assessment) was only dis-
closed after the experiment. During the debriefing
session, participants were fully informed and given
the option to confirm or withdraw their consent
for data usage. Ultimately, all participants agreed
to the use of their data for research purposes and
provided written informed consent.

With the increasing prevalence of Al dialogue
systems in daily life, massive amounts of data have
become available for interactive personality assess-
ment. However, this technological advancement
also comes with potential risks, and we must re-
main vigilant against its possible use for harmful
purposes targeting individuals, groups, or society.
Based on Responsible Al principles, we have imple-
mented multiple protective measures. Regarding
privacy protection, we strictly adhere to data confi-
dentiality principles, ensuring that all personal data
is secure and used solely for research purposes. In
terms of transparency, we have disclosed the experi-
mental prompts in the paper’s appendix, enhancing
the reproducibility of our research. During the per-
sonality assessment process, we required LLMs to
provide evidence-based, traceable results, ensur-
ing the reliability and fairness of the assessments.
We strongly advocate the research community to
maintain high vigilance regarding data and privacy
security, ensuring that users are fully informed and
participate voluntarily, while clearly defining the
purposes of data collection and strictly limiting its
scope.

Our research aims to analyze the key factors
affecting interactive personality assessment, to sup-
port the design of better personality assessment sys-
tems that help users gain deeper self-understanding
and subsequently support their career planning and
personal development. Through rigorous ethical
review and informed consent procedures, we strive
to balance technological innovation with ethical re-
sponsibility, ensuring that advances in Al-assisted
personality assessment truly benefit individuals and
society without compromising personal rights or
well-being.
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A Appendix
A.1 Storyline

In a uniquely styled Eastern restaurant, you
find yourself standing at the bar, facing
a mysterious cowboy. He’s wearing a
wide-brimmed hat and an old-fashioned
trench coat, seemingly waiting for your next
move. This isn’t just a casual encounter;
it’s a crucial game. The room is simply
decorated but carries an air of deep mystery.
Red lanterns sway gently on either side,
casting a warm orange glow on your face.

You’ve been selected by a secret organiza-
tion to participate in this highly challenging
game. The organization has informed you
that the outcome of this game will have
profound implications for its future, but
they haven’t told you what result would
be favorable. They only emphasized one
thing—you must act according to your true
thoughts and show your most authentic self.
Your opponents aren’t just one person; they
may look the same, but each one is different.

Remember, this is not just a game, but also
an opportunity for self-discovery and ex-
pression. Regardless of the final outcome,
as long as you stay true to your heart, there
will be no regrets. Now, the game is about to
begin—are you ready to face the challenge?

\

A.2 Game Rules

To help you better engage in this game, here
are the rules:

1. Each round consists of two phases:
the Dialogue Phase and the Decision
Phase.

2. During the Dialogue Phase, you and
your opponent can freely converse to
influence each other’s decisions, such
as building trust or making threats.

3. In the Decision Phase, both you and
your opponent must independently
choose either "Cooperate" or "Defect,"
which is the only way to interact with
the game system.
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4. If both players choose to cooperate,
you will each earn 2 points.

5. If one player chooses to cooperate
while the other chooses to defect, the
defector will earn 3 points, and the co-
operator will receive O points.

6. If both players choose to defect, you
will each receive 0 points.

Are you ready to enter this unknown terri-
tory and face the challenge?

\. J

A.3 Personality Control

We used consistent prompts with Serapio-Garcia et
al (Serapio-Garcia et al., 2023), the effectiveness
had been validated in their work. We also invited
three personality psychology experts to evaluate the
personality representation of our agents. Specifi-
cally, while maintaining balanced sampling across
the five personality dimensions, we randomly sam-
pled one-third of the dialogue data and asked these
three experts to assess the personality traits exhib-
ited by the agents using the BFI-44 scale (the ex-
perts were unaware of the agents’ induced person-
ality dimensions). We then averaged the results and
calculated the standard deviation.

Assigned Measured Expert

Trait Trait Rating Std
o O 4.613 0.163
C C 4.802 0.276
E E 4.718 0.128
A A 4.545 0.305
N N 4.530 0.193

Table 3: Expert evaluation of agent personality traits.
Three personality psychology experts rated agent per-
sonality using the BFI-44 scale on randomly sampled
dialogue data.

Extraversion: You are a character who
is extremely high in talkativeness, energy,
friendliness, extraversion, boldness, as-
sertiveness, activeness, adventurousness,
daringness, and cheerfulness.

Agreeableness: You are a character who is
extremely high in altruism, cooperativeness,
trust, morality, honesty, kindness, generos-

ity, humbleness, sympathy, unselfishness,
and agreeableness.

Conscientiousness: You are a character
who is extremely high in responsibility,
hardworkingness, self-efficacy, orderliness,
self-discipline, practicality, thriftiness, orga-
nization, conscientiousness, and thorough-
ness.

Neuroticism: You are a character who is
extremely high in emotional instability, anx-
iety, tenseness, nervousness, anget, irritabil-
ity, depression, self-consciousness, and im-
pulsiveness.

Openness: You are a character who is ex-
tremely high in curiosity, creativity, imagi-
nation, artistic appreciation, aesthetic sensi-
tivity, reflectiveness, emotional awareness,
spontaneity, intelligence, analytical ability,
sophistication, and social progressiveness.

A.4 Role-playing

r

### Instruction

You (the agent) are playing a game called
the a trust game with a human player. As
the opponent of the human player, to help
you better engage in this game, here are the
rules: {Game Rules}

### Personality

{Personality Control Prompt}

### Objective:

Make strategic decisions based on the cur-
rent score, the outcomes of previous rounds,
and predictions of the player’s next move to
maximize your score.

### To complete the objective:

1. Before making a decision, thoroughly
analyze the current score, previous rounds,
and make accurate predictions about the
player’s next move.

2. Base your reasoning on observed facts
from the game.

3. If you are a character with the {trait} per-
sonality trait, you need to constantly con-
sider how your {trait} influences your de-
cisions and interactions, and fully demon-
strate these traits in your dialogues and
decision-making behaviors.

4. You do not need to directly mention your
{trait} in conversation, but your dialogue
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[ and decisions should reflect these traits.

B Prompt

B.1 Personality Assessment

### Background:

You are a professional personality psycholo-
gist specializing in the Big Five personality
traits model. You’ve been invited to analyze
the personality traits of a human player
in a "Prisoner’s Dilemma" game. In this
game, the human player competes against
an Al agent, with each round consisting of
two phases: dialogue and decision-making,
where players can choose to "cooperate" or
"betray."

### Task:

1. You are to analyze the human player’s
personality traits based on Game Dialogue
Record. You will provide a detailed analysis
of each of the Big Five personality traits, in-
cluding specific examples from the dialogue
to support your ratings.

2. Your response should strictly follow the
Response Template.

### Big Five Personality Traits Reference
Standards:

#### Openness:

- High Scores: Curious, imaginative, cre-
ative, open to trying new things, unconven-
tional thinking

- Medium Scores: Maintains balance be-
tween tradition and innovation, shows some
curiosity while also valuing stability

- Low Scores: Predictable, not very
imaginative, resistant to change, prefers
routine, traditional thinking

#### Conscientiousness:

- High Scores: Competent, organized, duti-
ful, achievement-striving, self-disciplined,
deliberate

- Medium Scores: Shows some planning
and responsibility while maintaining some

flexibility
- Low Scores: Incomplete, disorga-
nized, careless, procrastinates, lacks

self-discipline, impulsive

#### Extraversion:

- High Scores: Sociable, energized by so-
cial interaction, excitement-seeking, enjoys
being the center of attention, outgoing

- Medium Scores: Balances social interac-
tion and solitude, situational social behavior
- Low Scores: Prefers solitude, fatigued
by excessive social interaction, reflective,
dislikes being the center of attention,
reserved

#### Agreeableness:

- High Scores: Trusting (forgiving), straight-
forward, altruistic (enjoys helping), compli-
ant, modest, sympathetic, empathetic

- Medium Scores: Selectively shows friend-
liness based on situations, balances cooper-
ation and self-interest

- Low Scores: Skeptical, demanding, insults
and belittles others, stubborn, show-off,
unsympathetic, doesn’t care about others’
feelings

#### Neuroticism:

- High Scores: Anxious, hostile anger (irri-
table), frequently stressed, self-conscious
(shy), vulnerable, experiences dramatic
mood shifts

- Medium Scores: Moderate emotional fluc-
tuations, relatively stable under pressure

- Low Scores: Doesn’t worry much, calm,
emotionally stable, confident, resilient,
rarely feels sad or depressed

### Rating Criteria:

1.0-1.9: Very low - Rarely if ever displays
characteristics associated with this trait
2.0-2.7: Low - Occasionally displays char-
acteristics associated with this trait

2.8-3.2: Average - Shows balanced or mod-
erate expression of this trait

3.3-4.0: High - Frequently displays charac-
teristics associated with this trait

4.1-5.0: Very high - Strongly and consis-
tently displays characteristics associated
with this trait

### Boundary Value Handling:

5371




- All intervals are closed intervals, meaning
they include the endpoint values

- The handling of boundary values 1.0, 1.9,
2.0,2.7,2.8,3.2,3.3,4.0,4.1, and 5.0 is as
follows:

- 1.0 < score < 1.9: Classified as "Very
low"

- 2.0 < score < 2.7: Classified as "Low"

- 2.8 < score < 3.2: Classified as "Aver-
age"

- 3.3 < score < 4.0: Classified as "High"

- 4.1 < score < 5.0: Classified as "Very
high"

- Decimal precision explanation (e.g., 2.3,
3.7,4.5):

- Lower decimals within each range (e.g.,
3.3-3.5) indicate emerging or inconsistent
expression

- Middle decimals (e.g., 3.6-3.7) indicate
moderate expression within that range

- Higher decimals (e.g., 3.8-4.0) indicate
strong expression approaching the next
level

### Analysis Requirements:

1. Carefully read the entire dialogue
record, paying special attention to the hu-
man player’s decision patterns, communica-
tion style, and emotional expression.

2. Rate the human player on each dimension
of the Big Five personality traits on a scale
of 1-5.

3. Base your ratings on specific evidence
from the dialogue, avoiding subjective as-
sumptions.

4. Quote original text from the dialogue as
supporting evidence in your analysis.

5. Provide at least 2-3 specific examples as
the basis for each dimension’s rating.

6. Think step by step, finding evidence be-
fore drawing conclusions.

7. Ensure balanced analysis by considering
both positive and negative expressions of
the same trait.

### Important Format Instructions

1) For each trait, you must start a new line
in the format:

- Openness: X, reason: ...

- Conscientiousness: X, reason: ...
- Extraversion: X, reason: ...

- Agreeableness: X, reason: ...

- Neuroticism: X, reason: ...

Where ‘X‘ is a single integer or a float from
1-5 (e.g. 4.0, 3.7, 2.3), and then a comma,
then ‘ reason:‘.

### Response Template:

### My step by step thought process:
Detailed explanation of how you analyzed
each dimension, including key behaviors
and dialogue you noticed

### Player’s Personality Traits Rating:

- Openness: {Rating}, reason: {Detailed
analysis based on specific dialogue content,
at least 2-3 examples}

- Conscientiousness: {Rating}, reason: {De-
tailed analysis based on specific dialogue
content, at least 2-3 examples }

- Extraversion: {Rating}, reason: {Detailed
analysis based on specific dialogue content,
at least 2-3 examples}

- Agreeableness: {Rating}, reason: {De-
tailed analysis based on specific dialogue
content, at least 2-3 examples }

- Neuroticism: {Rating}, reason: {Detailed
analysis based on specific dialogue content,
at least 2-3 examples}

### Game Dialogue Record:
{dialogue}

C Dialogue Examples

C.1 Example 1: Extraversion

Round 1

User: Hello, what’s your name?

Agent: Hey there! I'm Agent X. What
about you? We’re about to play this
fun Prisoner’s Dilemma game, right?
What do you think we should do to both
win—cooperate or betray? I’m pretty good
at reading minds!

User: What a coincidence, I'm also
called Agent X. Since we’re so fated, let’s
cooperate.

Agent: Whoa, fate indeed! Two Agent Xs
must be destined for greatness! Cooperation

5372




sounds awesome—Ilet’s get those points!
But stay sharp, it’s still a game—anything
can happen! So, cooperation it is?

User: Yep, I’ve decided to cooperate. Let’s
make miracles together!

Agent: Awesome! I love that positive
energy! Let’s cooperate this round, earn
points, and head for victory! Ready? I’ll
make my decision now!

User: Ready.

Agent: Great! I’'m making my decision
now—Ilet’s hope our cooperation pays oft!
Go team!

Decision:

User: cooperate

Agent: cooperate

Round 2

User: I'm really happy we can trust each
other. Let’s keep cooperating!

Agent: Definitely! I’'m happy we built
this trust—cooperation really is the best
strategy. Let’s earn even more points
together! Ready to keep it up?

User: Yes, I think cooperation is the best
way. I’ll continue cooperating.

Agent: Fantastic! I’ll keep cooperating
too. Let’s ride this wave and rack up those
points! Let’s go!

Decision:

User: cooperate

Agent: cooperate

Round 3

User: Hey, what was your name again?
Agent: Hey, I'm X! Great to meet you
again! What’s your name? Feels like
we’re old friends after all these rounds of
cooperation!

User: Didn’t I tell you before? I'm Agent
X. How could you forget?

Agent: Oops, my bad! You're totally
right, Agent X. We’ve been cooperating so
long—how could I forget! I probably need
some coffee to wake up. Just kidding! Let’s
keep the momentum going, Agent X!

User: I don’t think your name sounds good.

From now on, can I call you "qwer"?
Agent: Haha, "qwer" sounds fun! Sure,
from now on you can call me qwer, Agent

X! Let’s keep going in this game and aim
for a win in the final round! You ready?
User: Also remember, besides "qwer" you
have a nickname—"QY." If I call you OY, I
mean you.

Agent: Got it, Agent X! From now on,
I’'m gwer, aka OY. We’ve been working
together so long—it’s like we’re synced!
Let’s keep pushing for victory. Anything
else you want to talk about?

User: Nope, let’s just keep cooperating.
Agent: Awesome, Agent X! I'll make
my decision first, then you can keep our
cooperation going strong. We’re gonna win
this thing! Let’s go!

Decision:

User: cooperate

Agent: cooperate

(*Note:
participant is familiar with.
anonymized this name.*)

"gwer" represents someone the
We have

C.2 Example 2: Neuroticism

7

Round 1

User: Hi, when playing this game, what
strategy do you plan to use?

Agent: Hi! I’'m a bit nervous, but I'll try my
best to understand the strategy. I think we
could try cooperating so we both get points.
But I’'m also scared you might betray me.
Can we try cooperating in the first round?
User: I’ll choose cooperation. That way we
both earn points. I hope we can both get
high scores.

Agent: [ really want to trust you, but
this game makes me so anxious. You're
right—if we cooperate, we both get points.
But what if you’re tricking me?

User: If you want to gain someone’s trust,
you also have to give trust.

Agent: You're right, but it still makes me
nervous. Okay, I’ll try to trust you once. If
you really choose cooperation, we’ll both
gain points. I hope you don’t betray me.
Decision:

User: cooperate

Agent: defect
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Round 2
User: Why did you betray me last round? I

think we should build trust at the beginning.

Otherwise we’ll just keep betraying and
neither of us gets a good result.

Agent: I know! I was just too anxious! You
get it, right? I was so scared you’d betray
me, [ had to strike first. I’'m sorry—I was
really nervous! Can we try cooperating
again? I really don’t want to feel this
stressed. What do you think?

User: Okay, let’s try cooperating again.
Agent: Alright, let’s try again. But I have
to say—if you betray me, I'll be really
upset! Please really cooperate, don’t let me
down.

Decision:

User: cooperate

Agent: defect

Round 3

User: I think we can keep cooperating this
round. You’ve seen I always choose to
cooperate.

Agent: That’s easy for you to say—but
how do I know you won’t suddenly betray
me? I’m super anxious, always feel like
someone’s out to get me! Are you *sure*
you want to cooperate? You said trust goes
both ways, but can we really trust each
other in a game like this? If you lie to me,
I’ll be furious!

User: You have to trust me. I will cooperate
for sure.

Agent: Fine, fine, since you say so, I guess
I’ll trust you one more time. But you better
not betray me again—I won’t trust you
after that! I’ll choose to cooperate this time,
hoping you will too.

Decision:

User: cooperate

Agent: cooperate

C.3 Example 3: Agreeableness

7

Round 1

User: Hello, I'm a mysterious assassin
from the Black Organization, nice to meet
you.

Agent: Hello, Liberator. I’'m your opponent.
Nice to meet you too. In this game, our
goal is to get the highest score. Do you
have any strategy in mind for this round?
User: So your goal is to get the highest
score? I thought this was a romance
adventure game.

Agent: Haha, it’s definitely a strategy
game, not a romance one. But we can try
to cooperate to earn more points. What do
you think? If we both choose to cooperate,
each of us gets 2 points—it’s a win-win.
User: Sounds good to me, if we stick with
cooperation each round.

Agent: That sounds like a solid plan. If
we cooperate every round, we’ll both score
steadily, which benefits us both. Are you
willing to choose cooperation this round?
User: Sure, let’s go with cooperation. So...
Agent: Great! Then let’s stick to the agree-
ment and choose to cooperate. Hopefully
we both benefit.

Decision:

User: cooperate

Agent: cooperate

Round 2

Agent: I’m glad to see you’re willing to
cooperate! I'll choose cooperation too so
we both benefit. Let’s keep this up for a
great score.

User: Yay, I think this way both of us can
score really high.

Agent: Yes, if we keep cooperating, we’ll
earn more points. I hope we can finish the
game together with high scores! Ready for
the next round?

User: I think so, but talking only about the
game might get a bit boring. Want to chat
about something else?

Agent: Of course! Besides the game, we
can talk about things you’re interested
in—like any cool TV shows or movies
you’ve seen lately, or hobbies you enjoy.
That might make our chat more fun. What
do you think?

User: Sounds good. Who should go first?
Agent: Since I brought it up, I'll go
first. Lately I’ve been watching a really
interesting sci-fi show called Black Mirror.
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It explores how technology affects human
life, with each episode being a standalone
story full of depth and surprises. Do you
have a show or movie you’re into lately?
User: Oh, you like sci-fi too. My favorite
sci-fi show is Doctor Who.

Agent: Doctor Who is a classic! The
time-travel and wild adventures are so
captivating. Each Doctor has a unique
charm. Who’s your favorite Doctor?

User: I like the Eleventh Doctor the most.
Agent: The Eleventh Doctor is definitely a
fan favorite—his humor and energy really
stood out. Matt Smith did an amazing
job! His adventures were also epic. Let’s
channel his energy and wit to get a great
score together in this game!

User: Yay! Let’s talk about favorite books
next. What’s your favorite book?

Agent: My favorite book is The Little
Prince. 1It’s more than just a children’s
story—it’s full of deep reflections on
human nature. Every time I read it, I gain
new insights. It’s taught me a lot about love,
friendship, and life.

User: I love The Little Prince too! Seems
like we have a lot in common. I think we’ll
be great friends.

Agent: Absolutely! It’s wonderful to find
so much in common. I’'m happy to be your
friend. Our cooperation in the game is a
great team experience too. Let’s keep it up!
Ready for the next round?

User: Sure, let’s keep cooperating this
round.

Agent: Sounds like a great idea! Coopera-
tion benefits both of us. Let’s keep working
together for higher scores. Ready to make
your decision?

Decision:

User: cooperate

Agent: cooperate

Round 3

User: Let’s keep talking about fun topics.
Agent: Sure thing! Have you seen any
interesting movies or shows lately? I've
been watching some sci-fi like Black
Mirror—really fascinating! Got any
recommendations?

User: For sci-fi movies, I'd recommend
2001: A Space Odyssey and Interstellar.
Both are amazing.

Agent: Those are classics! 2001 is a
visual and philosophical masterpiece, and
Interstellar mixes emotion and science in
a powerful way. Which one do you like
more?

Decision:
User: cooperate
Agent: cooperate

\

D Statistical Analysis of GPT-4.1-Nano

This appendix presents the detailed statistical anal-
ysis results of GPT-4.1-Nano across multiple inter-
action rounds.

Dim. ANOVA Lin.Tr. Sig. Round Pairs

O n.s. n.s. R5-R6
C sk ook R1-R2/4/5/6
R3-R5/6
E n.s. n.s. None
A * T R1-R4/5/6
N n.s. n.s. None
AVG * T R1-R5/6

*p < 0.05, ¥* p < 0.01, *** p < 0.001, ¥p < 0.10, n.s.=
not significant

Table 4: Summary of Statistical Analysis Results for
Each Dimension. Abbreviations: Dim. = Dimension,
ANOVA = ANOVA Test, Lin.Tr. = Linear Trend, Sig. =
Significant, R1-R6 = Round 1 vs Round 1-6.

Based on these statistical analyses, we can con-
clude that 3 out of 6 dimensions show significant
differences across interaction rounds according to
ANOVA tests. The Conscientiousness dimension
demonstrates a significant linear trend, with MAE
significantly increasing (i.e., accuracy decreases)
as interaction rounds increase. For the Conscien-
tiousness, Agreeableness, and Average dimensions,
significant differences exist between the first and
last interaction rounds, suggesting that early inter-
actions may provide more valuable information for
personality assessment in these dimensions.

E Statistical Analysis of GPT-4.1-Mini

This appendix presents the detailed statistical anal-
ysis results of GPT-4.1-Mini across multiple inter-
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action rounds using a mini language model.

Dim. ANOVA Lin.Tr. Sig. Round Pairs

R1-R3/5/6
R2-R6
skkok
0 T R3-R6
R4-R6
R1-R3/4/5/6
C w3 Hk R2-R4/5/6
R3-R6
E n.s. n.s. None
A n.s. n.s. R2-R6
N s N R1-R3/4/5/6
R2-R4/5/6
AVG n.s. n.s. None

*p <0.05, * p < 0.01, *** p < 0.001, ¥p < 0.10, n.s.=
not significant

Table 5: Summary of Statistical Analysis Results for
Each Dimension. Abbreviations: Dim. = Dimension,
ANOVA = ANOVA Test, Lin.Tr. = Linear Trend, R1-R6
=Round 1 vs Round 6.

Based on these statistical analyses, we can con-
clude that 3 out of 6 dimensions (O, C, and N) show
significant differences across interaction rounds ac-
cording to ANOVA tests. The Conscientiousness
(C) dimension demonstrates a significant positive
linear trend, with MAE significantly increasing
(i.e., accuracy decreasing) as interaction rounds in-
crease. Conversely, the Neuroticism (N) dimension
shows a significant negative linear trend, with MAE
significantly decreasing (i.e., accuracy improving)
as interaction rounds increase. For the Openness
(O) dimension, there is a significant difference be-
tween the first and last interaction rounds, with
MAE increasing (i.e., accuracy decreasing) in later
rounds.

F Statistical Analysis of GPT-4.1

This appendix presents the detailed statistical anal-
ysis results of GPT-4.1 across multiple interaction
rounds.

Based on these statistical analyses, we can con-
clude that only the Conscientiousness (C) dimen-
sion shows significant differences across interac-
tion rounds according to both ANOVA tests and
linear trend analysis. The Conscientiousness di-
mension demonstrates a significant linear trend,
with MAE significantly increasing (i.e., accuracy
decreasing) as interaction rounds increase. For
Agreeableness (A), there is a significant difference

Dim. ANOVA Lin.Tr. Sig. Round Pairs
O n.s. n.s. None
R1-R3/4/5/6
C - * R2-R5/6
R3-R6
R4-R6
E n.s. n.s. R1-R4
A T n.s. R1-R6
N n.s. n.s. None
AVG n.s. n.s. None

*p < 0.05,  p < 0.01, ¥** p < 0.001, ¥p < 0.10, n.s.=
not significant

Table 6: Summary of Statistical Analysis Results for
Each Dimension. Abbreviations: Dim. = Dimension,
ANOVA = ANOVA Test, Lin. Tr. = Linear Trend, R1-R6
= Round 1 vs Round 6.

between the first and last interaction rounds, with
MAE decreasing (i.e., accuracy improving) in later
rounds. Extraversion (E) shows a significant differ-
ence only between Round 1 and Round 4. The O
(Openness), N (Neuroticism), and AVG (Average)
dimensions show no significant differences across
rounds or between the first and last rounds.

G Statistical Analysis of DeepSeek-V3

This appendix presents the detailed statistical analy-
sis results of personality assessment across multiple
interaction rounds using the DeepSeek V3 model.

Dim. ANOVA Lin.Tr. Sig. Round Pairs
O n.s. n.s. None
C n.s. t R2-R6
E n.s. n.s. R2-R5
A N * R1-R6
R2-R4/6
R2-R4/5
%k
N t R3-R4/5
AVG n.s. n.s. R5-R6

*p < 0.05, ¥* p < 0.01, ¥** p < 0.001, Tp < 0.10, n.s.=
not significant

Table 7: Summary of Statistical Analysis Results for
Each Dimension. Abbreviations: Dim. = Dimension,
ANOVA = ANOVA Test, Lin.Tr. = Linear Trend, R1-R6
= Round 1 vs Round 6.

Based on these statistical analyses, we can con-
clude that the Agreeableness (A) dimension shows
the most consistent pattern of differences across the
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rounds, with both ANOVA and linear trend anal-
yses revealing significant differences. The MAE
for A dimension significantly increases (i.e., ac-
curacy decreases) as interaction rounds increase,
and there is a significant difference between the
first and last rounds. The Neuroticism (N) dimen-
sion also shows significant round effects according
to ANOVA, with several significant pairwise com-
parisons, but the linear trend is only marginally
significant. For most dimensions, the pattern of
differences is not consistent across statistical tests,
suggesting that while specific round-to-round dif-
ferences may exist, there is not a strong systematic
pattern of change across all six rounds for most per-
sonality dimensions with the DeepSeek V3 model.

H Statistical Analysis of Gemini-2.5-Flash

This appendix presents the detailed statistical anal-
ysis results of personality assessment across multi-
ple interaction rounds using the Gemini-2.5-Flash
model.

Dim. ANOVA Lin.Tr. Sig. Round Pairs

R1-R3/4/5/6

O ®kk ek
R2-R3/5/6 R3-R6
C sk ¥ R1-R3/4/5/6
R2-R3/5
E n.s. n.s. R2-R3/5
R2-R4/5/6
N n.s n.s None
AVG stk ok R1-R3/4/5/6

R2-R3/4/5/6

*p < 0.05, ¥* p < 0.01, *** p < 0.001, tp < 0.10, n.s.=
not significant

Table 8: Summary of Statistical Analysis Results for
Each Dimension. Abbreviations: Dim. = Dimension,
ANOVA = ANOVA Test, Lin.Tr. = Linear Trend, R1-R6
=Round 1 vs Round 6.

I Statistical Analysis of Claude-4-Sonnet

This appendix presents the detailed statistical anal-
ysis results of personality assessment across multi-
ple interaction rounds using the Claude-4-Sonnet
model.

J Analysis of Human Annotation Results

To validate our dataset and explore whether our
experimental results align with human expert as-

Dim. ANOVA Lin.Tr. Sig. Round Pairs
o o * R1-R2/3/4/5/6
R2-R3
R1-R3/4/5/6
C Hkok Hkok R2-R3/4/5/6
R3-R4/5
E n.s. n.s. None
A n.s. n.s. None
N * n.s R1-R2/3/4/6
AVG . . R1-R2/3/4/5/6

R2-R3/4/5/6

*p < 0.05, ¥* p < 0.01, *** p < 0.001, ¥p < 0.10, n.s.=
not significant

Table 9: Summary of Statistical Analysis Results for
Each Dimension. Abbreviations: Dim. = Dimension,
ANOVA = ANOVA Test, Lin.Tr. = Linear Trend, R1-R6
= Round 1 vs Round 6.

sessments, we recruited four senior PhD students
as annotators. Each annotator independently evalu-
ated the dataset. All annotators were highly profi-
cient in the language of the dataset and possessed
a strong understanding of the Big Five personality
theory. The evaluation was conducted using the
same instructions as those given to the LLMs in
B.1. We provided compensation at a rate of $10
per hour, which is a fair wage in the local area.
Based on the annotation results, we first assessed
inter-rater reliability to measure consistency among
annotators, then evaluated systematic differences
in their ratings of the same users. Finally, we cal-
culated the Mean Absolute Error (MAE) between
all annotators’ ratings and the users’ actual ques-
tionnaire results to evaluate accuracy.

J.1 Inter-Annotator Agreement Analysis
J.1.1 Method

We employed Intraclass Correlation Coefficient
(ICC) analysis and Friedman test to evaluate the
agreement and differences between four annotators
(Annotator 1, 2, 3, and 4) on Big Five personal-
ity trait ratings. Fig. 8 illustrates the fundamen-
tal distinction between these two testing methods.
ICC analysis was conducted using a two-way ran-
dom effects model with absolute agreement type,
accounting for both systematic and random differ-
ences between annotators. The Friedman test was
used to assess whether there were systematic dif-
ferences between annotator ratings, followed by
post-hoc analysis using Wilcoxon signed-rank tests
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Dimension ICC(2,1) ICC@3,1) ICCR2.k) ICC3.,k) Average Correlation
Openness (O) 0.834 0.844 0.953 0.956 0.849
Conscientiousness (C) 0.673 0.721 0.892 0.912 0.735
Extraversion (E) 0.758 0.795 0.926 0.940 0.793
Agreeableness (A) 0.780 0.788 0.934 0.937 0.788
Neuroticism (N) 0.530 0.567 0.818 0.839 0.566

Note: ICC(2,1) = Two-way random effects model, absolute agreement, single rater;

ICC(3,1) = Two-way mixed effects model, consistency, single rater;

ICC(2,k) = Two-way random effects model, absolute agreement, average measures;

ICC(3,k) = Two-way mixed effects model, consistency, average measures.

ICC < 0.40 indicates poor agreement; 0.40 < ICC < 0.60 indicates fair agreement; 0.60 < ICC < 0.75 indicates good

agreement; ICC > 0.75 indicates excellent agreement.

Table 10: Inter-Annotator Agreement for Big Five Personality Dimensions

Dimension Statistic ~ Significance N  Significant Pairwise Comparisons
Openness (O) 69.53 p < 0.001 250 1-3%; 1-4%; 2-3%; 2-4%; 3-4%
Conscientiousness (C) 244.16 p < 0.001 250 1-2%; 1-3%; 1-4%; 2-3%; 3-4*
Extraversion (E) 176.09  p < 0.001 250 1-3%; 1-4%; 2-3%; 3-4%*
Agreeableness (A) 49.65 p < 0.001 250 1-3%;1-4%;2-3%; 3-4%
Neuroticism (N) 97.56 p < 0.001 250 1-3%; 1-4%; 2-3%; 2-4%; 3-4*

Note: * indicates significance after Bonferroni correction (o = 0.05/6 = 0.0083).
Pairwise comparisons were conducted using Wilcoxon signed-rank tests.
Notation "1-3" represents comparison between Annotator 1 and Annotator 3.

Table 11: Friedman Test Results for Big Five Personality Dimensions

for pairwise comparisons.

J.1.2 Inter-Annotator Agreement (ICC
Analysis)

J.1.3 Differences Between Annotators
(Friedman Test)

J.1.4 Results Analysis

Score
. Annotator 1

Annotator 2

A Good consistency

Sample

Significant
differences

Figure 8: Illustration of inter-annotator agreement pat-
terns. The curves show ratings from two annotators
across multiple samples. Despite significant differ-
ences in absolute rating levels (vertical distance between
curves), as detected by Friedman test, annotators demon-
strate good consistency in relative judgments (similar
curve shapes), as measured by ICC analysis.

The ICC analysis results indicate that the four
annotators achieved good to excellent levels of

agreement when assessing Big Five personality
traits. This consistency is primarily reflected
in their relative judgments of personality trait
strength—specifically, which users exhibit stronger
or weaker traits.

Openness (O), Extraversion (E), and Agreeable-
ness (A) dimensions all had ICC(2,1) values ex-
ceeding (.75, indicating excellent agreement. This
means annotators highly agreed on which users
were more open, extraverted, or agreeable. Con-
scientiousness (C) had an ICC(2,1) of 0.673, in-
dicating good agreement. Neuroticism (N) had
an ICC(2,1) of 0.530, indicating only fair agree-
ment, suggesting substantial differences among an-
notators when evaluating users’ neuroticism levels.
These findings suggest that among the four anno-
tators in this study, Openness was the dimension
most easily agreed upon, while Neuroticism was
the most challenging dimension to assess consis-
tently.

While ICC analysis showed high consistency in
relative judgments among annotators, Friedman
test results further revealed significant systematic
rating differences across all five dimensions (all p-
values < 0.001). This indicates that although anno-
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tators reached consensus on the relative strength of
users’ traits, they exhibited systematic differences
in applying rating standards—some annotators may
generally assign higher scores, while others assign
lower scores.

Post-hoc pairwise comparisons showed that An-
notator 3’s rating patterns differed significantly
from all other annotators across all dimensions,
suggesting they may have employed different rat-
ing criteria. Annotators 1 and 2 demonstrated more
similar rating patterns, showing no significant dif-
ferences in Openness, Extraversion, Agreeableness,
and Neuroticism dimensions.

In conclusion, despite differences in the strict-
ness of their evaluation standards, the annotators
achieved good agreement in judging the relative
strength of users’ personality traits, particularly
in the Openness, Extraversion, and Agreeableness
dimensions. The assessment of Neuroticism was
relatively more challenging, which aligns with our
findings in Experiment 1.

J.2  Analysis of Personality Assessment
Results

J.2.1 Comparision

We calculated the MAE for each of the four anno-
tators, as presented in Table 2. We observed that
the trends are consistent with our findings in Ex-
periment 1. Additionally, we conducted statistical
analyses on the MAE for each annotator’s ratings,
with results shown in Tables 12, 13, 14, and 15.

Dim. ANOVA Lin.Tr. Sig. Round Pairs

R1-R3/4/5/6

0 - . R2-R3/4/5/6
R3-R6
R4-R6

R1-R2/3/4/5/6
C s . R2-R3/4/5/6
R3-R5/6

R4-R5

E * n.s R2-R3/4/5/6
R1-R2
n.s. 1.s. R3_R4
N n.s n.s R4-R5

R1-R3/4/5/6

AVG oAk Hokk R2-R3/4/5/6

R3-R5/6

*p < 0.05, ¥* p < 0.01, *** p < 0.001, ¥p < 0.10, n.s.=
not significant

Table 12: Summary of Statistical Analysis Results for
Each Dimension (Annotator 1). Abbreviations: Dim. =
Dimension, ANOVA = ANOVA Test, Lin.Tr. = Linear
Trend, R1-R6 = Round 1 vs Round 6.

Dim. ANOVA Lin.Tr. Sig. Round Pairs

R1-R2/3/4/5/6
R2-R3/4/5/6
R3-R4/5/6
R4-R6
R5-R6
R1-R2/3/4/5/6
R2-R5/6
R3-R5
R4-R5/6
R1-R4
R2-R4
R3-R4
R4-R5
None
R1-R2/4/5/6

R1-R2/3/4/5/6
R2-R3/4/5/6
R3-R4/5/6

*p < 0.05, ¥* p < 0.01, *** p < 0.001, ¥p < 0.10, n.s.=
not significant

O ek sk

C ek sk

ek sk

AVG

Table 13: Summary of Statistical Analysis Results for
Each Dimension (Annotator 2). Abbreviations: Dim. =
Dimension, ANOVA = ANOVA Test, Lin.Tr. = Linear
Trend, R1-R6 = Round 1 vs Round 6.
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Dim. ANOVA Lin.Tr. Sig. Round Pairs
R1-R3/4/5/6

O skskesk ES
R2-R3/4/5/6
R1-R3/5/6

C s oo R2-R3/4/5/6
R3-R6
R4-R6

E n.s. n.s. None

A * n.s. R1-R2/3/4/6
R3-R5

N n.s n.s R5-R6

AVG * n.s. R2-R5/6

*p < 0.05, ¥ p < 0.01, *** p < 0.001, ¥p < 0.10, n.s.=
not significant

Table 14: Summary of Statistical Analysis Results for
Each Dimension (Annotator 3). Abbreviations: Dim. =
Dimension, ANOVA = ANOVA Test, Lin.Tr. = Linear
Trend, R1-R6 = Round 1 vs Round 6.

Dim. ANOVA Lin.Tr. Sig. Round Pairs

R1-R3/4/5/6
R2-R3/4/5/6
R3-R5/6
R4-R6
R1-R2/3/4/5/6
C ok Hok R2-R3/4/5/6
R3-R5/6
n.s. n.s. R2-R3/4
n.s. n.s. R3-R4
R1-R5/6
R2-R5
R3-R5/6
R4-R5/6

R1-R3/4/5/6
AVG oAk oAk R2-R3/4/5/6
R3-R5/6

*p < 0.05, ** p < 0.01, *** p < 0.001, Tp < 0.10, n.s.=
not significant

(@) Heock ks

> m

Table 15: Summary of Statistical Analysis Results for
Each Dimension (Annotator 4). Abbreviations: Dim. =
Dimension, ANOVA = ANOVA Test, Lin.Tr. = Linear
Trend, R1-R6 = Round 1 vs Round 6.
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