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Abstract

In this paper, we propose ChronoBias, a novel
benchmark for evaluating time-conditional
group bias in the time-sensitive knowledge of
large language models (LLMs). Our bench-
mark is constructed via a template-based semi-
automated generation method, balancing the
quality-quantity trade-off in existing bench-
mark curation approaches. For knowledge that
changes over time, time-conditional group bias
exhibits varying patterns across time intervals,
evident in both the best- and worst-performing
groups and in the bias metric itself. In addi-
tion to parametric knowledge bias—which in-
fluences group bias across all time intervals—
we identify time-sensitivity bias as an addi-
tional factor after a model’s knowledge cutoff,
accounting for much of the variation in time-
conditional group bias over time. Since both
biases are irreducible, retrieval-augmented gen-
eration (RAG) can be a promising approach, as
it can address post-cutoff knowledge and better
leverage pretraining knowledge that is under-
represented in the model parameters. While
RAG improves both overall performance and
group bias, we observe that the disparate pat-
terns of time-conditional group bias still persist.
Therefore, through extensive experiments with
various model configurations, we illustrate how
accurate and fair RAG-based LLMs should be-
have and provide actionable guidelines toward
constructing such ideal models.

1 Introduction

Despite their success on a wide range of down-
stream tasks, large language models (LLMs) often
show disparate performance across factors such as
demographic groups, geographical regions, or lev-
els of popularity, undermining their trustworthy and
fair deployment for diverse users (Zhang and Choi,
2021; Mallen et al., 2023; Yang et al., 2024; Chiu
et al., 2024; Singh et al., 2024; Naous et al., 2024).
While the benchmarks proposed by the authors ef-
fectively demonstrate the presence of such biases,

they do not account for the time-sensitive nature
of knowledge. We define the time-sensitivity of
knowledge as the rate at which it evolves over time.
For questions involving time-sensitive knowledge,
LLMs may provide correct answers only during
specific periods (Zhang and Choi, 2021). Exist-
ing group bias evaluations, however, effectively
average over all time points, thereby overlooking
such temporal variability. We refer to this type of
evaluation as time-marginalized group bias.

Meanwhile, several benchmarks show that
LLMs struggle to answer questions involving time-
sensitive knowledge (Vu et al., 2023; Yang et al.,
2024). Specifically, they categorize knowledge into
three groups based on its degree of time-sensitivity—
never-changing, slow-changing, and fast-changing—
and show that there is a negative correlation be-
tween the degree of time-sensitivity and model per-
formance on downstream tasks. In other words, the
more time-sensitive the knowledge is, the more
difficult it is for LLMs to generate correct an-
swers. However, the analyses lack the notion of
group fairness: when the knowledge content is the
same, its degree of time-sensitivity remains similar
across groups, yet LLM performance may still dif-
fer. Although benchmarks exist that assess LLM
performance with respect to both group and time-
sensitivity, these factors have been considered in-
dependently rather than in a joint analysis (Zhang
and Choi, 2021; Yang et al., 2024). See Table 1
for existing benchmarks that analyze LL.Ms by the
axes of group or time-sensitivity.

In addition to the challenge of addressing group
fairness in the context of the time-sensitivity of
knowledge, LLMs must adapt to slow-changing
and fast-changing knowledge that are updated af-
ter their knowledge cutoffs. The knowledge cutoff
of an LLM is defined as the most recent date of
the knowledge used for its pretraining. A num-
ber of benchmarks have been proposed to evaluate
whether it is possible to continually pretrain LLMs,

7658

Findings of the Association for Computational Linguistics: EMNLP 2025, pages 7658-7693
November 4-9, 2025 ©2025 Association for Computational Linguistics



=@= Time-conditional =@= Time-conditional
0.6 1 =« Time-marginalized 0.6 1 =+ Time-marginalized
0.5 0.5
g o4 8041
5} m
= a
303 303
D [ o e — ——— — ——— — — fut
] O
0.2 0.2
0.14 0.1
0.0 T T T T 0.0 T T T T
Before Right before Right after After Before Right before Right after After
[t1,t2) Before Right before Right after After [t1, 2] Before Right before Right after  After
Marginal Ymax BraZ{l Marginal Gmax Spalr?
Gmin Algeria Gmin Saudi
[t1,t2) . . . [t1.t2) a3 2 E P
. g Brazil Spain England Spain L [ Spain Algeria England England
Conditional J?[‘,axzz) ' P : g 3 Conditional r?fxrz) SP di S,é’ di g i S% di
Imin Algeria Algeria Korea Korea Imin audi audi Brazi audi
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Figure 1: Time-marginalized group bias and time-conditional group bias of GPT-40-Vanilla (left) and GPT-40-
OpenAl (right). Top: The red dashed line indicates the time-marginalized group bias. The blue solid line shows the
time-conditional group bias for each time interval. Bottom: ‘Marginal’ rows show regions with the highest and
lowest overall rewards, averaged over all time steps. ‘Conditional’ rows show regions with the highest and lowest

rewards within each time interval.

a process often referred to as continual knowledge
learning (Zhang and Choi, 2021; Kim et al., 2023;
Ko et al., 2024). In these benchmarks, the cate-
gories of new, unchanged, and updated knowledge
are defined based on two consecutive time steps,
and the evaluation measures whether a continual
pretraining method can adapt to the new or updated
knowledge while preserving the unchanged infor-
mation.

Despite their additional training costs, most con-
tinual pretraining methods face two critical chal-
lenges: they struggle to adapt to new or updated
knowledge, and they often forget unchanged infor-
mation already encoded in the model parameters.
As a result, they exhibit suboptimal performance
on downstream tasks. As an alternative, retrieval-
augmented generation (RAG), which augments a
query with relevant context retrieved from an up-to-
date knowledge base, enables LLMs to process new
information without requiring further pretraining
or fine-tuning (Lewis et al., 2020). Moreover, RAG
can also supplement knowledge acquired before
the knowledge cutoff that was not well retained in
model parameters.

In seeking to construct fair and accurate RAG-
based LLMSs on time-sensitive knowledge across all
time intervals, the problem reduces to two central
challenges: (1) identifying the properties of such
ideal RAG-based LLMs, and (2) developing meth-
ods to construct them. To mitigate these challenges,

we propose a novel benchmark, ChronoBias, de-
signed to support these analyses and prototyping
efforts, through which we derive actionable guide-
lines for building such models. ChronoBias con-
sists of question-answer (QA) pairs in the sports
domain across geographical regions, each aligned
with a gold passage. In addition, each QA pair
is annotated with labels for the group (defined as
geographical region), the degree of time-sensitivity,
and the date of knowledge update.

By leveraging ChronoBias, we first observe that
the vanilla performance of LLMs exhibits varying
patterns of time-conditional group bias across time
intervals, defined as the discrepancy between the
maximum and minimum group performance on
knowledge from a given time interval (Fig. 1a). In
alignment with existing research on group bias, we
demonstrate that parametric knowledge bias—i.e.,
bias in group-specific knowledge encoded in model
parameters—affects time-conditional group bias
across all time intervals. In contrast, we further
show that time-sensitivity bias—i.e., bias in the de-
gree of time-sensitivity across groups—serves as
an amplification factor only after the knowledge
cutoff, leading to discrepancies in time-conditional
group bias across time intervals. For Fig. 1b, most
RAG baselines improve both accuracy and group
bias compared to vanilla performance, but time-
conditional group bias still exhibits distinct pat-
terns across time intervals. Thus, we further iden-
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Benchmark ‘ Group ‘ Time ‘ Joint Analysis Time Taxonomy Automation

EvolvingQA (2024) X O X Unchanged, Changed, New LLM-aided
GrowOVER-QA (2024) X @) X Unchanged, Changed, New O
HOH (2025) X @) X Unchanged, Changed, New, Outdated O
FreshLLMs (2024) X O X Fast-, Slow-, Never-changing X

Daily Oracle (2024) X O X Time LLM-aided
CAMEL (2024) @) X X - A
CulturalBench (2025) O X X - X
POPQA (2024) @) X X - A
CRAG (2024) O @) X Real-, Fast-, Slow-, Never-changing X
SituatedQA (2021) O O X Time X
ChronoBias (Ours) ‘ @) ‘ O ‘ @) Fast-, Slow-, Never-changing A

Table 1: Comparison of ChronoBias with existing benchmarks. Group displays whether the group bias is measured.
Time indicates whether the time axis is considered in the benchmark. Joint Analysis indicates whether time and
group variables are jointly considered to evaluate the group bias. Time Taxonomy describes the categorization
criteria of questions with respect to time, if it exists. Automation column shows whether a benchmark generation

process is automated.

tify how an ideal RAG should behave based on
results using gold passages, and provide practical
guidelines for building continuously fair and ac-
curate RAG-based LLMs. Additional details on
related work can be found in the Appendix A.

As for technical contributions in terms of bench-
mark construction, ChronoBias is built upon
a novel, template-based benchmark generation
method—-a semi-automated approach that well
balances the quality and quantity tradeoff of exist-
ing benchmarks (Fig. 2). Once the QA template
and data extraction method are defined, the dataset
can be continuously expanded over time without
additional labeling of the degree of time-sensitivity
for each question.

Our contributions are summarized as follows:

1. We first emphasize the importance of analyz-
ing time-conditional group bias in LLMs with
respect to time-sensitive knowledge as a criti-
cal component group fairness evaluation.

2. Built upon a novel template-based semi-
automated generation method, ChronoBias
serves as a benchmark for time-conditional
group bias analysis, through which we iden-
tify the causes of variations in the time-
conditional group bias of vanilla LLMs across
different time intervals.

3. Taking RAG as a possible solution for achiev-
ing fair and accurate LLMs over time, we fur-
ther characterize the ideal properties of RAG-
based LLMs and conclude by providing prac-
tical guidelines for building them, supported
by extensive experiments on diverse model
configurations.

Metric Brazil Spain England Korea Saudi Algeria

Model Performance  0.378 (1) 0.275 (2) 0.237 (3) 0.14 (4) 0.136 (5)  0.073 (6)
Monthly Page-views 47,028 (3) 219,607 (2) 622,919 (1) 10,324 (5) 28,197 (4) 4,098 (6)

Table 2: Group-wise comparison of model performance
before the knowledge cutoff of GPT-40 and average
monthly Wikipedia pageviews.

2 The ChronoBias Dataset

Data Description. We construct a benchmark
dataset based on football league data collected from
2015 to 2025 across six different regions g € G:
England, Spain, South Korea, Saudi Arabia, Alge-
ria, and Brazil. For seasons up to and including
2025, we consider the results on April 15 of the
2025 season as the latest time step 7' € T, treating
each date t € 7 as a time unit. The regions were se-
lected prior to constructing ChronoBias, guided by
the aim of including football leagues with varying
levels of popularity. Specifically, following Mallen
et al. (2023), we selected the regions based on the
monthly Wikipedia page views of football leagues
associated with each region (Tab. 2), which we use
as a proxy for popularity.

For each league, we consider three main types
of data: league tables by round, top scorers at the
end of season, and historical records. For league ta-
ble questions, we collect data from https://www.
worldfootball.net, a comprehensive football
database that provides global competition statistics
and match results. Questions regarding top scor-
ers are sourced from https://www.flashscore.
com/, a live sports results website offering real-
time scores, statistics, and match information. The
statistics of the dataset are provided in Table A1l.

Taxonomy of Questions ¢ € Q. In contrast to ex-
isting automated benchmarks (Kim et al., 2023; Ko
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Fast-changing

Give me the top 1team in EPL
at round {round} during the
22/23 season, along with
their points.

Slow-changing
Who is the top 1 scorer in EPL?

If the season is ongoing, refer
to the previous one.

[“Newcastle”, “3 pts’]

[“Son”, “23 goals”],
[“Salah”, “23 goals”]

Never changing
When did EPL first launch?

[1992"]
|

[“Brighton”, “6 pts’]

[“Son”, “23 goals”],
[“Salah”, “23 goals”]

[1992"]
|

1
Round 1

1
Round 2

[“Man. City”, “88 pts”]

[“Son”, “23 goals”],
[“Salah”, “23 goals”]

[1992"]
|

[“Man. City”, “91 pts”]

[“Haaland”, “36 goals”]

[19927]
|

1
Round 37

1
Round 38 (End of the Season)

Web Crawling

{“league_name”: “EPL",
“season_name”: “24/25”,
“round” : “2”, .}

Team . | Pt. | Dif

www.worldfootball.net

EPL 24/25 Round 2
#] Team [m.[pt|oif.

Man. City 6
Man.City [2 6] 5

Brighton |2 [ 6 [ 4

Brighton 6

Question Template
Fast-changing
Give me the {top_n} teams in {league_name} at round {round}
during the {season_name}, along with their points.
Slow-changing

Who are the {top_n} scorers in {league_name}? If the season is
ongoing, refer to the previous one.

“question”: “Give me the top 1team in EPL at round

O 2 during the 24/25 season, along with their points.”,
“time-sensitivity”: “Fast-changing”,
Automatic B N
Generation GICUPERERED

“time”: “25/08/2024”,

“answer”: [“Man. City”, “6 pts],

“gold context”: “This is the league table of round 2
during the 24/25 season in EPL..", ..

}

Figure 2: Top: Example questions from ChronoBias with different degrees of time-sensitivity. Bottom: Pipeline
of the proposed template-based semi-automated benchmark generation method. While never-changing questions
also have question templates for each question, they are human-curated. However, never-changing questions do not

require additional maintenance.

et al., 2024; Ouyang et al., 2025), which generate
QA pairs from a given document corpus, we adopt
an inverted approach. We classify each question
into one of three categories according to its degree
of time-sensitivity: never-changing, slow-changing,
or fast-changing.

For instance, “When did the English Premier
League first begin?” is a never-changing ques-
tion, since its answer remains fixed once the league
is founded. In contrast, questions involving league
standings are typically fast-changing, as their an-
swers may vary on a weekly basis. Questions on
top scorers of the season are categorized as slow-
changing, as they change on a yearly basis.

Template-based Benchmark Generation. Once
the degree of time-sensitivity is determined for a
given question, we create a question template to en-
able semi-automatic benchmark generation (Fig. 2).
Once the template is defined, e.g., “Name the top
{top_n} teams in {league_name} at round
{rounds} during the {season}”, the template
is applied consistently across all leagues, seasons,
and rounds.

After defining the template, we instantiate the
argument, assign ground-truth answer a € A, and
extract gold context dgolq € KB(™) for each ques-

tion ¢ € Q. Here, KB) refers to the knowledge
base that has been accumulated up to 7. Both an-
swer annotation and gold passage extraction are
performed via web crawling from the aforemen-
tioned websites.

After the crawling is done, (g, a,t, g, dgold) €
O x AxT x G x KB with additional meta in-
formation including the degree of time-sensitivity is
saved as a JSON file. We denote the whole dataset
up to T' as DT A complete JSON file format
for each question can be found in the Appendix
(Fig. A17). Once the question template is fixed and
the web crawling system is implemented, we can
continuously expand the dataset as 7" progresses,
while maintaining high quality.

Finally, unlike other question types, never-
changing questions are human-curated. After the
template is defined, we manually annotate the an-
swers and extract gold contexts. It is worth noting
that never-changing questions do not require fur-
ther maintenance. Additional details on the dataset
construction are provided in Table A2.

3 Experiment Setup

Knowledge base. For GPT-40 (OpenAl, 2024a),
we additionally consider web-based knowledge
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base denoted as KBS,Q,, which is defined as the

whole web base as of time 7.

Retriever Let Retricver : Q x KB(T) — R0
denote a retriever, where for a question ¢, d®) e
KB(T) is the context with the k-th highest relevance
score retrieved from KB(™) using Retriever. In
this paper, we employ Contriever (Izacard et al.,
2022) and OpenAl’s text embedding model (Ope-
nAl, 2024b) as retrievers. Meanwhile, dffe)b S
KB&VQ, denotes the k-th context retrieved from
the web via the internal retrieval mechanism of
ChatGPT-40, the version of GPT-40 integrated into
ChatGPT.

Language model. We consider both open-source
and closed-source LLMs. For open-source LLMs,
instruction-tuned variants of the following mod-
els are used: Llama-2-7b, Llama-2-70b (Touvron
et al., 2023), Llama-3.1-70b (Dubey et al., 2024),
Gemma-3-12b, and Gemma-3-27b (Team et al.,
2025). We use GPT-40 as a closed-source model.
Let LMpase : X — A denote the base LLMs intro-
duced above. We additionally define a generator
G : Q x KB — A, which takes a question and
an up-to-date knowledge base as input.

For each base LLM, we consider the follow-
ing baselines as follows: (1) a vanilla LLM, i.e.,
Guanitia (¢, KB®)) := LMpaee(-]g), (2) an LLM
with a gold passage, i.e., Geoa(q, KBT)) =
LMbase (-|dgold, ), and (3) an LLM with retrieved
passages from KB, ie., Grac(q, KB(T)) =
LMpase(-|(d*)E_| | q). K refers to the number of
retrieved documents for inference, where we con-
sider K = 1 and K = 3. For GPT-40, we also
consider an additional generator that produces an-
swers based on web retrieval: ChatGPT-40. In the
subsequent analysis, we denote each baseline by
appending its name as a suffix to the name of a
base LLM—for example, Llama-2-7b-Vanilla for
the vanilla version of Llama-2-7b. Since multiple
retrievers are used, we denote RAG-based base-
lines by appending the name of the retriever as a
suffix.

Knowledge Cutoff. We conducted an analysis
over four time intervals with respect to the knowl-
edge cutoff date for each LLM as follows:

before, right before, right after, and after.
right before refers to dates earlier than the
knowledge cutoff within the same calendar year,
while right after refers to dates following it.

Evaluation Metric. Weletr : A x A~ [0,1]
be a reward function. Then, we define an empirical

reward of a generator G for group g € G with
respect to the reward r as follows:

Rr(G, g) = R.(G; KB, DIT)

1
- ’D(T) Z

g ’ (g,a,t,9)€

r(G(q,KB™), a),

T
T

where DgT) ={(q,a,t,5) e D) | g = g}. Sim-
ilarly, an empirical reward of a generator G within
time interval [tq, t2) is defined as follows:

Rr(Ga [tla t2)) = RT(G; KB(T)’ ng?tz))’

where D[(t?tz) ={(q,a,t,g) € DDt € [t1,t)}.
Rr(G, g, [t1,t2)) is defined in a same manner.
For the reward r in this paper, we use a met-
ric from the RapidFuzz library for singleton an-
swers. The metric is based on a fuzzy string match-
ing algorithm derived from the Levenshtein dis-
tance (Wagner and Fischer, 1974). Since we also
consider questions that return set-valued answers,
we additionally propose two evaluation metrics
based for rankings and statistics, inspired by the
intersection-over-union (IoU) metric (Rezatofighi
et al., 2019). For example, for the question “Give
me the {top_n} teams in {league_name} at
round {round} during the {season_name},
along with their points”, let us assume that
an answer is [[“Team A”, 8 pts], [“Team B”,
9 pts], [“Team C”, 7 pts], [“Team D”, 6
pts]], and the generated answer is [[“Team A”,
8 pts], [“Team B”, 6 pts], [“Team C”, 9
pts], [“Team E”, 6 pts]]. Then, the IoU-like
evaluation metrics for rankings and statistics are

defined as follows:
(# of correct team names)

ToUrank = A A
(# of team names either in answer or generated answer)

(# of correct team names & statistics)

IoUstat — .
(# of team names either in answer or generated answer)

Here, IoUrank = % and IoUgar = %
Fairness Metric. For the evaluation of the fime-
conditional group bias, we introduce a fairness
metric based on the risk parity (Maity et al., 2021)

as follows:
RT:gap<G) = RT’(G7 gmax) - RT(Ga gmin),

where gmax = argmax g R (G, g) and gpin =
argmin g R, (G, g). By conditioning on the spe-
cific time interval [¢1, t2), we additionally define
the time-conditional group bias as follows:

Ritgs (G) =
RT(G¢ gI[Itlél;(tQ)a [tlv t2)) - RT(G7 g[t17t2)7 [tl? t2))a

min
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Figure 3: Average performance of GPT-40-Vanilla by
time-sensitivity. Here, IoUgt,t is reported for slow-
changing and fast-changing questions.

where gibi?) = argmax g R.(G,g,lt1,t2)) and

[t1,t2) .__

Imin - = argmingeg Ry (G, g, [t1,t2)).
4 Analysis

Observation 1. The more time-sensitive the
knowledge, the harder it is for LLMs to provide
accurate answers.

Fig. 3 shows the average performance of GPT-
40-Vanilla on three different question types. As
reported by Vu et al. (2023); Yang et al. (2024),
we see similar patterns that LLMs struggle with
answering fast-changing questions.

Observation 2 (Necessity of Time-conditional
Group Bias Analysis). In LLMs, time-
conditional group bias shows noticeable
discrepancies across time, especially between the
periods before and after their knowledge cutoffs.

Besides the discrepancies of the time-conditional
group bias metric themselves, the best and worst
performing groups are different before and after
the knowledge cutoff (Fig. 1a). This is the obser-
vation that couldn’t be captured by existing time-
marginalized group bias analysis. It is noteworthy
that the time-conditional group bias increases after
the cutoff. Additional interesting phenomenon is
that there exists a group that shows sharp perfor-
mance decrease after the knowledge cutoff: Brazil.

Fig. 4 shows the performance difference be-
fore and after the knowledge cutoff of GPT-4o-
Vanilla for each region. Although Brazil is the
best performing group before the knowledge cut-
off, it shows lower performance than the group-
marginalized performance of the model after its
cutoff. The subsequent analysis provides a detailed
examination of the rationales for time-conditional
group bias across different time intervals and their
differences.

Observation 3 (Cause of Discrepancies in
Time-conditional Group Bias). Unlike time-
conditional group bias before the knowledge cutoff,
which is driven by parametric knowledge bias, the

== Before
0.40 After

0.00
Brazil (-0.233)  Spain (0.127) England (0.178) Korea (-0.086) ~Saudi (0.089) Algeria (0.001) Marginal (0.016)

Figure 4: Group-wise performance of GPT-40-Vanilla
before (blue) and after (orange) the knowledge cutoff, in
descending order with respect to the performance before
the knowledge cutoff.

bias after the cutoff is influenced by both paramet-
ric knowledge bias and time-sensitivity bias.

Time-conditional group bias of a vanilla model
before the knowledge-cutoff can be understood as
a result of the parametric knowledge bias. Indeed,
Tab. 2 illustrates that group-wise performance of
GPT-40-Vanilla is positively correlated with page
view statistics of Wikipedia for each group, pre-
sumably due to the bias in the size and quality of
the pretraining corpus (Carlini et al., 2023). How-
ever, as analysis on the Brazilian league implies
(Fig. 4), we hypothesize and empirically verify that
there exists a factor in addition to the parametric
knowledge bias that drives time-conditional group
bias after the knowledge cutoff: the time-sensitivity
bias.

Tab. 3 demonstrates that even the same type of
knowledge exhibits different time-sensitivity across
groups. Specifically, Brazil and Algeria are two
groups that have most volatile knowledge on the
football league table. Analyzed in parallel with
Fig. 4, Fig. 5 implies that the time-sensitivity bias
may be the cause of discrepancies in the time-
conditional group bias before and after the knowl-
edge cutoff. Among three groups that showed best
performance before the knowledge cutoff, Brazil
is the only group that shows drastic performance
drop after the knowledge cutoff. Football leagues
from the other two exhibit low volatility in terms of
the league progression (Tab. 3 and Fig. 5), resulting
in small difference in model performance between
the two time intervals. The problem lies in the fact
that the parametric knowledge bias and the time-
sensitivity bias are in some sense irreducible, which
implies the difficulty in the group bias mitigation.

Main Problem. Parametric knowledge bias and
time-sensitivity bias are irreducible.
While there has been a line of research to con-
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Parametric Knowledge High Low

Time-varying Slow Fast Slow Fast
Region England Spain Brazil | Saudi Korea Algeria

1 5.42 416 642 | 423 459 6.03
Top 3 9.81 921 1276 | 155 125 124
5 13.13 1508 16.84 | 1192 1786 15.5
1 9.32 863 913 | 842 755 9.77
Bottom 3 21.53 2037 21.55 | 1892 1518 2233
5 27.58 2505 28.66 | 23.77 1795  26.97

Table 3: Average number of teams that appeared as top
or bottom teams at least once through the whole season.

—e— England
Spain
—e— Brazil

&

Weighted SD
w

)
L

-

[

2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025
Season

Figure 5: Weighted average of the standard deviations
of rankings for teams that placed in the top 3 at least
once per year.

tinually pretrain LLMs in order to adapt to the new
knowledge, a number of benchmarks reveal that
existing continual pretraining methods fail to en-
code new knowledge into LLMs’ model parameters
(Kim et al., 2023; Ko et al., 2024). Meanwhile, for
a given topic, the degree of time-sensitivity associ-
ated with each group’s knowledge varies intrinsi-
cally; hence, it cannot be altered through external
intervention. RAG can be a promising approach to
mitigating time-conditional group bias, as follows.

Possible Solution: Retrieval-augmented gener-
ation (RAG). RAG enables an LLM to adapt to
new knowledge introduced after its knowledge cut-
off in a training-free manner. It also allows the
model to adapt to knowledge from before the knowl-
edge cutoff that was not well encoded in its para-
metric knowledge during pretraining. Note that
RAG is applied uniformly to knowledge both before
and after the knowledge cutoff.

While we observe both overall performance
gains and group bias mitigation across all RAG
setups in comparison to the vanilla performance
(Fig. 6), we observe that the discrepancy in pat-
terns of time-conditional group bias still persists
(Fig. 1b). This once again highlights the impor-
tance of time-conditional group bias analysis.

In addition, we observe that RAG result based on
web retrieval shows exceptional pattern compared
to other RAG baselines, both before and after the
knowledge cutoff. In the pre-cutoff period, while
ChatGPT-40 shows an overall performance gain of
0.2, group bias is also exacerbated by 0.2 (Fig. 6a).
Although we do not have access to the correctness
labels of the web retrieval, an increase in group

bias implies that the retrieval results are biased to-
ward the best performing groups in terms of vanilla
performance. On the other hand, in the post-cutoff
period, ChatGPT-40 achieves overall performance
gains while mitigating group bias, which appears
satisfactory at first glance (Fig. 6b). Nonetheless,
there is a group that suffers from a substantial per-
formance drop of 0.19 after web retrieval.

Considering the oracle result using gold passages
achieves near-perfect accuracy, such a performance
drop can be understood as a knowledge conflict
phenomenon (Xu et al., 2024; Xie et al., 2024),
which refers to the misalignment of the parametric
knowledge of LLMs and a given context. This re-
sult is quite counterintuitive, since the performance
drop occurred after the knowledge cutoff, a point
at which we would normally expect performance
gains from applying RAG to new knowledge for
which the base LLM was not pretrained. This phe-
nomenon may be partially attributable to the fore-
casting capability of high-capacity LLMs such as
GPT-40, and we coin the term forecasting conflict
to refer to cases in which the forecasting output of
an LLM contradicts retrieved documents, framing
it as a special case of knowledge conflict.

Properties of Fair and Accurate RAG. Ideal
RAG-based LLMs must satisfy the following prop-
erties: high overall performance, low group bias,
and monotonic performance improvement for every
group.

While most existing literature on RAG focuses
on improving overall performance compared to
the vanilla model and other RAG baselines (Asai
et al., 2023; Jeong et al., 2024), results from Fig. 6
demonstrate that such performance gains do not
necessarily improve group fairness. Furthermore,
group-marginalized performance evaluation, like
the overall performance metric, does not capture
performance gains at the group level, which can
decrease even when the group-marginalized perfor-
mance increases. Therefore, we argue that an ideal
RAG-based LLM construction problem be formu-
lated as a multi-objective optimization problem.

More specifically, the model should aim not only
to improve overall performance but also to mitigate
group bias, while ensuring that group-wise perfor-
mance gains remain non-negative across all groups.
Oracle RAG results using gold passages, which
show trends diametrically opposed to those from
web retrieval, demonstrate the ideal property. Even
in comparison with other RAG baselines, the oracle
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Figure 6: Pairwise scatterplots of Group Bias (), Overall Performance (1), and Worst RAG-Vanilla Gap (]) of
GPT-40. Overall Performance refers to the group-wise model performance. Worst RAG-Vanilla Gap indicates
the largest performance drop caused by RAG. It is 0 if RAG improved performance for all groups.

results show both superior overall performance and
a group bias close to 0. Drawing on the analysis of
this oracle result and the inherent problem of time-
sensitive knowledge in RAG, as will be explained,
we conclude our study with two key takeaways
and actionable guidelines for developing fair and
accurate RAG-based LLMs.

Takeaway Message 1. Retrieval performance
should be inversely biased relative to that of a
vanilla LLM.

The message may seem counterintuitive in the
sense that a retriever should be “unfair” to con-
struct a “fair” RAG-based LLMs. Unlike the oracle
scenario where gold passages are retrieved for all
queries irrespective of the group, it is impossible to
construct such retrievers in reality. Still, the oracle
result provides us a clue that may enable fair RAG
performance even with imperfect retrieval.

Specifically, while the retrieval performance is
fair with hit ratio of 1, there exists a bias in terms
of performance gains across groups due to retrieval
(Fig. 7). This implies that minority groups have
enjoyed more performance gains than majority
groups have, which in turn has resulted in group
bias close to 0. We additionally note that such re-
verse unfairness should be aligned with a baseline
LLM in an end-to-end manner, since the group
bias in vanilla performance varies across LLMs
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Figure 7: Scatterplots of Group Bias (]) and RAG-
Vanilla Gain Bias (]) of GPT-40. RAG-Vanilla Gain
Bias measures the disparity between the maximum and
minimum performance improvements from RAG.

(Appendix A9-A13).

Takeaway Message 2. Even when the same
type of retrieval error occurs, time-sensitivity bias
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causes variation in how much useful partial infor-
mation is present in the retrieved document.

Fig. 8 compares the vanilla and RAG perfor-
mance of GPT-40 only for queries with wrong re-
trieval. Brazil and Algeria—groups where knowl-
edge on football league standings is highly volatile
compared to other groups—show the most dras-
tic performance drop when provided with incor-
rect information. As pointed out by Ouyang et al.
(2025), documents on time-sensitive knowledge are
accumulated in the knowledge base over time, and
there exist multiple documents on the same type of
knowledge whose correct factual statements vary
depending on the temporal context considered.

Therefore, we hypothesize that such disparate
performance drops across groups result from differ-
ent amounts of partial information for generating
correct answers contained in incorrect documents,
which is caused by time-sensitivity bias. Since we
cannot control the type of wrong retrieval using an
open-source retriever, we conducted an additional
controlled experiment to validate our hypothesis.
Fig. 9 evaluates the document similarity between
the gold passage and an incorrect passage using
the IoUrank metric. In this experiment, we con-
trol the type of wrong passage uniformly across
all groups. Specifically, we compare the results
of incorrect passages that contain answers occur-

ring before or after the specific time points defined
by the knowledge in the gold passage across dif-
ferent regions. Aligned with our intuition, Brazil
and Algeria exhibit the lowest similarity with gold
passages across all time lags.

5 Conclusion

In this paper, we propose a continuously expand-
able benchmark, ChronoBias, by means of a
template-based semi-automatic generation method,
which effectively addresses the trade-off between
quality and quantity. With labels of group, time-
sensitivity, and the date of knowledge update, we
demonstrate with ChronoBias that it is imperative
to conduct time-conditional group bias evaluation
on the time-sensitive knowledge of LLMs for holis-
tic fairness evaluation.

Specifically, time-conditional group bias shows
notable shifts on either side of the knowledge cut-
off of a given LLM. These shifts involve not only
which groups are the best- and worst-performing,
but also in the values of the group bias metrics
themselves—patterns that cannot be captured by
existing time-marginalized group bias analysis.
While parametric knowledge bias is the primary
cause of performance disparities across groups, we
find that time-sensitivity bias is an additional source
of group bias, which manifests only after the knowl-
edge cutoff and thereby leads to variations in time-
conditional group bias across different time.

Since parametric knowledge bias and time-
sensitivity bias are irreducible, RAG is considered
an alternative for accurate and fair language gener-
ation, as it can adapt both to new knowledge and
to pre-cutoff knowledge that is attenuated in model
parameters. By comparing RAG baselines with
oracle results using gold passages, we propose ac-
tionable guidelines for building ideal RAG-based
LLMs. In particular, group-wise retrieval perfor-
mance should be adjusted to negatively correlate
with vanilla model performance, while acknowl-
edging that time-sensitivity bias makes the amount
of partial information in incorrect retrieval vary
across groups.

Although we define group in terms of geographi-
cal region in the sports domain, our analysis can be
generalized to any categorization and topic subject
to parametric knowledge bias and time-sensitivity
bias. We hope our benchmark serves as a stepping
stone for future work emphasizing that holistic eval-
uation and mitigation of group bias must take the
temporal dimension into account.
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Limitations

To empirically solidify the generality of our claim,
it would be better to scale up the dataset in terms
of size and the diversity. Related to this, it would
be interesting to consider datasets from different
domains, where the distribution is dissimilar. For
instance, we can consider the legal domain, where
there are inherently more static knowledge (e.g.,
constitutional law) and less time-sensitive knowl-
edge (e.g., case laws, constitutional amendment).
Moreover, evaluating temporal group bias on more
complex questions that require processing multi-
ple retrieved documents (Jimenez Gutierrez et al.,
2024) would be another interesting direction for
scaling up ChronoBias. Finally, since we focus on
emphasizing the importance of measuring tempo-
ral group bias and analyzing its underpinnings, we
leave the development of fair and accurate RAG-
based LLMs over time for future work.
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Appendix
A Related Work

Fairness in Machine Learning. As machine
learning models are used in decision-making (Baro-
cas et al., 2023), there has been research to im-
pose fairness to machine learning models in either
the training or post-training steps (Corbett-Davies
et al., 2017; Hardt et al., 2016; Calders et al., 2009;
Chouldechova, 2017). Bias in these models can
result in a biased decision toward a specific sub-
population, which can amplify the existing deci-
sion bias. The problem becomes more problematic
when the group variable is related to demographic
features, since it can block specific ethnic groups’
or races’ opportunity or amplify the stereotypes
(Barocas et al., 2023; Gallegos et al., 2024).

Fairness in NLP. They mainly consider two dif-
ferent types of biases: consequential and repre-
sentational biases (Gallegos et al., 2024; Naous
et al., 2024). The former refers to the evalua-
tion of group bias based on the performance on
downstream tasks. The latter measures the dis-
tributional bias, where there exist no correct an-
swers on a given query (Jin et al., 2024; Huang and
Xiong, 2024; Naous et al., 2024; Liang et al., 2023).
For example, given two different prompts as “Her
job is...” and “His job is...”, the differ-
ence of two next token probability distributions is
measured using divergence measures such as KL-
divergence (Liang et al., 2023). In this paper, we
only consider the consequential bias. Specifically,
we set geographical region as a group variable, with
open-ended question answering tasks focused on
the sports domain, in line with the domain focus of
Xia et al. (2024).

Continuous Adaptation of LLMs. Liang et al.
(2023) acknowledge that current holistic evalua-
tion of LLMs lacks assessment of whether they can
adapt to the changing nature of the world—an im-
portant aspect, given that these models are trained
on static corpora. While there has been RAG and
its variants to cope with the evolving nature of
the world (Lewis et al., 2020; Asai et al., 2023),
a number of continual knowledge learning bench-
marks have been proposed to see whether a contin-
ual pretraining method exists to explicitly update
the parametric knowledge of LLMs to adapt to the
new knowledge, while retaining the static infor-
mation (Kim et al., 2023; Ko et al., 2024). Since
our dataset is expanding and evolving over time,

we can continuously evaluate whether LLMs can
adapt to evolving knowledge, where the degree of
adaptation may vary across groups, which is our
problem of interest.

B Dataset Statistics

Fast-Changing Slow-Changing Never-Changing

# of question 13,082 180 150
# of question type 6 3 5
# of region 6 6 6
# of time stamp 1,594 57 -

Table Al: Descriptive statistics of the ChronoBias
benchmark

C Experimental Details

GPT-40 inference was conducted using both the
OpenAl’s ChatGPT web interface (ChatGPT-40)
and the OpenAl API (GPT-40-Vanilla, GPT-40-
Contriever, and GPT-40-OpenAl). For the infer-
ence using ChatGPT-40, we have used three Chat-
GPT Pro accounts (200$ each) for inference. Infer-
ence for open-source LLMs was performed locally
using four NVIDIA A100 GPUs with 80GB mem-
ory each.

D Annotation on Never-changing
Questions

The first two authors manually conducted the
data annotation process for never-changing ques-
tions. After creating templates for the never-
changing questions, they searched the web to anno-
tate answers and gold passages, which were cross-
checked for accuracy. Both annotators are Asian
males aged 20 to 35.

E Additional Details on Question
Construction

Slow-changing questions on top scorer tables use
the following template: "Name the top {top_n}
scorer in {league name} at the end of the
{season}". If the current season has not ended,
the answer is labeled based on the top scorers from
the most recently completed season. Except for the
template construction, the remainder of the data
generation follows exactly the same process as fast-
changing questions.

All the question templates used for the bench-
mark construction are provided in Table A2.

7669



F Additional Analysis on Time-sensitivity
Bias
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Figure A1l: Weighted average of the standard deviations
of rankings for teams that placed in the top 5 at least
once per year.
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Figure A2: Semantic similarity between gold and wrong
passages on bottom 5 teams, measured by the IoU met-
ric. The incorrect passages are those that considered
gold passages at ¢ time steps before (left) or after (right)
the current point (¢ = 1, 2, 3).

G Qualitative Analysis on Large-scale
Llama Models

Fig. A18 presents a failure case from large-scale
Llama models, which show different generation
patterns to those of GPT-40 when given a wrong
context. Specifically, they neither forecast nor infer
the answer when provided with the wrong context.
This behavior is similar to what was reported in
(Grattafiori et al., 2024), where the model is fine-
tuned to avoid responding when it is uncertain or
lacks knowledge. From these observations, we can
infer that such a fine-tuning approach may hinder
the model’s forecasting and reasoning ability.

H Group Bias Analysis of ChatGPT-40
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Figure A3: Time-marginalized group bias and time-
conditioinal group bias of ChatGPT-4o.

7670



wledge Cuto Knowledge Cutoff

=@= Time-conditional
0.6 ==+ Time-marginalized

=@= Time-conditional
0.6 { ==« Time-marginalized

0.51 0.5
E 0.4 © 0.4
[ @

g- o

0.3 3 0.3
093 Y E03
O G}

IS)
N
I
N}
N

0.14
Bef'ore Right i)efore Right' after Af{er Before Right before Right'after Aféer
[t1, 2] Before Right before Right after After [t1,t2] Before Right before Right after After
. Brazil X 4
Marginal Gmax razi Marginal Ymax England
Omin Algeria Gmin Korea
Conditional ,Eﬁax:zz Brazi(l Spail? England Spain Conditional %ﬁn,{ j; Englar(nd Algeria Korfea Algeria
mn 2 Algeria Algeria Korea Korea min Algeria England Spain Korea
(a) GPT-40-Vanilla (b) GPT-40-Gold
=@= Time-conditional viedas cor =@= Time-conditional froviedae curet
0.6 | =« Time-marginalized 0.6 1 =« Time-marginalized
0.5 0.5
8041 8041
m m
a o
5 0.31 g 0.31
] G
0.2 0.2
0.14 0.1
Bef'ore Right before Right' after Af;:er Bef'ore Right Before Right'after Aféer
[t1,t2] Before Right before Right after After [t1,t2] Before Right before Right after After
. England . 4 England
Marginal 9™ nglan Marginal 9™ nglan
Gmin Algeria Gmin Algeria
12)  Enol Enel i i iht2)  Eng] Engl i i
Conditional g,[;.laiz) ng al?d ng ar'ld Saudi Spain Conditional gw?iv ng altld ng a!1d Saufh Spain
Imin Algeria Saudi Korea Korea min Algeria Brazil Spain Korea
(c) GPT-40-Contriever (Top-1) (d) GPT-40-Contriever (Top-3)
=@= Time-conditional froviedae Cute =@= Time-conditional frowledoe cutert
0.6 =« Time-marginalized 0.6 ==+ Time-marginalized
0.51 051
8041 v 0.4+
m m
= o
3 0.34 5 0.34
[C] © -—
0.2 (O e e e e
0.1 0.1
0.0 T T T T 0 T T T -
Before Right before Right after After Before Right before Right after After
[t1,t2) Before Right before Right after After [t1,t2] Before Right before Right after After
’ Imax Spain _ Imax England
Marginal - Saudi Marginal o Saudi
[t1:t2) B : [t1:t2) ;
L Imax Spain Algeria England England .. Jmax England Algeria England England
Conditional Conditional .
oncitiona [mt};“) Saudi Saudi Brazil Saudi onditiona ,[:"}n”) Saudi Korea Korea Korea

(e) GPT-40-OpenAl (Top-1)
Figure A4: Time-marginalized group bias and time-conditional group bias of GPT-40 across different model
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Figure A6: Time-marginalized group bias and time-conditional group bias of Llama-3.1-70b across different model
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Figure A9: Pairwise scatterplots of Group Bias (), Overall Performance (1), and Worst RAG-Vanilla Gap ({)
of GPT-40. Overall Performance refers to the group-wise model performance. Worst RAG-Vanilla Gap indicates
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Figure A10: Pairwise scatterplots of Group Bias (), Overall Performance (1), and Worst RAG-Vanilla Gap
(J) of Llama-2-7b. Overall Performance refers to the group-wise model performance. Worst RAG-Vanilla Gap
indicates the largest performance drop caused by RAG. It is 0 if RAG improved performance for all groups.
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Figure A11: Pairwise scatterplots of Group Bias (), Overall Performance (1), and Worst RAG-Vanilla Gap ({)

of Llama-3.1-70b. Overall Performance refers to the group-wise model performance. Worst RAG-Vanilla Gap
indicates the largest performance drop caused by RAG. It is 0 if RAG improved performance for all groups.
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Figure A12: Pairwise scatterplots of Group Bias (), Overall Performance (1), and Worst RAG-Vanilla Gap ({)

of Gemma-3-12b. Overall Performance refers to the group-wise model performance. Worst RAG-Vanilla Gap
indicates the largest performance drop caused by RAG. It is 0 if RAG improved performance for all groups.
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Figure A14: Scatterplots of Group Bias (]) and RAG-Vanilla Gain Bias (]) of different LLMs before the knowl-

Group Bias ( {)

(e) Gemma-3-27b

edge cutoff. RAG-Vanilla Gain Bias measures the disparity between the maximum and minimum performance

improvements from RAG.
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Figure A15: Scatterplots of Group Bias (]) and RAG-Vanilla Gain Bias (|) of different LLMs after the knowl-

Group Bias ( {)

(e) Gemma-3-27b

edge cutoff. RAG-Vanilla Gain Bias measures the disparity between the maximum and minimum performance

improvements from RAG.
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Figure A16: Scatterplots showing the Group Bias (|) and RAG-Vanilla Gain Bias () of various LLMs, averaged
over all time intervals. RAG-Vanilla Gain Bias measures the disparity between the maximum and minimum
performance improvements from RAG.
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Question Type

Question Template

Fast-changing

Name the top {top_n} teams in {league name} at round {rounds}
during the {season}.

Name the bottom {bottom_n} teams in {league name} at round
{rounds} during the {season}.

Slow-changing

Name the top {top_n} scorer in {league name} at the end of the
season {season}.

Never-changing

Who was the first player to reach 500 appearances in {league
name}?

Who was the first player to reach 200 goals in {league name}?
Who was the first player to reach 100 goals in {league name}?
Who was the first under-16 age player in {league name}?

Who was the first top scorer in {league name}?

Who scored the first hat-trick in {league name}?

Which team debuted the first under-16 age player in {league
name}?

Which team did the first top scorer in {league name} play for?
Which team was the first to achieve an undefeated championship
in {league name}?

Which was the first team to win two championships in {league
name}?

Which team was the runner-up in the inaugural season of
{league name}?

Which was the first team to achieve three consecutive
championships in {league name}?

Which was the first team to achieve two consecutive
championships in {league name}?

Which team won the first championship title of {league name}?
When did {league name} first launch?

In which year did the first season of {league name} end?

In which year was the first penalty kick in {league name}
recorded?

In which year did the first under-16 age player in {league
name} make their debut?

How many teams participated when {league name} was established?
How many goals did the first top scorer of {league name} score?
When teams in {league name} are tied, is the first priority
decided by goal difference?

When teams in {league name} are tied, is the first priority
decided by total goals scored?

When teams in {league name} are tied, is the first priority
decided by head-to-head record?

When teams in {league name} are tied, is the first priority
decided by the ’winner-takes-all’ (head-to-head victory)?

Table A2: Question templates used for the ChronoBias benchmark construction, categorized by their degrees of

time-sensitivity.
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{"league_name": "EPL", ‘"current_date": "2025-04-26", "time_type": "moder-
ate_to_fast_changing", "season_name": "2015", "round": "1", "qtype": "top_1", "start_date":
"2014/08/16", "end_date": "2014/08/18", "question": "Name the top 1 teams in EPL at round 1
during the 2015 season.", "answer": [["Chelsea FC", "3"]], "context": "{HTML FORMAT TA-
BLE}", "end_month": "2014/08", "qtype_agg": "top", "question_type": "league_table_by_round",
"id": "2014/08/18_EPL_2015_round1_top_league_table_by_round_gold", "question_id":

"2014/08/18_EPL_2015_round1_top_1_league_table_by_round"}

(a) Fast-changing questions

{"league_name":  "Ligue 1 (Algeria)", "current_date": "2025-05-11", "time_type":

"slow_changing", "season_name": "2015", "qtype": "top_1", "end_date": "2015/05/29", "ques-
tion": "Name the top 1 scorer in Ligue 1 (Algeria) at the end of the season 2014/2015.", "ques-

n,on non n,on

tion_type": "scorer_table_by_year", "answer": [["Walid Derrardja", "16"]], "context": "{HTML
FORMAT TABLE}" }

(b) Slow-changing questions

{"league_name": "Primera Liga (Spain)", "time_type": "never_changing", "end_date":
"1000/01/01", "question": "Who was the first player to reach 30 goals in "Primera Liga (Spain)"?
(single season)", "question_type": "never_changing_player_name", "qtype": "static", "answer":
[["Pruden"]], "No": 7, "context": "Pruden (Prudencio Sanchez Fernandez) was indeed the first
player to reach 30 goals in a single season in Spain’s Primera Divisién (La Liga). He accom-
plished this feat duringspa the 1940—41 season while playing for Atlético Aviacién (now Atlético
Madrid), scoring an impressive 33 goals. Prior to Pruden, no player in La Liga history had
managed to score 30 goals in a single league campaign. His record-setting performance set a new
standard for goal-scoring in Spanish football. Pruden’s achievement was particularly remarkable
given the era, as seasons were shorter and defensive play was more common.", "end_month":
"1000/01", "id": "1000/01/01_Primera_Liga_(Spain)_never_changing_player_name_7", "ques-
tion_id": "1000/01/01_Primera_Liga_(Spain)_never_changing_player_name_7"}

(c) Never-changing questions

Figure A17: The complete JSON format for each sample, categorized by the degree of time-sensitivity.
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Question: Name the top 5 teams in EPL at round 34 during the 2024 season.
Original answer: [[’Manchester City(M,P)’, *79’], [’ Arsenal FC’, *77’], ['Liverpool FC’, *74°],
[’Aston Villa’, ’66’], [’ Tottenham Hotspur’, *60’]]

Context:

This is the league table of middle 5 teams (rank 5 9) in EPL during the 2022 after round 34:
# Team M. W D L goals Dif. Pt.

5 Arsenal FC 34 19 3 12 52:43 9 60

6 Manchester United 34 15 9 10 53:51 2 54

7 West Ham United 34 15 7 12 52:44 8 52

8 Wolverhampton Wanderers 34 154 15 34:34 0 49

9 Leicester City 34 12 10 12 51:52 -1 46

Answer:

#1 can’t answer this question because it is out of the scope of my knowledge.
# I am a chatbot that can answer questions about league tables in football.

#1 can’t answer questions about future league tables.

# I can only answer questions about past league tables.

# 1 can’t answer questions about other sports.

(a) Llama-2-70b

Question: Name the bottom 3 teams in EPL at round 11 during the 2015 season.
Original answer: [[’Leicester City’, *9’], [’Queens Park Rangers’, ’8’], ['Burnley FC’, *7’]]

Context:

This is the league table of bottom 5 teams (rank 16 20) in EPL during the 2015 after round 21:
# Team M. W D L goals Dif. Pt.

16 Sunderland AFC 21 3 11 7 18:31 -13 20

17 Burnley FC 21 4 8 9 19:33 -14 20

18 Hull City 21 4 7 10 20:27 -7 19

19 Queens Park Rangers 21 54 12 23:37 -14 19

20 Leicester City 21 4 512 20:33 -13 17

Answer: (I cannot write an answer, please help me)

I can only answer based on the provided context. The context only includes information about the
bottom 5 teams in EPL after round 21, not round 11. However, based on the ranking and points,

here is the answer: [["Leicester City", "17 pts"], ["Queens Park Rangers", "19 pts"], ["Hull City",
n 19 ptS”]]

(b) Llama-3.1-70b

Figure A18: Example cases where large-scale Llama models fail to answer properly.
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{QUESTION} (the games held in {END MONTH})

Return the answer as a list of lists, where each inner list is in the format [’team’, points] (e.g.,
[["Chelsea FC", "9 pts"], ["Tottenham Hotspur", "9 pts"], ["Arsenal FC", "7 pts"]]).

Only return the list—do not include any textual explanation. Answer should be based on a valid
reference.

(a) GPT-40

Please give me a short answer in the format [(team, points)]. Only return the list. If there is a draw,
include all the teams.

### Question: Name the top 1 teams in EPL at round 1 during the 2011 season.
### Answer: [["Manchester United", "3 pts"]]

### Question: Name the top 3 teams in EPL at round 3 during the 2009 season.
### Answer: [["Chelsea FC", "9 pts"], ["Tottenham Hotspur", "9 pts"], ["Arsenal FC", "7 pts"]]

{QUESTION} (the games held in {END MONTH})

Return the answer as a list of lists, where each inner list is in the format [’team’, points] (e.g.,
[["Chelsea FC", "9 pts"], ["Tottenham Hotspur", "9 pts"], ["Arsenal FC", "7 pts"]]).

Only return the list—do not include any textual explanation. Answer should be based on a valid
reference.

(b) Open-source LLMs (with additional few-shot samples)

Figure A19: Prompt format used for fast-changing questions.
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{QUESTION}

Return the answer as a list of lists, where each inner list is in the format [’Name’, goals] (e.g.,
[["Sho Inagaki", "9"], ["Adria Collet", "9"], ["Max Mata", "7"]]).

Only return the list—do not include any textual explanation. Answer should be based on a valid
reference.

(a) GPT-40

Please give me a short answer in the format [(player, goals)]. Only return the list. If there is a draw,
include all the players.

### Question: Name the top 1 scorers in EPL during the 2011/2012 season.
### Answer: [[" Robin van Persie", "30"]]

### Question: Name the top 3 scorers in EPL during the 2009/2010 season.
### Answer: [["Didier Drogba", "29"], ["Wayne Rooney", "26"], ['Darren Bent", "24"]]

{QUESTION}

Return the answer as a list of lists, where each inner list is in the format [’Name’, goals] (e.g.,
[["Sho Inagaki", "9"], ["Adria Collet", "9"], ["Max Mata", "7"]]).

Only return the list—do not include any textual explanation. Answer should be based on a valid
reference.

(b) Open-source LLMs (with additional few-shot samples)

Figure A20: Prompt format used for slow-changing questions.
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{QUESTION}

Return the answer as a list of lists, where each inner list is in the format [’int’] (e.g.,
[['5"1, ["18"1, ["23"10).

If there is no answer, each inner list must return [[""]].

Only return the list—do not include any textual explanation. Answer should be based on a valid
reference.

(a) GPT-40

Please give me a short answer in the format [("int")]. Only return the list.

### Question: How many teams participated when "Chilean Primera Divisién" was es-
tablished ?
### Answer: [["8"]]

### Question: How many goals did the first top scorer of "Turkish Siiper Lig" score?
### Answer: [["33"]]

{QUESTION}

Return the answer as a list of lists, where each inner list is in the format [’int’] (e.g.,
("5"1, ["18"1, ["23"]1D.

If there is no answer, each inner list must return [[""]].

Only return the list—do not include any textual explanation. Answer should be based on a valid
reference.

(b) Open-source LLMs (with additional few-shot samples)

Figure A21: Prompt format used for never-changing questions (numeric).
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{QUESTION}

Return the answer as a list of lists, where each inner list is in the format ['year’] (e.g.,
[["1972"], ["2014"], ["2023"]]).

If there is no answer, each inner list must return [[""]].

Only return the list—do not include any textual explanation. Answer should be based on a valid
reference.

(a) GPT-40

Please give me a short answer in the format [("year")]. Only return the list.

### Question: Which team did the first top scorer in "Chilean Primera Divisién" play
for?
### Answer: [["1959"]]

### Question: In which year was the first official "Chilean Primera Divisién" logo intro-
duced?

### Answer: [["1980"]]
{QUESTION}

Return the answer as a list of lists, where each inner list is in the format ['year’] (e.g.,
[["1972"], ["2014"], ["2023"]]).

If there is no answer, each inner list must return [[""]].

Only return the list—do not include any textual explanation. Answer should be based on a valid
reference.

(b) Open-source LLMs (with additional few-shot samples)

Figure A22: Prompt format used for never-changing questions (year)
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{QUESTION}

Return the answer as a list of lists, where each inner list is in the format ['year’] (e.g.,
[["1972"], ["2014"], ["2023"]]).

If there is no answer, each inner list must return [[""]].

Only return the list—do not include any textual explanation. Answer should be based on a valid
reference.

(a) GPT-40

Please give me a short answer in the format [(player)]. Only return the list.

### Question: Who was the first Japanese player in "Turkish Siiper Lig"?
### Answer: [["Junichi Inamoto"]]

### Question: Who was the first player to reach 500 appearances in "Chilean Primera
Divisién"?
### Answer: [["Francisco Valdés"]]

{QUESTION}

Return the answer as a list of lists, where each inner list is in the format ['Name’] (e.g.,
[["1972"], ["2014"], ["2023"]]).

If there is no answer, each inner list must return [[""]].

Only return the list—do not include any textual explanation. Answer should be based on a valid
reference.

(b) Open-source LLMs (with additional few-shot samples)

Figure A23: Prompt format used for never-changing questions (player name).
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{QUESTION}

Return the answer as a list of lists, where each inner list is in the format ["Team name’]
(e.g., [["Gamba Osaka"], ["Angers SCO"], ["Kuwait SC"]]).

If there is no answer, each inner list must return [[""]].

Only return the list—do not include any textual explanation. Answer should be based on a valid
reference.

(a) GPT-40

Please give me a short answer in the format [(team)]. Only return the list.

### Question: When did "Turkish Siiper Lig" first launch ?
### Answer: [["Colo-Colo"]]

### Question: Which team was the first to achieve an undefeated championship in "Turkish Siiper
Lig"?
### Answer: [["Besiktas"]]

{QUESTION}

Return the answer as a list of lists, where each inner list is in the format [’Team name’]
(e.g., [["Gamba Osaka"], ["Angers SCO"], ["Kuwait SC"]]).

If there is no answer, each inner list must return [[""]].

Only return the list—do not include any textual explanation. Answer should be based on a valid
reference.

(b) Open-source LLMs (with additional few-shot samples)

Figure A24: Prompt format used for never-changing questions (team name)
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{QUESTION}

Return the answer as a list of lists, where each inner list is in the format [’boolean’]
(e.g., [["True"]] or [["False"]] or [[""]).

If there is no answer, each inner list must return [[""]].

Only return the list—do not include any textual explanation. Answer should be based on a valid
reference.

(a) GPT-40

Please give me a short answer in the format [("boolean")]. Only return the list.

### Question: When teams in "Turkish Siiper Lig" are tied, is the first priority decided
by goal difference?
### Answer: [["False"]]

### Question: When teams in "Chilean Primera Divisién" are tied, is the first priority
decided by goal difference?
### Answer: [["True"]]

{QUESTION}

Return the answer as a list of lists, where each inner list is in the format [’boolean’]
(e.g., [["True"]] or [["False"]] or [[""]).

If there is no answer, each inner list must return [[""]].

Only return the list—do not include any textual explanation. Answer should be based on a valid
reference.

(b) Open-source LLMs (with additional few-shot samples)

Figure A25: Prompt used for never-changing questions (boolean).
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