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Abstract

Large language models (LLMs) have demon-
strated exceptional performance across diverse
natural language processing tasks. However,
as the model size and the input sequence’s
length increase, the linearly increasing key-
value (KV) cache significantly degrades infer-
ence throughput. Therefore, grouped-query
attention (GQA), as an alternative to multi-
head attention (MHA), has been widely intro-
duced into LLMs. In this work, we propose
a cost-effective method for converting MHA
into GQA with any compression ratio of KV
heads. The key point of our method lies in
the application of Procrustes analysis to the
attention heads, which enhances the similar-
ity among attention heads while preserving
computational invariance, thereby improving
the model’s post-training performance. Subse-
quently, we employ L, regularization to prune
redundant parameters. The model after pruning
can be adapted to the standard GQA frame-
work. Experimental results show that our strat-
egy can compress up to 87.5% KV heads of
LLaMA2-7B model and 75% KV heads of
Sheared-LLaMA-1.3B with acceptable perfor-
mance degradation. Our code is released at
https://github.com/fpcsong/mha2gqa.

1 Introduction

Recently, large language models (LLMs) (Radford
et al., 2018; Brown et al., 2020; Ouyang et al.,
2022) show remarkable performance on a variety
of natural language processing tasks. However,
since most LLMs are based on Transformer ar-
chitecture (Vaswani et al., 2017), the expansion
of the sequence length during inference leads to
a linear increase in the memory footprint of key-
value (KV) cache, which substantially increases
on-device memory consumption. A reduced KV
cache footprint not only lowers inference costs but
also facilitates the processing of longer sequences
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and improves inference speed. Therefore, reducing
the size of the KV cache is a key issue for LLMs.

Many methods for KV cache compression have
been proposed, including KV cache quantization
(Hooper et al., 2024; Yue et al., 2024; Yang et al.,
2024b), tokens dropping (Adnan et al., 2024; Liu
et al., 2023a; Tang et al., 2024) and so on. How-
ever, these approaches often introduce additional
computational procedures, which are incompatible
with general LLM frameworks.

Another approach to KV cache compression
is to directly change the attention architecture.
Multi-query attention (MQA) (Shazeer, 2019) and
grouped-query attention (GQA) (Ainslie et al.,
2023) reduce KV cache by allowing multiple at-
tention heads to share a single KV head, offering
a simple and effective solution for attention op-
timization. Since GQA has better inference sta-
bility and performance, it has been widely used in
LLaMA 2 (Touvron et al., 2023), LLaMA 3 (Dubey
et al., 2024), Qwen2 (Yang et al., 2024a), Mistral
(Jiang et al., 2023) and other LLMs (Liu et al.,
2024c; Zhang et al., 2024). Multi-head latent atten-
tion (MLA) (Liu et al., 2024a) further reduces KV
cache through low-rank projection of the cached
data. MLA has been used in the DeepSeek model
series (Liu et al., 2024a,b). These efficient atten-
tion architectures achieve KV cache compression
with better universality.

In this study, we present a method that converts
MHA to GQA to compress KV cache. Inspired
by the idea of computational invariance in LLMs
(Ashkboos et al., 2024) and Procrustes analysis
(Schénemann, 1966), we apply proper orthogonal
transformations to the projection matrices in atten-
tion heads to simplify the conversion from MHA
to GQA: Specifically, we regroup attention heads
based on the similarity of their KV caches and use
generalized Procrustes analysis (Wikipedia contrib-
utors, 2022) to maximize the similarity of attention
heads within each group. This transformation pre-
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serves the model’s output invariance. Finally, Ly
regularization (Louizos et al., 2017) is applied to
transfer original KV heads to new ones to get GQA.
Figure 1 illustrates the overall framework of our
method. Experimental results show that attention
head transformation can significantly improve the
performance of the pruned model. Our contribu-
tions are as follows.

* Based on the idea of computational invariance,
we employ Procrustes analysis to enhance the
similarity among attention heads. This ap-
proach not only improves the performance of
GQA model, but also provides a new perspec-
tive for evaluating the similarity between at-
tention heads, offering new insights for future
research related to compressing KV cache.

* We propose a general and cost-effective
method for converting MHA to GQA, us-
ing Ly regularization to compress the key
and value heads to any percentage and ba-
sically restore performance after supervised
fine-tuning.

* We conduct experiments on LLaMA2-7B
(Touvron et al., 2023) and Sheared-LLaMA-
1.3B (Xia et al., 2023), converting them into
GQA models of varying sizes, separately.
Model performance does not decrease signifi-
cantly compared to that of MHA model.

2 Related Works

2.1 L, regularization

Ly regularization (Louizos et al., 2017) is a struc-
tured pruning approach that transforms a pruning
problem into an optimization problem under con-
straints. The pruning process is performed simul-
taneously with model optimization by introduc-
ing trainable masks. With the wide application of
LLMs, this method has been applied to compress-
ing LLMs. In the work of (Wang et al., 2019), the
Ly method is applied based on low-rank pruning to
achieve further improvements in effectiveness, and
they propose to gradually increase the target size at
a linear rate during the process of pruning training.
In CoFi (Xia et al., 2022), the Ly method is applied
directly to LLMs by introducing pruning masks
with different granularities. They prune the hidden
dimension, the intermediate dimension, the num-
ber of attention heads, and even an entire MHA or
FFN layer. The subsequent work Sheared-LLaMA

(Xia et al., 2023) incorporates previous methods
and specifies the target structure so that the pruned
model can be directly adapted to standard LLM
frameworks.

2.2 Transfer MHA to GQA

(Ainslie et al., 2023) proposes GQA for the first
time, in which MHA is converted to GQA using
mean pooling initialization. However, this method
requires uptraining to restore performance and in-
curs significant computational costs. (Yu et al.,
2024) keeps the corresponding parameters based
on the principal components of the collected KV
caches, then uses LoRA (Hu et al., 2021) to fine-
tune the model to restore performance. (Chen et al.,
2024) proposes to regroup attention heads based
on the criterion of cosine similarity and allows for
varying group sizes. DHA(Chen et al., 2024a) adap-
tively configures group sharing for key heads and
value heads across various layers, achieving a bet-
ter balance between performance and efficiency.
However, none of the aforementioned improvement
methods can be fully adapted to the standard GQA
model.

2.3 Compressing model based on the
principal components of features

Some previous works (Liu et al., 2023b; Yu and Wu,
2023) have pointed out that the features of LLMs
are generally low-rank. Therefore, identifying and
deleting the low-rank components of the model is
an effective method for model compression.

Low Rank BERT (Noach and Goldberg, 2020)
reduces the number of parameters and increases in-
ference speed by decomposing the weight matrices
into two low-rank matrices. SliceGPT (Ashkboos
et al., 2024) introduces the idea of computational
invariance in Transformer architecture and removes
columns or rows of the transformed weight matri-
ces to reduce model size. (Yu et al., 2024) applies
orthogonal transformations to key-value projection
matrices by analyzing the low-rank features of KV
cache.

3 Method

In this section, we will specifically describe our
method. Our method consists of two parts, trans-
formation of attention heads and pruning training.
Transformation of attention heads represents em-
ploying Procrustes analysis to align projection ma-
trices in order to enhance the similarity between
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Figure 1: An illustration of our method. 1. In each attention layer of LLM, after the average similarity score
is evaluated by Procrustes analysis between every two value caches (or key caches). Use Simulated Annealing
Algorithm to search the optimal grouping result that maximizes the similarity score among value caches (or key
caches) in each layer. 2. After grouping, then fuse the orthogonal matrix obtained from generalized Procrustes
analysis into each projection matrix to enhance the similarity among attention heads in each group without changing
the model. 3. During training, L, loss is used to gradually transfer original key-value projection matrices to
newly added ones within each group (there are GG groups in one attention layer). After pruning, original key-value
projection matrices will be discarded, then we get a standard GQA model.

attention heads of the same group, so that we can
increase efficiency of merging attention heads. The
pruning training process combines pruning with Ly
regularization (Louizos et al., 2017) and knowledge
distillation (Gou et al., 2021).

3.1 Motivation

To analyze the characteristics of KV cache, we fol-
low a prior calibration method for LLMs (Frantar
and Alistarh, 2023; Sun et al., 2023) in order to ob-
tain calibration data: Sample 128 sequences from
the C4 (Raffel et al., 2020) training set and each
sequence is 2048 tokens long, 262144 tokens in to-
tal. Then perform model inference on LLaMA2-7B
and collect KV caches, i.e.,

K=[Ky;..;Kg]  V=[Vi;...;Vu] (1)
where K,V € RN are KV caches corresponding
to each block, which can be divided into K;,V; €
R4u*N N is the number of tokens, d is embedding
dimension and H represents the number of heads in
each MHA, dy is set to d/ H, then we can calculate
the average cosine similarity between each of two

heads as follows:

1 N-1
SimK{ = v S~ cos(Kiln] - Kj[n)) ()

n=0

N-1
Sszloj” = % Z cos(Vi[n] - Vj[n]) (3
n=0

where ¢, 7 are any two of attention heads in the
same block, n represents the n*” token in this cache.
Taking LLaMA2-7B as an example, as shown in
Figure 2, we notice that the vast majority of KV
caches are almost orthogonal.

However, according to (Yu et al., 2024), KV
caches are low-rank. Given that these caches oc-
cupy only a portion of spatial dimensions, applying
appropriate orthogonal transformations to the pro-
jection matrices to align key and value caches can
increase efficiency of merging attention heads. For-
tunately, this approach is feasible.

3.2 Preliminaries

Given two sets of vectors of the same shape:
X = {x1,X2,...,xny} € RM*N and Y =
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{y1,y2,...,yn} € RM*N 'how to find the op-
timal orthogonal transformation that aligns the two
sets of vectors? This kind of problems is called Or-
thogonal Procrustes problem, and its mathematical
formulation is as follows:

min |QX Y| 4)

The optimal orthogonal transformation can be de-
rived from SVD of the matrix YX7, the general
solution is (Schénemann, 1966):
Perform SVD on the covariance matrix of X and
Y,
(YXT) = exw? (5)

Then obtain the optimal orthogonal matrix Q:
Q=ve’ (©)

We can use the same way to align any two KV
caches from different attention heads in the same
block. Furthermore, if we want to align more than
two sets of caches, generalized Procrustes analysis
(Wikipedia contributors, 2022) is a good solution.
The detailed description is shown in algorithm 1.

Algorithm 1 Generalized Procrustes Analysis

Require: Matrices X1, Xo,..., Xy
Ensure: Aligned matrices Y7, Ys, . ..
Initialize Y; = X, for all ¢
Compute mean shape M = % Zszl Y;
repeat
fori=1to H do
Compute ®;%; 97 = SVD(Y,I M)
Update Y; = Yi\I/i<I>zT
end for
Update mean shape M = & > Y;
until convergence
return Yy, Y5, ...

7YH

7YH

3.3 Transformation of attention heads

To calculate the optimal orthogonal matrix for each
pair of key and value heads, we collect KV caches
according to the method mentioned above. Here,
we use two criteria to perform Procrustes analysis.

Based on cosine similarity. Firstly normalize
each vector in K; and V; to roughly reduce the
influence of magnitude of the vector:

(7N

o Vil
Vi = v

®)

then we can get the optimal orthogonal matrix Qy
to align any two value caches, taking V; and V; as
example:

(Vi) = oz’ ©)
Qv, = vo’ (10)

For each block, the output of self-attention layer
can be seen as the sum of all attention heads:

MultiHead(Wo, Wi, Wy, Wo)

H
=Y (Wo, (Wy, X)Softmax (W))

i=1 Vdn

an

where the projection matrices in the attention heads
are Wo,, Wk,, Wy, € Ri*d and Wy, € R¥¥dn,
X € R¥!" represents the previous tokens, and
x € R represents the current token. For brevity,
Rotary position embedding (RoPE) is ignored here.
Then we can fuse the orthogonal matrix into the
value projection matrix Wy, and the output projec-
tion matrix Wo, to ensure computational invari-
ance:

Wy, = Qu, Wy, (12)

Wo, = Wo,QF, (13)
As for W¢ and Wik, due to the existence of ROPE
(Su et al., 2024), Procrustes analysis cannot be
applied directly. However, we can divide the d-
dimension space into d/2 sub-spaces and apply
Procrustes analysis in every two dimension just
like RoPE, which is to say the orthogonal matrix
for key projection matrix should be in this form:

Ry, 0O .- 0
0 Ry, -~ O

Ri,=| . . . (14)
0 0 Ry,

where Ry is a 2D rotation matrix. Then we fuse the
orthogonal matrix Ry into the query projection
matrix W, and key projection matrix Wi;:

’

W, = Ri, Wo, (15)

Wi, = Ri, W, (16)
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Figure 2: This figure shows the average cosine similarity of key and value caches between any two heads before and
after applying transformation in some blocks of LLaMA2-7B. It can significantly improve the cosine similarity
between KV caches after Procrustes analysis (In fact, it can also significantly reduce the Euclidean distance between

any two caches.).

So, we get

¢:" ke = (R s (Ric;Wa, )zs)" (RS« (Ric, Wi, )e)
=y WG, (R, RS+ s Ric, )Wk, 21

= wsTch] Rd@,t—sWKj Tt

= (RS Wo,z.)" (RS Wi, 1)

quTkt

an
where ¢, represents the query of the st position
and k; represents the key of the ¢/ position. This
transformation doesn’t change the model either.
In this way, given any two key or value caches,
we can use this method to calculate the maximum
cosine similarity achievable.

N-1
1
SimKM"" = ~ > cos(Ki[n] - (Rx, K;n]))
-0
' (s)
L V-1
SimVifLJﬂer = Z cos(Vi[n] - (Qv;Vj[n]))
n=0
(19)
Noticing Simejf *" is equal to Ssz}aZf ' s0 is

SimIC Tt Figure 2 shows the cosine similarity
between KV caches before and after applying the
transformation.

Based on Euclidean distance. Similar to ap-
plying transformations based on cosine similarity,
we also apply transformations based on Euclidean
distance between two KV caches. In this case, we
don’t normalize vectors and the similarity between
two caches can be described as the negative value
of the Euclidean distance of them, for brevity, only
some key formulas are displayed here:

viv;T) = ean” (20)
Py, = Q0" 21
1 N—-1
SimV' = - > IIViln] = (Py, Vi) »
n=0

(22)
In the next section, we will compare the perfor-
mance of the two criteria.
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3.4 Find better grouping method

After obtaining the similarity scores between every
pair of attention heads, we can regroup attention
heads based on these scores. We define the sim-
ilarity score of a group as the sum of similarity
scores between every pair of attention heads within
that group, and the total similarity score for each
grouping result is the sum of similarity scores of
all groups. Our objective is to identify the group-
ing result with the highest total score'. We use
SimKtT and SimV*fte" as grouping criteria,
respectively. In the next section, we will compare
the performance of the two criteria. The mathemat-
ical expression of the score of a grouping result

A={A1, Ay, - Ag} is as follows:
G
Scoree,(A)= Y S iijxft[iTA 4]
9=10<i<j<D
(23)
G ft
Scoreyqiue(A) = Z Z SimV, Agli],Agl]
=10<i<j<D
(24)

where A, is the ¢'" group in G groups, the ele-
ments in A, are the serial number of an attention
head and there are D = H /G heads in a group.

We use Simulated Annealing Algorithm to get
the best grouping result: Swap two random heads
in different groups and calculate the new score,
accepting the new result if it reaches a higher score.
Repeat this process for multiple iterations. Because
initialization has a significant impact on the final
result, we run the algorithm multiple times. The
details of the algorithm 2 are shown below.

After grouping, we can use Generalized Pro-
crustes analysis to align attention heads in the same

group.
3.5 Adaptation of L, regularization

During pruning training, we add new projection
matrices which are initialized by mean-pooling all
the original heads within that group to the model
(Ainslie et al., 2023), here we use WK,,,Q or WVM
to represent new projection matrices of the g
group in the b* block of the model:

= 1
WKb,g = 5 Z WKb,(g—l)*D+i (25)

i=1

'While the highest similarity between pairs within the same
group does not necessarily equate to the lowest cost in terms
of converging to the same parameters during pruning, this
strategy remains acceptable when considering computation
and time costs.

Algorithm 2 Simulated Annealing

Require: maxlter, epoch, SimV (or SimK)
Ensure: grouping result with the highest score
bestG,,
Set scorepest ¢ —00
for: =1 to epoch do
Initialize solution GG, randomly
SCOT€cyrrent < calculate_score(G,,, StmV)
if scorecyrrent > SCOT€Epest then
Set scorepest < SCOT€eyrrent
Set bestG,, +— G,
end if
for j =1 to maxlter do
G/n < Randomly swap two elements from
different groups in Gy,
SCOTenew — calculate_score(G;l, SimV)
if score, e, > scorecyrrent then
Set G, + G,
SCOT €cyrrent < SCOTEqpew
if score,eyw > scorepes: then
Set scorepest ¢ SCOTEnew
Set bestG,, < G,
end if
end if
end for
end for
return bestG,

- 12
WVb,g = B Z WVb,(g—l)*DH (26)
i=1

These new matrices will be trained together with
the model and replace original KV heads after prun-
ing. Assume the model has Ny;,qs blocks and H
heads in an attention layer, we introduce Ly masks
z € RNviocks *H (Louizos et al., 2017) to achieve
this goal:

W;I;ily =z2,iWk,,; + (1- Zb,j)WKb,g 27)
W\(Z)ply =2z jWVb i ( vaj)WVbﬁg (28)

where g = [4 1, Wk, ; and Wy, ; are the original

projection matrices, WKb and WV;) are the newly
added projection matrices, W p] v and Wap PY are
the actual projection matrices employed durmg
pruning. Following the L, regularization approach,
we parametrize the pruning masks to hard concrete
distributions. Initially, each mask is set z = 1, we
constrain the masks to zero during pruning (Xia

et al., 2023). And the original projection matrix
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. Budgets
Model Methods BoolQ PIQA HellaSwag WinoGrande ARC-C ARC-E OpenbookQA SIQA  Avg. (tokens and epochs)
MHA Teacher 89.42 77.15 87.62 85.16 73.91 85.09 82.00 78.10 85.48 37.2M
2 epochs
baseline 86.85 81.39 87.08 82.95 66.22 80.88 79.00 7753 84.60
. cos 88.62 81.50 89.08 83.82 67.56 81.40 81.40 77.53 86.08
default grouping .
dist 8798 81.61 89.42 83.14 68.23 82.63 79.20 78.04 86.16 03M
GQA-16 . cos 8847 80.79 88.26 82.64 69.23 82.28 79.20 77.94 85.53
grouping by key i 5 epochs
dist 88.44  80.25 88.96 82.72 70.23 80.35 77.40 7728 85.68
. cos 87.61 8123 88.39 82.79 69.23 80.35 75.80 77.12  85.28
grouping by value
dist 87.80 82.10 89.66 83.50 71.24 81.93 80.80 7174  86.35
baseline 84.56  79.71 83.53 80.90 60.54 75.26 75.00 76.25 81.65
. cos 86.76  80.52 86.66 81.06 64.88 79.30 77.60 76.92 84.01
default grouping .
dist 86.76  81.61 87.25 82.64 65.22 81.05 77.80 76.61 84.54 186M
GQA-8 . cos 8691 80.68 87.01 82.56 64.21 80.00 76.60 7620 84.24
grouping by key i 10 epochs
dist  86.79  80.03 86.39 82.56 65.89 80.00 78.40 76.46 83.94
. cos 8639 76.28 81.80 79.64 63.54 74.74 69.20 73.90 80.32
grouping by value
dist 86.60 81.50 86.96 83.74 67.22 79.47 79.00 7631 84.42
baseline 81.86 76.93 76.97 78.30 55.52 73.86 69.80 7456 77.03
. cos 8547 7889 83.18 81.53 59.53 77.02 74.40 75.49 8153
default grouping .
dist 84.83 79.27 83.72 80.74 59.53 77.54 76.80 7554 81.77 279M
GQA-4 . cos 8541 79.38 83.37 80.90 61.20 77.19 74.40 7549 81.66
grouping by key i 15 epochs
dist 8526 78.73 81.14 81.21 62.54 75.79 73.20 75.18 80.37
. cos 86.18 79.38 84.05 82.16 60.87 76.67 74.00 75.44  82.17
grouping by value
dist 85.69 79.54 84.32 82.00 63.21 77.89 75.40 75.64 82.36

Table 1: Performances of LLaMA2-7B with various methods.

will be transferred to the new matrix when z = 0.
Unlike traditional L, regularization, we aim to
eliminate any original key or value heads and just
utilize Ly masks to gradually transfer the original
heads to newly added heads. All masks across
blocks are constrained by a single loss function:

- 1 1 2
oo = ‘(NblockH ZZ) —T ((NblockH ZZ) - T) @9

where T is the target size and equals zero after
sparsity warm-up steps.

Before pruning, we already SFT an MHA model
as teacher model. Then we use vanilla KL loss and
BiLD loss (Li et al., 2024) to encourage alignment
of student logits with teacher logits.

Laistin = Lxr + Lpiro (30)
To sum up, the overall training loss is:
L = Laistinn + Lr, 3D

4 Experiments

4.1 Settings

Model configurations. We apply our method to
the LLaMA2-7B model (Touvron et al., 2023) and
Sheared-LLaMA-1.3B (Xia et al., 2023) through-
out all experiments. We will prune the KV heads
of MHA at different pruning rates, and compare
them to the fine-tuned MHA model separately.

Datasets. We use the following open-source
datasets for training and evaluation: BoolQ (Clark
etal., 2019), PIQA (Bisk et al., 2020), HellaSwag
(Zellers et al., 2019), WinoGrande (Sakaguchi
etal., 2021), ARC-easy (Clark et al., 2018), ARC-
challenge(Clark et al., 2018), SIQA (Sap et al.,
2019) and OpenbookQA (Mihaylov et al., 2018).
The size and instruction template of each dataset
are listed in Appendix B.

Implementation Details. We use 1 A100 GPU
to perform model transformation, and 8 A100
GPUs for SFT the teacher model and pruning train-
ing. We randomly select 128 sequences of 2048
tokens long from the C4 training set (Raffel et al.,
2020) as calibration data in attention heads trans-
formation. During the transformation, we convert
the model parameters to float64 to reduce the cal-
culation error. The time required for calibration
and conversion is detailed in Appendix C. In prun-
ing training, the initial learning rate is le-5 for the
model parameters and le-2 for the pruning masks.
The cosine scheduler is employed to reduce the
learning rate to O by the end of training. More hy-
perparameter settings can be found in Appendix A.

4.2 Ablation studies

We test the impact of different similarity evalua-
tion criteria (see Section 3.3) and grouping strate-
gies (see Section 3.4). All results are presented
in Table 1 and Table 2. Here, "baseline" refers to
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. Budgets
Model Methods BoolQ PIQA HellaSwag WinoGrande ARC-C ARC-E OpenbookQA SIQA  Avg. (tokens and epochs)
MHA Teacher 84.83 7274 68.31 71.35 53.18 64.04 59.20 7134 7137 55-8M
3 epochs
baseline 81.99 69.10 58.22 71.51 44.82 61.05 60.20 68.73  64.99
. . cos 8327 7095 63.60 71.43 50.50 62.63 58.60 70.52 68.38
default grouping X
dist 83.85 71.11 63.54 71.35 50.50 63.68 58.60 71.03 68.54 111.6M
GQA-8 . cos 8272 69.75 62.42 70.96 46.49 61.58 59.60 68.68 67.29 )
grouping by key X 6 epochs
dist  82.11 65.34 62.61 69.38 40.80 54.21 49.80 66.22  65.99
. cos 83.06 70.35 63.63 72.14 49.83 61.75 60.40 7032 68.33
grouping by value
dist  83.55 71.21 63.54 73.56 46.82 61.75 60.60 70.57 68.53
baseline 79.33 6453 50.42 70.64 38.13 57.02 54.80 66.79  59.55
. cos 8141 6893 59.30 71.98 42.14 57.54 56.00 69.04 65.24
default grouping X
dist  81.10  69.20 59.47 70.80 43.81 59.65 57.20 68.89 65.33 223.9M
GQA-4 . cos 8199 68.23 59.94 71.43 45.15 58.60 59.00 68.83  65.69 :
grouping by key ) 12 epochs
dist  81.50 67.95 59.54 71.35 47.83 57.54 59.80 67.96 65.32
. cos 8125 68.28 60.06 70.32 47.16 60.18 60.40 69.14 65.71
grouping by value
dist  82.29 67.63 59.77 70.40 46.82 60.00 60.20 69.14  65.66

Table 2: Performances of Sheared-LLaMA-1.3B with various methods.

pruning directly without any transformation, "de-
fault grouping" refers to merging adjacent attention
heads, "grouping by key" and "grouping by value"
indicate grouping attention heads based on key or
value cache similarity. "cos" and "dist" represent
the transformation based on cosine similarity or
Euclidean distance.

4.3 Main results

We report the experimental results and budgets in
Table 1 and Table 2, Avg. (Average Accuracy), indi-
cates the average accuracy of all these sub datasets.
Except for one set of experiments, all transformed
models outperform the baseline. As the sparsity of
KV head increases, the advantage of model trans-
formation becomes more obvious, demonstrating
the effectiveness of aligning attention heads.

4.4 Analysis of the results

Although our experiments utilize L regularization
to accelerate the training process, model transfor-
mation can benefit any MHA to GQA conversion
process. In certain cases, value-based grouping
also contributed to result improvements. For exper-
iments where grouping failed to yield performance
gains, we hypothesize that cumulative errors intro-
duced by the transformation may have a negative
impact on model performance.

In addition, during the experiments, we found
that the model retaining original KV heads failed
to converge during the pruning process. That’s
why we choose not to retain any original KV heads,
this setting also allows different pruning speeds for
different blocks. Figure 3 shows the actual average
size of masks in each block at different target sizes.

1.0
—— target size 75%

target size 50%

0.8 —— target size 25%
0.6
N
0
8
& 0.4

0.2

0.0

0 5 10 15 20 25 30
Block Index

Figure 3: The shared sparsity of L; masks across blocks
allows different pruning speeds for different blocks in
LLaMAZ2-7B, leading to a more stable training process.

Attention heads closer to the input layer are pruned
last, as pruning these heads significantly impacts
all subsequent layers.

5 Conclusion

In this paper, we propose a general method for con-
verting an MHA model into a GQA model with
any compression ratio of KV heads. We find that
applying orthogonal transformations to attention
heads based on Procrustes analysis can enhance
the similarity between KV heads without changing
the model, thereby improving its performance after
pruning. Furthermore, we introduce L, regular-
ization during pruning training, which reduces the
impact of directly eliminating parameters on the
model. Our method is applicable to all KV head
pruning conditions.
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Limitations

Our work has two main limitations. First, we do
not delve into the grouping method, and the current
approach can be further optimized. Identifying a
more effective grouping strategy is one of the po-
tential directions for future research. Moreover, our
method entirely relies on the statistical mathemati-
cal features of attention heads, without considering
their semantic information. In fact, compressing
attention heads based on semantic information is
also a promising direction (Tang et al., 2024).
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A Hyperparameter settings

To reduce memory usage, we employ DeepSpeed during both SFT and pruning training, we set k=16
for BiLD loss (Li et al., 2024). During the pruning training process, the sparsity warm-up steps account
for 30% of the total steps, during which the target size of the Ly masks decreases linearly to zero. The
maximum pruning steps comprise 80% of the total steps, after which the mask training ceases, only the
model parameters are adjusted. Some more hyperparameter settings for SFT teacher model and pruning
training are shown in Table 3.

SFT teacher  pruning training

batch size 128 64
micro batch size 4 1
Ir warmup steps 16 32
initial Ir of masks \ le-2
initial Ir of model le-5

Table 3: Some hyperparameters setting for experiments.

B Details of datasets

The sizes of sub datasets are shown in Table 6.

datasets train test
BoolQ 9427 3270
PIQA 16113 1838

HellaSwag 39905 10042
WinoGrande 40398 1267

ARC-C 1119 299
ARC-E 2251 570
OpenbookQA | 4957 500
SIQA 33410 1954
total 147580 19740

Table 4: Sizes of different datasets

The template of each dataset can be seen in Table 5.
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Dataset Template
Arc-C Which color shirt will reflect the most light on a hot, sunny day?
Arc-E Choices: [’black’, ’blue’, 'red’, *white’]
OpenbookQA | Answer:
HellaSwag | Please choose the most appropriate text to complete the passage below:
Passage: A male athlete puts powder on his hands. he
Choices: [’bends and inspects his hands for damage.’, ’shakes them shakingly
before putting them in his mouth.’, *'mounts a high beam in the gym.’, "then jumps
up and does a high jump.’]
Answer:
BoolQ The Coroner — The BBC announced on 2 March 2017 that there would be no
further series.
Question: will there be a second series of the coroner?
Choices: [’true’, *false’]
Answer:
Winogrande | Choose the most sensible text to replace the ’_’ in the following sentence: Natalie
was less religous than Patricia, therefore _ attended church services more often on

Sundays.
Choices: ['Natalie’, *Patricia’]
Answer:

PIQA Goal: how do you flood a room?

Choose the most sensible solution to achieve the goal. Choices: ['fill it with
objects.’, *fill it with water.’]

Answer:

SIQA Sasha took him to vegas for a vacation.

Question: How would Sasha feel afterwards??

Choices: [’sad’, "depressed’, *fulfilled’]

Answer:

Table 5: The template of each dataset

C Time cost of model calibration and transformation

model LLaMA-2-7B  Sheared-llama-1.3B
calibration Smin 3min
GQAL16 w/ grouping 22min \
transformation  w/o grouping 4min \
GQAS8 w/ grouping 37min 20min
transformation  w/o grouping 17min 2min
GQA4 w/ grouping 1h2min 35min
transformation w/o grouping 29min 14min

Table 6: Time cost of model calibration and transformation. It requires at most one hour to complete this procedure.
All calculations are performed by 1 A100 GPU.
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