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Abstract

Well-designed prompts are crucial for enhanc-
ing Large language models’ (LLMs) reason-
ing capabilities while aligning their outputs
with task requirements across diverse domains.
However, manually designed prompts require
expertise and iterative experimentation. While
existing prompt optimization methods aim to
automate this process, they rely heavily on ex-
ternal references such as ground truth or by
humans, limiting their applicability in real-
world scenarios where such data is unavail-
able or costly to obtain. To address this, we
propose Self-Supervised Prompt Optimization
(SPO), a cost-efficient framework that dis-
covers effective prompts for both closed and
open-ended tasks without requiring external
reference. Motivated by the observations that
prompt quality manifests directly in LLM out-
puts and LLMs can effectively assess adher-
ence to task requirements, we derive evalu-
ation and optimization signals purely from
output comparisons. Specifically, SPO se-
lects superior prompts through pairwise out-
put comparisons evaluated by an LLM eval-
uator, followed by an LLM optimizer that
aligns outputs with task requirements. Exten-
sive experiments demonstrate that SPO out-
performs state-of-the-art prompt optimization
methods, achieving comparable or superior re-
sults with significantly lower costs (e.g., 1.1%
to 5.6 % of existing methods) and fewer sam-
ples (e.g., three samples). The code is available
at https://github.com/FoundationAgents/SPO.

1 Introduction

As large language models (LLMs) continue to ad-
vance, well-designed prompts have become critical
for maximizing their reasoning capabilities (Wei
et al., 2022; Zheng et al., 2024; Deng et al., 2023)
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Figure 1: Comparison of Prompt Optimization Meth-
ods. (a) illustrates the traditional prompt optimization
process with external reference, where feedback from
the ground truth of humans is used to iteratively im-
prove the best prompt. (b) presents our proposed self-
supervised prompt optimization, which utilizes pairwise
comparisons of LLM’s own outputs to optimize prompts
without relying on external reference.

and ensuring alignment with diverse task require-
ments. However, creating effective prompts often
requires substantial trial-and-error experimentation
and deep task-specific knowledge.

To address this challenge, researchers have ex-
plored Prompt Optimization (PO) methods that use
LLMs’ own capabilities to automatically improve
prompts. PO advances beyond traditional prompt
engineering, by providing a more systematic and
efficient approach to prompt design. As shown
in Figure 1(a), these methods typically involve an
iterative process of prompt optimization, execu-
tion, and evaluation. The design choices for these
components significantly influence optimization
effectiveness and efficiency. Existing approaches
have demonstrated success with both numerical
evaluation mechanisms (Wang et al., 2024d; Yang
et al., 2023; Fernando et al., 2024) and textual “gra-
dient” optimization strategies (Yiiksekgoniil et al.,
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Figure 2: Comparison of Performance (y-axis) and Optimization Costs in Dollars (x-axis) across Six Prompt
Optimization Methods. SPO demonstrates competitive performance, consistently ranking among the top two
methods while maintaining significantly lower costs (ranging from 1.1% to 5.6% of the costs incurred by other

methods) across all datasets.

2024). Through these innovations, PO methods
have shown promise in reducing manual effort
while enhancing task performance (Zhang et al.,
2024a; Zhou et al., 2024; He et al., 2025).

Despite their potential, existing PO methods face
significant challenges in real-world scenarios, as
discussed below. First, current methods often de-
pend heavily on external references for evaluation.
Methods using ground truth for evaluation (Yang
et al., 2023; Fernando et al., 2024; Yiiksekgoniil
et al., 2024; Pryzant et al., 2023) require large
amounts of annotated data to assess prompt qual-
ity, yet such standard answers are often unavail-
able in many practical applications, especially for
open-ended tasks. Similarly, methods relying on
human (Chen et al., 2024; Lin et al., 2024) require
manual evaluations or human-designed rules to gen-
erate feedback, which is time-consuming and con-
tradicts the goal of automation. Second, existing
methods typically require evaluating prompts on
numerous samples to obtain reliable feedback, lead-
ing to substantial computational overhead (Wang
et al., 2024d; Fernando et al., 2024).

At the core of these challenges lies the absence
of reliable and efficient reference-free methods for
assessing prompt quality. Analysis of LLM be-
havior reveals two key insights that inform our
approach. First, prompt quality inherently mani-
fests in model outputs, as evidenced by how dif-
ferent prompting strategies significantly influence
both reasoning paths (Wei et al., 2022; Deng et al.,
2023) and response features (Wang et al., 2024b;
Schmidgall et al., 2025). Second, extensive stud-
ies on LLM-as-a-judge have demonstrated their
effectiveness in evaluating output adherence to

task requirements (Zheng et al., 2023; Li et al.,
2024b). These observations suggest that by lever-
aging LLMs’ inherent ability to assess outputs
that naturally reflect prompt quality, reference-free
prompt optimization becomes feasible.

Motivated by these insights, we propose a cost-
efficient framework that generates evaluation and
optimization signals purely from LLM outputs,
similar to how self-supervised learning derives
training signals from data. We term this approach
Self-Supervised Prompt Optimization (SPO). As
shown in Figure 1, SPO builds upon the fundamen-
tal Optimize-Execute-Evaluate loop while introduc-
ing several innovative mechanisms:

(1) Output as Pairwise Evaluation Reference:
At its core, SPO employs a pairwise comparison
approach that assesses the relative quality of out-
puts from different prompts. This evaluation mech-
anism leverages LLM’s inherent capability to un-
derstand task requirements, validating optimization
effectiveness without external references.

(2) Output as Optimization Guidance: SPO op-
timizes prompts through LLM’s understanding of
better solutions for the current best output. Rather
than relying on explicit optimization signals, this
process naturally aligns prompt modifications with
the model’s comprehension of optimal task solu-
tions.

Contributions. Our main contributions are as
follows:

(1) Self-Supervised Prompt Optimization
Framework. We introduce SPO, a novel frame-
work that leverages pairwise comparisons of
LLM’s outputs to guide prompt optimization with-
out requiring external reference.
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(2) Cost-effective Optimization. SPO opti-
mizes prompts with minimal computational over-
head ($0.15 per dataset) and sample requirements
(3 samples), significantly reducing resource de-
mands.

(3) Extensive Evaluation. As shown in Figure 2,
SPO requires only 1.1% to 5.6% of the cost of
state-of-the-art methods while maintaining superior
performance across both closed and open-ended
tasks.

2 Preliminary

2.1 Problem Definition

Prompt Optimization aims to automatically en-
hance the effectiveness of a prompt for a given task
type t € T. For a given type t, we observe a dataset
Dy = {(Qs, Gi)}fvztl, which each pair consists of
an input query (Q; and the optional ground truth G;.
A candidate prompt for type ¢ is denoted P; € P,
and the goal is to find a optimal prompt.

Pt = ar]%g;aaXE(Q’G)NDt [Qbeval(@bexe(Q’ Pt)a G):| :
(1

As illustrated in Figure 1, this optimization pro-
cess typically involves three fundamental func-
tions: (1) Optimization function (¢p): generates
a revised prompt based on the candidate prompt;
(2) Execution function (¢exe): applies the revised
prompt with an LLM to produce output O, con-
sisting of a reasoning path and a final answer; (3)
Evaluation function (¢eva1): assesses the quality of
O and provides feedback F’ to guide further opti-
mization, refining the candidate prompts iteratively.

Among these functions, the evaluation func-
tion plays a pivotal role as its output (feedback
F') guides the assessment and improvement of
prompts. We will discuss the evaluation framework
for prompt optimization in Section 2.2.

2.2 Evaluation Framework in Prompt
Optimization

This section outlines our evaluation framework for
prompt optimization, covering three key compo-
nents: evaluation sources, evaluation methods, and
feedback types, as shown in Figure 3. We conclude
by introducing our selected evaluation framework
for SPO.

Evaluation Sources As shown in Figure 3(a),
two primary sources can be used for evaluation:
LLM-generated outputs and task-specific ground

truth. These sources provide the basis for assessing
prompt performance.

Evaluation Methods The evaluation method
defines how the evaluation sources are assessed
and the associated costs. Three common meth-
ods are used: (1) Benchmark relies on prede-
fined metrics (Suzgun et al., 2023; Rein et al.,
2023) or rules (Chen et al., 2024). (2) LLM-as-
a-judge (Zheng et al., 2023) leverage LLMs capa-
bility to understand and assess outputs based on
task requirements. (3) Human Feedback (Lin et al.,
2024) provides the most comprehensive evaluation
through direct human assessment of outputs.

While Human Feedback offers the most thor-
ough evaluation by capturing human preferences
and task-specific needs, it incurs substantially
higher costs than Benchmark or LLM-as-a-judge
methods, creating a trade-off between evaluation
quality and feasibility.

Feedback Types Feedback produced by eval-
uation methods typically take three forms: (1)
Numerical Feedback provides quantitative perfor-
mance measures across the dataset. However, it
requires substantial samples for stable evaluation
and may overlook instance-specific details (Zhang
et al., 2024a). (2) Textual Feedback offers rich,
instance-specific guidance through analysis and
suggestions, directly generating optimization sig-
nals (Yiiksekgoniil et al., 2024). (3) Ranking or Se-
lection Feedback establishes relative quality order-
ing among outputs through either complete ranking
or pairwise comparisons, providing clear optimiza-
tion direction without requiring absolute quality
measures.

Evaluation Framework Building on the previ-
ous discussion on evaluation’s sources, methods,
and feedback types, the evaluation framework de-
termines how sources are compared and assessed
within the context of prompt optimization. Specifi-
cally, we derive two evaluation frameworks to gen-
erate feedback F' for prompt optimization:

(1) Output vs. Ground Truth (OvG): Feedback
is generated by comparing the output O; of query
@; with ground truth G;:

Joro = Gevat (6eae(Qis ). Gi). - @)

Although this approach allows for a direct qual-
ity assessment through an external reference, it
requires well-defined ground truth, making it un-
suitable for open-ended tasks where ground truth
may not always be available or practical to define.
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Figure 3: Components of the Evaluation Framework for
Prompt Optimization. (a) Evaluation Sources: Com-
pares different outputs, including ground truth and
model-generated outputs, to assess quality. (b) Evalua-
tion Methods: Showcases various evaluation techniques,
including benchmark comparisons, LLM-as-a-Judge,
and human feedback. (c) Feedback Types: Showcases a
range of feedback. For clarity, the rank-signal example
now compares only Output A and Output B. The blue in
(a), (b), and (c) indicate the specific evaluation approach
selected for SPO.

(2) Output vs. Output (OvO): When ground
truth is unavailable, we turn to direct output com-
parison. The core idea behind OvO is that even
in the absence of perfect ground truth, comparing
outputs generated by different prompts can offer
valuable signals about their relative quality. This
method removes the dependency on external ref-
erences and is particularly useful for open-ended
tasks where multiple answers may be valid. It can
be formally expressed as:

Jovo = Qeval ({¢exe(@i7 P;)}, Gi)- 3)

After introducing the OvG and OvO evaluation
frameworks, we emphasize that OvO serves as the
core method in Self-Supervised Prompt Optimiza-
tion (SPQO). By comparing outputs generated by
different prompts, OvO provides valuable feedback
on their relative quality without relying on external
reference. This approach aligns with our objective
of generating feedback directly from the outputs
themselves, thus facilitating iterative optimization
in both closed and open-ended tasks.

3 Self-Supervised Prompt Optimization

In this section, we first overview our method (Sec-
tion 3.1) and then analyze its effectiveness (Sec-
tion 3.2).

3.1 An Overview of SPO

A core challenge in reference-free prompt optimiza-
tion is how to construct effective evaluation and

optimization signals. We propose Self-Supervised
Prompt Optimization (SPO), a simple yet effective
framework that retains the basic Optimize-Execute-
Evaluate loop while enabling reference-free opti-
mization by leveraging only model outputs as both
evaluation sources and optimization guidance.

As shown in Algorithm 1, SPO operates through
three key components and the corresponding
prompts are shown in Appendix A.1:

* Optimization function (¢,¢): Generates new
prompts by analyzing the current best prompt
and its corresponding outputs.

* Execution function (¢ezc): Applies the gener-
ated prompts to obtain outputs.

* Evaluation function (¢¢y4;): Uses an LLM to
compare outputs and determine the superior
prompt through pairwise comparisons.

This iterative process begins with a basic prompt
template (e.g., Chain-of-Thought (Wei et al,
2022)) and a small question set sampled from the
dataset. In each iteration, SPO generates new
prompts, executes them, and performs pairwise
evaluations of outputs to assess their adherence to
task requirements.

The prompt associated with the superior output
is selected as the best candidate for the next iter-
ation. The process continues until a predefined
maximum number of iterations is reached.

A Running Example As illustrated in Figure 4,
SPO achieves high efficiency, requiring only 8
LLM calls per iteration with three samples, sig-
nificantly lower than existing methods (Wang et al.,
2024d; Fernando et al., 2024; Yiiksekgoniil et al.,
2024; Shen et al., 2024a; Zhou et al., 2023). De-
spite its simplicity, SPO demonstrates superior per-
formance across a range of tasks, as detailed in
Section 4. In the following section, we analyze the
theoretical foundations of its effectiveness.

3.2 Understanding the Effectiveness of SPO

The theoretical foundation of SPO is built upon
two key observations:

First, the outputs of LLMs inherently con-
tain rich quality information that directly reflects
prompt effectiveness, as evidenced by how step-
by-step reasoning paths demonstrate the success
of Chain-of-thought prompting (Wei et al., 2022).
Second, LLMs exhibit human-like task comprehen-
sion, enabling them to assess answer quality and

9020



(a) Prompt Optimization

(b) Prompt Execution

PROMPT_OPTIMIZE_PROMPT = """

You are building a prompt to address user
requirement.

Based on the given prompt..

requirements: {requirements}

reference prompt: {prompt}

The execution result of this reference

» adopting various personas and perspectives ..

A

You are an expert creative writing assistant skilled in
1. Carefully analyze ..

Q: Write an article about time travel ..

prompt is(some cases): {answers}
Provide your analysis, optimization
points, and the complete optimized prompt

# Introduction
Imagine stepping into a machine, vanishing in a flash ..

©

using the following XML format ..

You are a creative writing assistant W

(c) Answer Evaluation

skilled in adopting various personas and
perspectives .. ()
# Introduction * u

The real enigma lies in traveling to .. - /

- A\ Optimize

You are an expert creative writing

ANSWER_EVALUATE_PROMPT = e

Based on the original requirements,
evaluate the two responses .. stepping into

# A {sample_1} # B {sample_2} a machine ..
Provide your analysis and the ik

A: # Intro
Imagine

wan
The real

enigma lies

assistant skilled in adopting various A
personas and perspectives ..
1. Carefully analyze ..

~ Response A is more creative ..

in traveling

choice you believe is better.. B: # Intro
@ to the past ..

Figure 4: A Running Example of SPO Framework: Pairwise evaluation on the outputs selects the better one
from corresponding prompts . The best output and prompt pair are highlited with pentagrams, which will be
updated after evaluation. Furthermore, using a case from MT-bench, we show the complete process of SPO’s ¢,

Pexe, aNd Peyqr and corresponding prompt .

Algorithm 1 An Overview of SPO.

Require: Dataset D
Ensure: Optimized Prompt P*
1: Initialize Py; Sample 3 Questions () from D
2: Best Prompt P* < P,
3: Best Answer A* + ¢eze(Q, P¥)
4: for iteration <— 1t0 Npqaz do
5. P op(P", A")
6 A duae(Q, P')
7:
8
9

optimizationSuccess <+ ¢eval(Q, A’, A*)
if optimizationSuccess then

: P* « P’
10: A — A
11:  endif
12: end for

13: return P*

identify superior solutions based on task require-
ments. These complementary capabilities allow
SPO to perform prompt evaluation and optimiza-
tion without external references. These two aspects
of utilizing model outputs work together to enable
effective prompt optimization:

Output as Optimization Guidance In terms of
@opt design, unlike other methods that introduce
explicit optimization signals (Fernando et al., 2024;
Yiiksekgoniil et al., 2024; Pryzant et al., 2023),
®opt optimizes directly based on the prompt and
its corresponding outputs. The optimization signal
stems from the LLMs’ inherent ability to assess
output quality, while the optimization behavior is
guided by its understanding of what constitutes su-
perior solutions. Therefore, even without explicit

optimization signals, SPO’s optimization essen-
tially guides prompts toward the LLM’s optimal
understanding of the task.

Output as Pairwise Evaluation Reference Re-
garding ¢, design, by employing the evaluation
model to perform pairwise selection, we are effec-
tively leveraging the evaluation model’s inherent
preference understanding of tasks. This internal
signal can be obtained through simple pairwise
comparisons of outputs, avoiding the need for large
sample sizes to ensure scoring stability, which is
typically required in score-based feedback meth-
ods.

While we mitigate potential biases through four
rounds of randomized evaluation, these biases can-
not be completely eliminated (Zhou et al., 2024).
However, these biases do not affect the overall op-
timization trend because eval’s feedback merely
serves as a reference for the next round of opti-
mization. The overall optimization process nat-
urally aligns with the optimization model’s task
understanding, with the eval mechanism serving to
validate the effectiveness of each iteration.

4 Experiment

4.1 Experimental Setup

Datasets We evaluated SPO on a diverse set of
tasks, including both closed tasks and open-ended
tasks, to comprehensively assess its effectiveness.
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Table 1: Comparison of performance between conventional prompt methods and prompt generated by prompt
optimization methods in five benchmarks. All methods are executed with GPT-40-mini on the divided test set, with
results averaged over three runs. SPO and SPO * use Claude-3.5-Sonnet and GPT-40 as their optimization models,
respectively. The Avg. Cost refers to the averaged optimization cost.

Method Method Analysis

GPQA AGIEval-MATH LIAR WSC BBH-Navigate Avg. Perf. Avg. Cost($)
10 38.9 42.1 63.5 72.4 91.3 61.6 -
CoT (Wei et al., 2022) 41.6 44.5 65.4 77.8 89.7 63.8 -
Rephrase (Deng et al., 2023) 40.2 42.1 50.5 79.1 93.5 61.1
Step-back (Zheng et al., 2024) 424 47.5 62.8 78.7 93.5 65.0 -
APE (Zhou et al., 2023) 41.1 44.4 65.9 80.2 92.5 64.8 9.07
OPRO (Yang et al., 2023) 433 46.1 67.6 80.2 95.8 66.6 4.51
PromptAgent (Wang et al., 2024d) 413 41.4 64.1 82.7 95.7 65.0 271
PromptBreeder (Fernando et al., 2024) 40.9 459 63.2 76.7 96.3 64.5 4.82
TextGrad (Yiksekgoniil et al., 2024) 40.2 44.4 65.7 78.0 91.3 63.9 13.14
SPO (ours) 43.6 46.1 67.1 820 97.2 66.9 0.15
SPO™ (ours) 41.8 45.3 66.9 81.1 96.3 66.3 0.12

For closed tasks, we utilized five established
benchmarks: GPQA (Rein et al., 2023), AGIEval-
MATH (Zhong et al., 2024), LIAR (Wang,
2017), WSC (Levesque et al., 2012), and BBH-
navigate (Suzgun et al., 2023). For WSC, LIAR,
and BBH-Navigate, we sampled portions from their
original datasets as test sets following Yan et al.
(2024). For GPQA, we used the more challeng-
ing GPQA-Diamond subset as the test set, while
for AGIEval-Math, we used Level 5 problems as
the test set. For open-ended tasks, we selected
writing, roleplay, and humanities tasks from MT-
Bench (Zheng et al., 2023). Given the limited size
of the dataset, we manually constructed three vali-
dation sets for these tasks. Detailed descriptions of
the datasets and the construction procedures for val-
idation and test sets are provided in Appendix A.3.

Baselines We evaluate SPO against two cate-
gories of methods on closed tasks: (1) conven-
tional prompting approaches, comprising io (direct
Ilm invocation), chain-of-thought, rephrase, and
step-back abstract; and (2) automated prompt opti-
mization methods, including APE, OPRO, Promp-
tAgent, PromptBreeder and TextGrad with their
evaluation framework setting, features detailed in
Appendix A.3.2.

For open-ended tasks in MT-Bench (Zheng et al.,
2023), we use GPT-40 to compare outputs gener-
ated by SPO against those directly generated by
the model.

Implementation Details SPO employs different
models for optimization, evaluation, and execu-
tion. In the main experiments, we use Claude-
3.5-Sonnet-20240620 and GPT-40-0806 (temper-
ature = 0.7) as optimization models, while GPT-
40-mini-0718 (temperature = 0.3 for evaluation,

0 for execution) is used for both evaluation and
execution. The optimization process runs for 10
iterations with three samples per iteration, while
detailed baseline implementation settings are pro-
vided in Appendix A.3.

Metrics We evaluate performance using accu-
racy metrics for GPQA, LIAR, BBH-Navigate,
AGIEval-MATH and WSC, following Yan et al.
(2024); Saad-Falcon et al. (2024); Rein et al. (2023).
For MT-Bench, we report win rates of SPO com-
pared to other methods. To assess cost-efficiency,
we also measure optimization costs. To verify the
stability of results, we include standard deviation
metrics in Appendix A.4.

4.2 Experimental Results and Analysis

Main Result of Closed Tasks As shown in Ta-
ble 1, prompts optimized by SPO outperform all
conventional prompting methods on average, ex-
ceeding the best baseline by 1.9. Meanwhile, it
achieves comparable performance to ground truth-
dependent prompt optimization methods across
most datasets, and reaches optimal results on
GPQA and BBH-navigate datasets. Specifically,
SPO’s superior average performance over other op-
timization methods demonstrates that its pairwise
evaluation approach can generate more effective op-
timization signals compared to the tested methods
relying on external reference. Furthermore, to ver-
ify the effectiveness of our method across different
optimization models, we conducted experiments
using GPT-40 as the optimization model, achieving
an average performance of 66.3. While slightly
lower than results using Claude-3-5-Sonnet as the
optimization model, this still ranks third among all
compared methods.
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Cost Analysis We present a comprehensive com-
parison of optimization costs and performance be-
tween SPO (using Claude-3.5-Sonnet and GPT-40
as optimization models) and other optimization
methods in Table 1. While maintaining compara-
ble performance with other ground truth-dependent
prompt optimization methods, SPO requires only
1.1% to 5.6% of their optimization costs, with
an average optimization cost of 0.15 $ per dataset.
The low computational cost and no need for ground
truth make SPO ideal for real-world applications.

Table 2: Performance comparison on BBH-navigate:
prompting methods and SPO with different evaluation
models (rows) and execution models (columns). The
optimization model is set to Claude-3.5-Sonnet.

GPT-40-mini Llama3-70B Claude-3-Haiku
10 91.3 82.7 62.2
CcoT 89.7 86.2 68
Claude-3.5-Sonnet 95 86.8 68.2
Llama3-70B 94.5 94.2 82.0
GPT-40-mini 97.8 90.7 82.0

Table 3: Performance comparison across different
optimization models (rows) and execution models
(columns) on BBH-navigate. The evaluation model is
set to GPT-40-mini.

GPT-40-mini Llama3-70B Claude-3-Haiku
Claude-3.5-Sonnet 97.2 86.7 89.7
GPT-40 96.3 85.5 73.0
GPT-40-mini 97.8 90.7 82.0
DeepSeek-V3 94.7 83.7 77.2
Gemma-3-12B 97.5 92.0 69.0

Ablation Study To evaluate the transferability
of SPO across different optimization, evaluation,
and execution models, we conducted ablation ex-
periments on the BBH-Navigate dataset. The ex-
perimental results in Table 2, 3 demonstrate that
SPO exhibits robust performance across different
models. Notably, the best performance (97.8) was
achieved when GPT-40-mini was used as the op-
timization, execution, and evaluation model. In
terms of execution, SPO effectively improves the
performance of weaker models, elevating Claude-
3-Haiku from 62.2 to 89.7, demonstrating SPO’s
applicability to weaker models and further expand-
ing its potential for real-world applications.

We conduct an ablation study to investigate the
impact of sample number and iteration rounds
on SPO’s performance using the BBH-Navigate
dataset. For sample number, the performance

curves of all three optimization models exhibit sim-
ilar patterns: performance initially improves with
increased sample number but eventually converges
or declines. For iteration rounds, when we extend
the optimization process to 20 rounds, we find that
the actual performance of the optimal prompt se-
lected by SPO similarly shows a pattern of ini-
tial improvement followed by degradation, which
we attribute to overfitting to the sample questions.
Based on these experiments, we determine the final
sample number and iteration rounds for SPO, with
more details shown in Appendix A.4.

Win Rate of Model A on MT-Bench
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Figure 5: Win rates comparison between different LLMs
and SPO across three tasks. The heatmap shows pair-
wise win rates (%) where each cell represents the row
model’s win rate against the column model. Models
tested include Claude-3.5-Sonnet, DeepSeek-V3, and
GPT-40-mini. Models are evaluated both in IO (top
three rows) and after SPO optimization (bottom three
rows). Win rates range from 0% to 100%, with higher
percentages indicating better performance.

Main Result of Open-ended Tasks To validate
SPO’s capability in open-ended tasks, we selected
three categories from MT-Bench: “Writing”, “Role-
play”, and “Humanities” for evaluation. We use
Claude-3.5-Sonnet as the optimization model, GPT-
4o-mini as the evaluation model, and selected
Claude-3.5-Sonnet, DeepSeek-V3, and GPT-4o-
mini as execution models, conducting five iter-
ations. Subsequently, following the evaluation
methodology in (Zheng et al., 2023), we employed
GPT-4o0 to perform pairwise comparisons between
model A and model B’s output in Figure 5. The
experimental results shown in 5 demonstrate that
SPO significantly improves model performance
across all model configurations. Notably, smaller
models (such as GPT-40-mini) using optimized
prompts frequently outperformed larger models in
most scenarios.
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4.3 Case Study

We present optimization results on additional open-
ended tasks without datasets and SPO’s optimiza-
tion trajectories in the Appendix A.5. We also
provide optimal prompt across five closed tasks
discoverd by SPO in the supplementary material.
Given that real-world applications often face chal-
lenges with limited datasets, we evaluate SPO’s
performance on tasks that lack conventional bench-
marks. The experimental results, coupled with
SPO’s cost efficiency, demonstrate its practical
value in real-world scenarios. Specifically, we
demonstrate the optimization results after 10 itera-
tions using Claude-3.5-Sonnet as the optimization
model, GPT-40-mini as the evaluation model, and
Llama-3-8B as the execution model across four
tasks: Advertising Design, Social Media Content,
Modern Poetry Writing, and Concept Interpreta-
tion in Appendix A.5.2. Moreover, we provide a
comprehensive analysis of SPO’s optimization tra-
jectory on the BBH-navigate dataset in Appendix
A.5.1, presenting both successful and unsuccessful
examples to offer deeper insights into the optimiza-
tion process.

5 Related Work

5.1 Prompt Engineering

Research on prompting methods for large language
models has primarily evolved along two directions.
The first focuses on task-agnostic prompting tech-
niques that enhance LLMSs’ general capabilities, in-
cluding chain-of-thought (Wei et al., 2022; Kojima
et al., 2022), single-shot reasoning enhancement
(Deng et al., 2023; Zheng et al., 2024; Wang et al.,
2024e), and output format specification (Zhang
et al., 2024a; He et al., 2024; Tam et al., 2024).
The second direction addresses domain-specific
prompting for tasks in code generation (Hong et al.,
2024b; Ridnik et al., 2024; Shen et al., 2024a),
data analysis (Hong et al., 2024a; Liu et al., 2024;
Li et al., 2024a), question answering (Wu et al.,
2024a; Zhu et al., 2024; Yang et al., 2024), decision-
makings (Zhang et al., 2024b; Wang et al., 2024a),
and other domains (Guo et al., 2024b; Ye et al.,
2024; Shen et al., 2024b). As LLM applications
expand to increasingly complex scenarios, manu-
ally crafting effective domain-specific prompts be-
comes impractical (Zhang et al., 2024a), motivating
research in prompt optimization to systematically
develop effective prompts rather than discovering
general principles.

5.2 Prompt Optimization

The design of evaluation frameworks is crucial
in Prompt Optimization (PO), determining both
optimization effectiveness and computational effi-
ciency. The evolution of evaluation mechanisms
in PO has progressed from simple feedback col-
lection to sophisticated optimization signal genera-
tion (Chang et al., 2024). Existing methods largely
rely on ground truth as the evaluation source with
benchmark-based numerical assessments (Zhou
et al., 2023; Guo et al., 2024a; Yang et al., 2023;
Fernando et al., 2024; Wang et al., 2024d; Khat-
tab et al., 2023), often requiring substantial iter-
ations and samples, while others use LL.M-as-a-
judge (Zheng et al., 2023) to generate detailed tex-
tual feedback (Yan et al., 2024; Yiiksekgoniil et al.,
2024; Wu et al., 2024b; Wang et al., 2024c; Pryzant
et al., 2023; Li et al., 2025), still depending on
ground truth data. Some approaches focus on hu-
man preferences through evaluation rules or direct
feedback (Chen et al., 2024; Lin et al., 2024), while
others explore alternative criteria like output con-
sistency (Zhang et al., 2024c).

In contrast to these approaches, SPO introduces
a novel evaluation paradigm that eliminates depen-
dency on external references while maintaining ef-
ficiency. By leveraging only model outputs through
pairwise comparisons, SPO achieves robust evalu-
ation without requiring ground truth, human feed-
back, or extensive sampling, making it particularly
suitable for real-world applications.

6 Conclusion

This paper addresses a key challenge in prompt
optimization: dependency on external references.
We introduce Self-Supervised Prompt Optimiza-
tion (SPO), a framework that overcomes this depen-
dency while achieving remarkable cost-efficiency
at only $0.15 per dataset. Drawing inspiration from
self-supervised learning, SPO innovatively con-
structs evaluation and optimization signals through
pairwise comparisons of model outputs, enabling
reference-free optimization without compromising
effectiveness. Our evaluation shows SPO achieves
state-of-the-art performance across diverse tasks
while requiring only 1.1%-5.6% of existing meth-
ods’ costs. Success on both benchmarks and real-
world applications validates SPO’s effectiveness
and generalization capabilities, making prompt op-
timization more accessible and practical across var-
ious domains.
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Limitations

Despite SPO’s promising performance and cost
efficiency, several limitations should be acknowl-
edged. First, while our method eliminates depen-
dence on external references, its effectiveness re-
mains contingent on the evaluation model’s ability
to accurately assess output quality, which may in-
troduce biases when the evaluation model lacks
sufficient understanding of specialized domains.
Second, our approach currently focuses on opti-
mizing prompts for a single model; future work
should explore cross-model prompt optimization to
enhance transferability across different LLMs with
varying capabilities.

Ethical Consideration

SPO offers significant advancements in prompt
engineering for LLMs, offering benefits such as
democratized access, reduced costs, and improved
performance across various tasks. However, it also
carries risks, including potential bias amplification,
misuse of harmful content generation, and over-
reliance on LLMs.
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A Appendix
A.1 Detailed Prompts of SPO

In this section, we present the Meta Prompt used
for iteration. It should be noted that here we have
only used the simplest and most straightforward
Prompt. There is still room for improvement by
optimizing the following Meta Prompt for specific
domains.

Optimize Function’s Prompt

PROMPT = """You are building a prompt to address user
requirement.Based on the given prompt, please
reconstruct and optimize it. You can add, modify,
or delete prompts. Please include a single
modification in XML tags in your reply. During
the optimization, you can incorporate any
thinking models.

is is a prompt that performed excellently in a
previous iteration. You must make further
optimizations and improvements based on this
prompt. The modified prompt must differ from the
provided example.

L (A

requirements:

{requirements}

reference prompt:

{prompt}

The execution result of this reference prompt is(some
< cases):

{answers}

Provide your analysis, optimization points, and the
< complete optimized prompt using the following XML
< format:

<analyse>Analyze what drawbacks exist in the results
< produced by the reference prompt and how to

< improve them.</analyse>

<modification>Summarize the key points for

< improvement in one sentence</modification>
<prompt>Provide the complete optimized

<~ prompt</prompt>"""

This prompt template guides LLMs to iteratively
improve existing prompts through structured XML
analysis. It requires identifying weaknesses in ref-
erence prompt outputs, proposing modifications,
and generating optimized versions. The template
emphasizes incremental improvements while main-
taining requirement compliance.

Evaluate Function’s Prompt

PROMPT = """Based on the original requirements,
evaluate the two responses, A and B, and
determine which one better meets the requirements.
If a reference requirement is provided, strictly
follow the format/content of the reference
requirement.

reerd

# Requirement
{requirement}

#A
{Answer_A}

#B
{Answer_B}

Provide your analysis and the choice you believe is
< better, using XML tags to encapsulate your
< response.

<analyse>Some analysis</analyse>
<choose>A/B (the better answer in your
< opinion)</choose>"""

The evaluation template uses comparative
analysis to assess response quality. It re-
quires XML-formatted reasoning that analyzes
strengths/weaknesses of two responses (A/B)
against requirements, followed by a definitive
choice.

A.2 Detailed Prompt Template of Iteration
Start

Iteration template on the BBH-navigate dataset

prompt: |
Please think step by step.
Ensure the response concludes with the answer in
< the XML format:
<answer>[Yes or NoJ]</answer>.

requirements: |
Must put the final answer at the end with XML.
< (<answer>(Yes or No)</answer>,such as
< <answer>Yes</answer>)
The provided prompt needs to adapt to all current
<~ types of questions.

faq:

- question: |
If you follow these instructions, do you
< return to the starting point? Always face
< forward. Take 7 steps left. Take 2 steps
< backward. Take 7 steps backward. Take 7
< steps backward. Take 3 steps forward.
Options:
- Yes
- No

answer: |
A lot of thinking and analysis processes.

Final Answer:
<answer>(Yes or No)</answer>

- question: |

If you follow these instructions, do you
return to the starting point? Always face
forward. Take 6 steps backward. Take 8
steps left. Take 3 steps right. Take 7
steps forward. Take 3 steps right. Take 9
steps right. Take 1 step backward. Take 7
steps left.
Options:
= &3
- No

Preeed

answer: |
A lot of thinking and analysis processes.
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Final Answer:
<answer>(Yes or No)</answer>

- question: |
If you follow these instructions, do you
< return to the starting point? Turn left.
< Turn left. Take 6 steps. Take 3 steps.
< Turn around. Take 1 step. Take 3 steps.
— Take 5 steps.
Options:
- Yes
- No

answer: |
A lot of thinking and analysis processes.

Final Answer:
<answer>(Yes or No)</answer>

This YAML file demonstrates the initial configu-
ration for our approach to iterating on the BBH-
navigate task. By configuring a simple initial
Prompt and requirements, along with three specific
questions, iterative optimization can be performed.
It should be noted that the content shown here is
the complete content of the file, and the content
in the answer section is not the actual answer but
serves as a reference for the thought process and
correct output format.

A.3 Experiment Details
A.3.1 Tasks and Data Details

Table Al: Dataset sizes and data splits.

Dataset Name | Test Train& Validate
LIAR 461 3681
BBH-Navigate | 200 50

WwsC 150 50
AGIEval-MATH | 256 232
GPQA 198 250
MT-bench 80 0

LIAR LIAR (Wang, 2017) is an English fake
news detection dataset consisting of 4,000 state-
ments, each accompanied by contextual informa-
tion and lie labels. For our experiments, we sam-
pled portions from the original dataset as test sets
following Yan et al. (2024). BBH-Navigate BBH-
Navigate (Suzgun et al., 2023) is a task from the
BIG-bench Hard dataset, a subset of the BIG Bench
dataset. This task focuses on navigation reason-
ing, requiring the model to determine whether an
agent, after following a series of navigation steps,
returns to its starting point. For our experiments,
we employed random sampling (seed=42) to obtain
200/25/25 test/train/validation splits. WSC The
Winograd Schema Challenge (WSC) (Levesque
et al., 2012) is a benchmark designed to evaluate

a system’s ability to perform commonsense rea-
soning by resolving pronoun references in context.
For our experiments, we sampled portions from
the original dataset as test sets following Yan et al.
(2024). AGIEval-MATH AGIEval-MATH (Zhong
et al., 2024) is a subset of the AGIEval benchmark,
focusing on mathematical problem-solving tasks.
It includes a variety of math problems designed
to assess reasoning and computational abilities.
For our experiments, we used Level 5 problems
as the test set and Level 4 problems as the train-
ing and validation set. GPQA GPQA (Rein et al.,
2023) is a dataset designed to evaluate the perfor-
mance of language models on graduate-level ques-
tions across multiple disciplines, including biology,
physics, and chemistry. For our experiments, we
utilized the GPQA-Diamond subset as the test set,
while constructing our training and validation set
from questions that are exclusive to GPQA-main
(i.e., those present in GPQA-main but absent from
GPQA-Diamond). MT-bench MT-bench (Zheng
et al., 2023) is a multi-task benchmark designed to
evaluate the generalization capabilities of language
models across diverse tasks, including text classi-
fication, summarization, and question answering.
For our experiments, we selected writing, roleplay,
and humanities tasks from MT-Bench. These vali-
dation questions are provided in the supplementary
materials.

A.3.2 Configuration

In our experiments, we configured different opti-
mization frameworks to align their optimization
costs as much as possible. These frameworks gen-
erally allow setting some parameters to adjust opti-
mization costs, including the number of iterations
and the number of prompts generated per iteration.
Specifically, we compare the features of prompt
optimization methods we used in Table A2.

Table A2: Comparison of evaluation frameworks across
different prompt optimization methods. OvG denotes
evaluation against ground truth, while OvO represents
output-vs-output comparison. Methods are categorized
by their evaluation source and method.

Method Evaluation Source Evaluation Method
APE OovG Benchmark
OPRO ovG Benchmark
PromptAgent ovG Benchmark
PromptBreeder OovG Benchmark
TextGrad OovG LLM as a judge
SPO OvO LLM as a judge
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APE APE employs a three-round iterative opti-
mization process, selecting the top 10% (ratio=0.1)
performing prompts from the current pool as elite
prompts in each round. To maintain diversity and
size of the prompt pool, variant sampling is used
to mutate these elite prompts, keeping the total
number of prompts at 50. Following the setting
in original paper (Zhou et al., 2023), the optimiza-
tion process does not incorporate specific sample
execution results to guide LLM prompt optimiza-
tion. Instead, performance scores are obtained by
evaluating prompts on the entire training set.

OPRO OPRO uses a 10-round iterative optimiza-
tion process, generating 10 candidate prompts per
round. OPRO evaluates prompt performance on the
complete training set and filters based on evaluation
scores. OPRO doesn’t maintain a fixed-size prompt
pool but directly generates new candidates based
on the current best prompt in each round. The opti-
mization direction is guided through performance
evaluation on the full training data.

PromptAgent Except for the Liar dataset, on
which we sampled 150 data for both training and
validation, all other datasets follow the sizes spec-
ified in Table A1. PromptAgent uses a Monte
Carlo Tree Search (MCTS) framework to optimize
prompts. It starts with an initial prompt and gen-
erates new candidates based on model error feed-
back. The process is guided by evaluations with
benchmark on a sampled training set to identify
high-reward paths for improved task performance.
Finally, we select the top 5 prompts that perform
best on the validation set for testing and choose
the optimal one. Key parameters of MCTS include
an expand width of 3, a depth limit of 8, and 12
iterations.

PromptBreeder In our implementation of
PromptBreeder, we configure the system with 5
mutation prompts and 5 thinking styles for initial-
ization. The evolution process runs for 20 genera-
tions, with 20 evaluations performed on randomly
sampled training examples in each generation. The
optimization model defaults to Claude-3.5-Sonnet
and the execution model defaults to GPT-40-mini.

TextGrad Except for the Liar dataset where the
Train& Validate set is reduced to 50 samples, all
other datasets follow the sizes specified in Table Al.
TextGrad employs a three-epoch optimization pro-
cess with three steps per epoch (epoch=3, steps=3),
using a batch size of 3 for stochastic gradient de-
scent. In each step, TextGrad generates gradients
through back-propagation of feedback from the op-

timizer LLM (Claude-3.5-Sonnet) to update the sys-
tem prompt. The framework maintains a validation-
based reversion mechanism - if the updated prompt
performs worse on the validation set compared to
the previous iteration, the update is rejected and the
prompt reverts to its previous state. The optimiza-
tion process is guided by evaluating prompts using
Claude-3.5-Sonnet as the evaluation LLM, while
the actual task execution uses GPT-40-mini as the
execution LLM. Our experimental configuration
follows the prompt optimization setting provided
in the official TextGrad repository (Yiiksekgoniil
et al., 2024).

SPO SPO conducts optimization through
10 iterations per task, randomly selecting 3
questions (without answers) from the pre-split
Train& Validate dataset for each iteration. The opti-
mization model defaults to Claude-3.5-Sonnet, the
evaluation model defaults to GPT-40-mini, and the
execution model defaults to GPT-4o0-mini. Notably,
SPO demonstrates effective prompt optimization
using only questions without ground truth answers,
validating its capability.

A.3.3 Baseline Prompt

In this section, we provide the Baseline Prompts for
comparison. Note that for all Prompt Optimization
work requiring initial iteration prompts, we consis-
tently provide the COT Prompt shown below.

10 Prompt

Ensure the response concludes with the answer in the
— format:
<answer>answer</answer>

COT Prompt

Please think step by step.

Ensure the response concludes with the answer in the
— format:

<answer>answer</answer>.

Step-back Prompt

Please first think about the principles involved in
< solving this task which could be helpful.

And Then provide a solution step by step for this
< question.

Ensure the response concludes with the answer in the
— format:

<answer>answer</answer>.
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Rephrase Prompt

Please rephrase the question in a way that is easier
< to understand, minimizing ambiguity and

< considering edge cases.

And Then provide a solution step by step for the

< question.

Ensure the response concludes with the answer in the
— format:

<answer>answer</answer>.

A.3.4 Prompt Optimized by SPO

In this section, we present the optimized prompts
obtained from our main experiments, where
Claude-3.5-Sonnet serves as the optimization
model, and GPT-40-mini serves as both the evalua-
tion and execution model.

GPQA Prompt

Follow these guidelines to answer questions
< efficiently and effectively:

1. Carefully read the entire question, identifying
< all relevant information and key concepts.
2. Choose the most appropriate problem-solving
< approach based on the question type.
3. Solve the problem using these steps:
a. State any relevant formulas, principles, or
< assumptions
b. Show all necessary calculations or conceptual
< analysis
c. Evaluate all answer options, explaining why
< incorrect options are wrong when relevant
4. Structure your response as follows:

[Analysis]
- Briefly state the main problem and key information
<~ (2-3 sentences max)

[Solution]

- Show your work step-by-step, including all relevant
< calculations and reasoning

- For conceptual questions, provide a clear, logical
< explanation

[Conclusion]

- State the final answer in one clear sentence

- Briefly explain why this answer is correct and
< others are incorrect (if applicable)

<answer>[One letter representing the correct
< option]</answer>

Adapt this structure as needed for different question
< types, prioritizing clarity and conciseness.

< Ensure that your response addresses all aspects
< of the question and demonstrates a clear

< problem-solving process.

BBH-Navigate Prompt

Follow these steps to analyze the given instructions:

1. State the initial conditions:
- Starting point: (0, 0)
- Initial direction: positive x-axis (unless
< specified otherwise)

2. Use a coordinate system:
- x-axis: left (-) and right (+)
- y-axis: backward (-) and forward (+)

3. Analyze each step:
- For ambiguous instructions (e.g., "Take X steps”
< without direction), assume forward movement
- Update coordinates after each step
- Briefly explain any assumptions made

4. After analyzing all steps:
- Summarize total movement in each direction
- State the final position

5. Compare final position to starting point:
- Calculate the distance from (0, @)

6. Provide concise reasoning, labeled as "Reasoning:"
- Explain key movements and their impact on
< position
- Justify your conclusion

7. State your final answer, labeled as "Final Answer:"

Conclude your response with the answer in this XML
— format:
<answer>[Yes or NoJ]</answer>

Ensure your analysis adapts to all question types,
< handling both specific and ambiguous
< instructions.

LIAR Prompt

Analyze the given statement(s) carefully, following
< these steps for each question:

1. Consider the statement, speaker's background (if
< provided), and context.

2. Research and cite relevant facts and data related
<— to the claim.

3. Evaluate the claim's validity based on available
< evidence.

4. Consider potential biases or motivations of the
< speaker.

For each claim, structure your analysis as follows:

CLAIM: [Restate the claim]

CONTEXT: [Summarize speaker background and context]
FACT-CHECK:

- [Key fact 1 with source]

- [Key fact 2 with source]

- [Add more as needed]

ANALYSIS: [Provide a brief analysis of the claim's
— validity]

RATING: [Use the following scalel

1 = False

2 = Mostly False

3 = Mixed / Unclear

4 = Mostly True

5 = True

UNCERTAINTY: [Low / Medium / High - based on the
< quality and quantity of available evidence]
SUMMARY: [One-sentence conclusion about the claim's
— validity]
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If there is insufficient information to make a
< determination, clearly state this and explain
< what additional information would be needed.

Conclude each analysis with a final true/false
< judgment in XML tags:
<answer>[Yes or Nol</answer>

After analyzing all claims, provide an overall
< summary of your findings.

Ensure your response is objective, based on
< verifiable information, and cites sources for all
< key facts used in the analysis.

AGIEval-MATH Prompt

1. Quickly identify key information
2. Devise fastest solution strategy
3. Execute minimal calculations

4. Double-check answer

Rules:

- Use shortcuts and estimation when possible
- Skip detailed explanations

- Omit units in final answer

- Always present final answer as: \boxed{}

Prioritize speed and accuracy. Manage time

< efficiently. Aim for shortest valid solution.

< Verify answer format before submission. If stuck,
< make educated guess rather than spending too much
— time.

WSC Prompt

Analyze the question using these steps:

1. Identify key elements and relationships.
2. Consider multiple interpretations.

3. Evaluate evidence for each possibility.
4. Draw a logical conclusion.

5. Summarize your reasoning.

Conclude with:

Final Answer:

<answer>[Single letter option]</answer>

A.4 Addtional Experiments

A.4.1 Stability of SPO
Check the results in Table A3.

Table A3: Performance stability analysis of SPO. Stan-
dard deviation values are reported for the main experi-
ments, where SPO and SPO * use Claude-3.5-Sonnet
and GPT-4o as their optimization models, respectively.

Datasets SPO SPO*

GPQA 43.6 +0.31 41.8+2.28
AGIEval-MATH | 46.1 £0.69 453 +1.43
LIAR 67.1 £0.59 66.9 +1.20
WSC 82.0+1.15 81.1+£1.01
BBH-Navigate |97.2+0.29 96.3 +1.04

A.4.2 Ablation Study on Sample Number

The performance curves (shown in Figure Al)of
all three optimization models exhibit similar pat-
terns: performance initially improves with in-
creased sample number but eventually converges
or decline. This phenomenon can be attributed to
two factors: insufficient samples lead to overfitting
in prompt optimization, while excessive samples
not only increase computational costs but also re-
sult in longer context for the evaluation model, po-
tentially degrading assessment quality. Based on
extensive experiments, we determine that a sam-
ple size of 3 achieves the optimal balance between
cost-efficiency and performance.

Impact of Sample Number on Performance
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Figure A1l: Impact of sample number on performance
across different optimization models on BBH-Navigate
dataset. We evaluate three optimization models: GPT-
40-mini, GPT-40, and Claude-3.5-Sonnet. The results
demonstrate an inverted U-shaped relationship between
sample number and performance.

A.4.3 Ablation Study on Iteration Rounds

The choice of 10 iterations is based on comprehen-
sive empirical analysis. Taking BBH task as an
example, we conducted extended optimization ex-
periments (up to 20 iterations) using three different
optimization models (Claude-3.5-Sonnet, GPT-40,
GPT-40-mini), with GPT-40-mini as both evalua-
tion and execution model. The performance of the
best prompts (as judged by the evaluation model)
at different iteration steps is shown below (mean +
std over 3 runs):

As demonstrated by the results (plotted in Fig-
ure A2), SPO typically discovers the optimal
prompts within 10 iterations. Further iterations not
only increase computational costs but may lead to
question-specific overfitting, potentially degrading
overall performance. For instance, with Claude-
3.5-Sonnet, the performance peaks at iteration 7
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(95.8%) and gradually decreases afterwards. Simi-
lar patterns are observed across different optimiza-
tion models.

Impact of Sample Number on Performance

= Claude-3-5-sonnet
100 GPT-40
== GPT-40-mini

Iteration 2 - Failed

Please analyze the given instructions step by
step and summarize your reasoning clearly.
Ensure the response concludes with the an-
swer in the XML format: <answer>(Yes or
No)</answer>.

$ |

Performance (%)

1 3 5 7 9 11 13 15 17 19
Iteration Rounds

Figure A2: Impact of iteration rounds on performance
across different optimization models on BBH-Navigate
dataset. We evaluate three optimization models: GPT-
40-mini, GPT-40, and Claude-3.5-Sonnet.

A.5 Case Study
A.5.1 Optimization Trajectory

We present the prompt optimization trajectory of
GPT-40-mini on the BBH-navigate dataset, where
it serves as the optimization model, evaluation
model, and execution model. This includes whether
each iteration was successful relative to the best
prompt at that time, as well as the corresponding
prompt content.

Iteration 0 - Success

Please think step by step. Ensure the
response concludes with the answer in
the following format: <answer>[Yes or
No]</answer>

Iteration 1 - Failed

Please analyze the following question step
by step, ensuring clarity in your reason-
ing. At the conclusion of your anal-
ysis, provide the final answer in the
specified XML format: <answer>(Yes or
No)</answer>.<br/><br/>Question: [Insert
Question Here]

Iteration 3 - Failed

Please analyze the provided steps thoroughly
and document each movement. Ensure
your reasoning is clear and logical through-
out. Conclude with the final answer in the
following XML format: <answer>(Yes or
No)</answer>.

Iteration 4 - Success

Please approach the question with a clear
and logical reasoning process, breaking it
down step by step. Ensure to summarize
your findings before stating the final answer
clearly in this XML format: <answer>[Yes
or No]</answer>.

For example, if the question is about return-
ing to the starting point after a series of move-
ments, detail each movement, updating your
position accordingly, and conclude whether
you have returned to the starting point or not.
Final Answer: <answer>(Yes or
No)</answer>
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Iteration 5 - Success

Please analyze the question thoroughly by
breaking it down step by step. Clearly out-
line each movement or action, updating your
position or state accordingly. Conclude with
a summary of your findings to determine
whether you return to the starting point or
achieve the stated outcome. Finally, present
the answer distinctly in this XML format:
<answer>[ Yes or No]</answer>.

For example, if asked about returning to the
starting point after several movements, docu-
ment each movement clearly, track your posi-
tion, and specify if you have returned to the
starting point.
Final  Answer:
No)</answer>

<answer>(Yes or

Iteration 7 - Failed

Please evaluate the question step-by-step,
clearly outlining each movement and track-
ing the resulting position. At the conclusion
of your analysis, summarize the journey and
state whether the final position returns to
the starting point or meets the desired cri-
teria. Ensure the final answer is presented
distinctly in this XML format: <answer>[Yes
or No]</answer>.

For instance, if asked about returning to the
starting point after a series of movements,
succinctly document each step, track your
position, and indicate if you have returned to
the starting point.
Final Answer:
No)</answer>

<answer>(Yes or

Iteration 6 - Success

Please analyze the question methodically,
breaking it down into clear, sequential move-
ments. Define the starting point and the
direction of each movement, updating the
position accordingly after each step. At
the end, summarize the journey and ex-
plicitly state whether the final position re-
turns to the starting point or achieves the de-
sired outcome. Present the final answer dis-
tinctly in this XML format: <answer>[Yes or
No]</answer>.

For example, if asked about returning to the
starting point after a series of movements,
document each step clearly, track your posi-
tion, and specify if you have returned to the
starting point.
Final Answer:
No)</answer>

<answer>(Yes or

Iteration 8 - Success

Please methodically analyze the question by
breaking it down into concise movements.
Start from a defined position and track each
step’s impact on your location. After detail-
ing each movement, summarize the overall
journey and explicitly state whether the fi-
nal position returns to the starting point or
reaches the desired outcome. Present the fi-
nal answer distinctly in the following XML
format: <answer>Yes or No</answer>.

For example, if asked whether following a se-
ries of movements returns you to the starting
point, document each step clearly, track your
position accurately, and specify the result.
Final Answer: <answer>(Yes or
No)</answer>
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Iteration 9 - Failed

Please begin by outlining your movements
systematically. Start from a defined position
and detail each step you take, including the
direction and distance moved. After complet-
ing your movements, summarize the overall
journey, and clearly state whether your fi-
nal position returns to the starting point or
achieves the desired outcome. Make sure to
present your movements alongside the final
answer in the following XML format: <an-
swer>Yes or No</answer>.

For example, if asked whether following a
series of movements returns you to the start-
ing point, you should document each step,
track your position accurately, and specify
the result.

Final Answer:
No)</answer>

Iteration 10 - Success

Please thoroughly analyze the provided
movement instructions by documenting each
step clearly. Begin by defining your initial
position and systematically track your move-
ments, updating your position after each step.
After completing the movements, summa-
rize your journey and determine if your final
position coincides with the starting point or
achieves the desired outcome. Clearly indi-
cate your final answer using the XML format:
<answer>Yes or No</answer>.

For instance, if the question asks whether a
sequence of movements returns you to the
starting point, methodically outline each step,
track your position accurately, and conclude
with the result.
Final  Answer:
No)</answer>

<answer>(Yes or

<answer>(Yes or

The success/failure boxes demonstrate SPO’
optimization process through 10 iterations of a
BBH-navigation prompt. Successful versions
(green) gradually improve the prompt to elicit bet-
ter thought processes, while failed attempts (red)
may lead to oversimplified or redundant thinking
due to suboptimal prompts. This trajectory shows
the system’s trial-and-error refinement mechanism.

Optimize Function’s Prompt

PROMPT = """Please think step by step.

Ensure the response concludes with the answer in the
< XML format:

<answer>[Yes or NoJ]</answer>."""

Question = """If you follow these instructions, do
< you return to the starting point? Always face
«— forward. Take 1 step right. Take 3 steps left.
< Take 2 steps right.

Options:

- Yes

~ No"""

Answer = """Let's analyze the steps one by one:
1. *xStarting Pointx*: We begin at the starting point,
< facing forward.
2. *xStep 1*xx: Take 1 step right. Now we are 1 step to
< the right of the starting point.
3. *xStep 2x*: Take 3 steps left. From our current
< position (1 step right), moving 3 steps left
< means:
- 1 step left brings us back to the starting point.
- 2 steps left takes us 1 step to the left of the
starting point.
3 steps left takes us 2 steps to the left of the
starting point.
4. *xStep 3*x: Take 2 steps right. From our current
< position (2 steps left), moving 2 steps right
— means:
- 1 step right brings us back to 1 step left of the
< starting point.
- 2 steps right brings us back to the starting
< point.
After completing all the steps, we end up back at the
< starting point.
Therefore, the answer is:
<answer>Yes</answer>"""

rog

Optimize Function’s Prompt

PROMPT = """Please thoroughly analyze the provided
movement instructions by documenting each step
clearly. Begin by defining your initial position
and systematically track your movements, updating
your position after each step. After completing
the movements, summarize your journey and
determine if your final position coincides with
the starting point or achieves the desired
outcome. Clearly indicate your final answer using
the XML format: <answer>Yes or No</answer>.

rerreropod

instance, if the question asks whether a sequence
of movements returns you to the starting point,
methodically outline each step, track your
position accurately, and conclude with the result.

(613

Final Answer:
<answer>(Yes or No)</answer>"""

Question = """If you follow these instructions, do
< you return to the starting point? Always face
«— forward. Take 1 step right. Take 3 steps left.
< Take 2 steps right.

Options:

- Yes

~ No"""

Answer = """Let's analyze the movement instructions
<~ step by step.
1. *xInitial Position*x: We start at the origin,
< which we can define as (@, 0).
2. x%xFacing Directionx*: We are facing forward, which
< we will assume is towards the positive y-axis.
3. x*Movement Instructions*x:
- *xStep 1xx: Take 1 step right.
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- Moving right from (@, @) means moving along the
< x-axis. The new position is (1, 0).
- xxStep 2x*: Take 3 steps left.
- Moving left means moving in the negative
< x-direction. From (1, @), we move to (0, Q)
s after 1 step left, then to (-1, @) after 2
< steps left, and finally to (-2, @) after 3
<~ steps left.
- xxStep 3x*: Take 2 steps right.
- Moving right from (-2, @) means moving back
< towards the positive x-direction. After 1
< step right, we move to (-1, @), and after 2
< steps right, we move to (@, 0).
*xFinal Positionxx: After completing all the
movements, we end up at (0, 0).
*xSummary of Journeyx:
Started at (0, 0).
- Moved to (1, @) after 1 step right.
- Moved to (@, @) after 1 step left.
- Moved to (-1, @) after 2 steps left.
- Moved to (-2, @) after 3 steps left.
- Moved to (-1, @) after 1 step right.
- Moved to (@, @) after 2 steps right.
6. xxConclusion**: The final position (@, @) is the
< same as the starting position (@, 0)
Final Answer:
<answer>Yes</answer>"""

ol s

By comparing the output results of the initial
prompt at iteration O and the final prompt at itera-
tion 10, the “iterative optimization of thought pro-
cesses” becomes evident. In this case, the model
evolves from initially using textual descriptions to
reason about positions to eventually demonstrat-
ing the ability to use coordinates, even though the
prompt did not explicitly emphasize the use of co-
ordinates.

A.5.2 Real-World Applications

In this section, we demonstrate the optimization re-
sults after 10 iterations using Claud-3.5-Sonnet as
the optimization model, GPT-40-mini as the eval-
uation model, and Llama-3-8B as the execution
model across four tasks: Advertising Design, So-
cial Media Content, Modern Poetry Writing, and
Concept Interpretation. Additionally, we provide
the YAML configuration files used during the itera-
tions and the optimized prompts obtained from the
process.
Advertising Design

Performance Before Optimization

PROMPT = """Analyze the given advertising task and
< create compelling copy."""

Question = "Write email subject lines for Black
< Friday tech sale”

Answer = """1. *xBLACK FRIDAY ALERT: Unbeatable Tech
< Deals Inside!**

2. xxTech Bonanza: Up to 50% Off Top Brands on Black
< Friday!#**

3. *xDon't Miss Out! Exclusive Black Friday Tech

< Deals for Youx*"""

nun

Performance After Optimization

PROMPT = """Analyze the given advertising task and
create compelling copy tailored to the specified
platform(s) and industry. Consider current trends,
competitor strategies, and the target audience's
demographics and psychographics. Provide at least
3 distinct creative options, each with a unique
angle or approach. Include rationales for your
choices and explain how they align with the brand
voice and marketing objectives. Incorporate
industry-specific best practices and
platform-specific formatting guidelines. Suggest
ways to adapt the copy for different channels or
formats, including specific instructions on tone,
style, and structure for each platform.
Additionally, provide recommendations for visual
elements or multimedia content that could enhance
the effectiveness of the advertising copy.”""

o A (A

Question = "Write email subject lines for Black
<— Friday tech sale”

nnn

Answer = **Advertising Task:*x

Create compelling email subject lines for a Black
<— Friday tech sale, targeting tech-savvy consumers
< who are likely to be interested in the latest
< gadgets and deals.

**xTarget Audience:**

* Demographics: 25-45 years old, male and female

* Psychographics: Tech enthusiasts, early adopters,
< and bargain hunters

* Interests: Technology, gadgets, innovation, and
< savings

*xCompetitor Strategies:**

* Emphasize discounts and promotions

* Highlight new releases and limited-time offers

* Use urgency tactics, such as countdown timers and
<> scarcity messaging

*xCurrent Trends:#*x

* Mobile-first approach
* Personalization and segmentation
* Storytelling and emotional connections

**xCreative Options:*x*

*xOption 1:*x "Unlock the Future: Up to 50% Off Top
< Tech Deals”

* Angle: Focus on the excitement and thrill of
< getting the latest tech at a discounted price
* Rationale: This subject line creates a sense of
< FOMO (fear of missing out) and emphasizes the
< value of the sale

* Brand Voice: Fun, energetic, and playful

* Marketing Objectives: Drive sales and increase
< brand awareness

*x0Option 2:*x "Your Black Friday Tech Bonanza Awaits”

* Angle: Emphasize the idea of a treasure trove of
< tech deals waiting to be discovered

* Rationale: This subject line creates a sense of
< anticipation and curiosity, encouraging the

< reader to open the email

* Brand Voice: Friendly, approachable, and inviting
* Marketing Objectives: Drive engagement and

< conversions
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**0ption 3:#%* "Don't Miss Out: Exclusive Black Friday
< Deals for Tech Lovers”

* Angle: Highlight the exclusivity and limited-time
< nature of the sale

* Rationale: This subject line creates a sense of

< urgency and importance, making the reader feel

< like they're part of a special group

* Brand Voice: Confident, authoritative, and exclusive
* Marketing Objectives: Drive conversions and build
< brand loyalty

nnn

The pre-optimization ad titles were generic, such
as “BLACK FRIDAY ALERT: Unbeatable Tech
Deals Inside!”, lacking specificity and creative
depth, and failing to highlight the target audience’s
characteristics or brand personality. The optimized
titles, like “Unlock the Future: Up to 50% Off
Top Tech Deals”, are more compelling, using “Un-
lock the Future” to emphasize technological innova-
tion while combining discount information to both
spark curiosity and highlight value, better aligning

with tech enthusiasts’ psychological needs.

Iteration template on the BBH-navigate dataset

*xTweet:** "Good morning, coffee lovers! We're giving
< away a FREE cup of our signature blend to the

«— first 10 people who share their favorite way to
< take their coffee in the comments below! #coffee
«— f#coffeeaddict #morningmotivation”

This tweet aims to engage with the audience in
< several ways:

**Call to actionx*: The tweet asks followers to
share their favorite way to take their coffee,
encouraging them to participate and interact with
the brand.

*xIncentivexx: The promise of a free cup of coffee
is a great incentive for people to engage with
the tweet and share their thoughts.

**Hashtags**: The use of relevant hashtags like
#coffee, #coffeeaddict, and #morningmotivation
helps to reach a wider audience and attract new
followers.

**Personal touchx*: The tweet starts with a
friendly "Good morning” and addresses the
audience as "coffee lovers”, making it feel more
personal and approachable.

R

By responding to this tweet, the coffee brand can

< start a conversation with their followers, gather
— feedback, and build a sense of community around
< their brand."""

 tersion it e iz s [ —

prompt: |
Analyze the given advertising task and create
< compelling copy.

requirements: |
None

faq:
- question: |
Write Apple-style product launch headlines for a
< sustainable fashion brand called "EcoWear”
answer: |
None

- question: |
Create social media carousel ads for luxury
< Maldives resort
answer: |
None

- question: |
Write email subject lines for Black Friday tech
<— sale
answer: |
None

Social Media Content

Performance Before Optimization

PROMPT = """Create engaging tweets."""

Question = "Create an engagement tweet for a coffee
< brand”

Answer = """

PROMPT = """Create engaging social media content for
< any platform based on the given topic or brand.
< Follow these guidelines:

Identify the target audience and platform (if
specified).

State the content's primary goal (e.g., awareness,
engagement, promotion).

Choose an appropriate content format (e.g., text,
image, video).

Develop a unique angle or concept related to
current trends.

Craft a catchy headline or opening (max 10 words).

Write concise, platform-appropriate content
(50-100 words).

Include 2-3 relevant hashtags.

Add a clear call-to-action.

Suggest a visual element or enhancement.

weNlfoa [ &l wlN [ =

Provide one piece of social media content based on

< these guidelines, adapting to the given topic or
< brand. Focus on creating authentic, relatable
< content that resonates with the target audience
< and fits current social media trends. If no

< specific requirements are given, make reasonable
< assumptions and explain your choices."""
Question = "Create an engagement tweet for a coffee
< brand”

Answer = """

*xTarget audience:*x Coffee lovers, young adults

— (18-35)

**xPlatform:*x Twitter

**Primary goal:*x Engagement

**Content format:*x Text

*xUnique angle:xx Share a relatable moment that

< coffee lovers can identify with

*xCatchy headline:*x "When coffee is the only adult
< in the room”

*xContent:** "Who else has had a morning where coffee
< 1is the only one keeping it together? Share your
< most chaotic morning stories and let's commiserate
— #CoffeeSavesTheDay #MorningMotivation”
*xHashtags:*x #CoffeeSavesTheDay #MorningMotivation
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**Call-to-action:** Share your own chaotic morning
< story in the comments!

*xVisual element:** A funny meme or GIF of a person
< surrounded by chaos, with a cup of coffee as the
< calm center.

This tweet aims to engage with coffee lovers by
sharing a relatable moment that many can identify
with. The use of humor and a lighthearted tone
makes it easy to connect with the audience. The
hashtags #CoffeeSavesTheDay and
#MorningMotivation are popular and relevant,
increasing the tweet's visibility. The
call-to-action encourages users to share their
own stories, fostering a sense of community and
encouraging engagement.

T A (A

The pre-optimization tweet used free giveaways
as a lure, with direct content lacking emotional
resonance, such as “Good morning, coffee lovers!
We’re giving away a FREE cup...”. The optimized
tweet, through the humorous expression “When
coffee is the only adult in the room”, cleverly in-
tegrated coffee into daily life scenarios, making it
more relatable and interactive, such as “Who else
has had a morning where coffee is the only one
keeping it together?”, successfully sparking user

engagement and emotional connection.

Iteration template on the BBH-navigate dataset

prompt: |
Create engaging tweets.

requirements: |
None

faq:
- question: |
Create a thread explaining quantum computing
< using Star Wars references
answer: |
None

- question: |
Write a viral-style tweet about the moon landing
< as if it's happening now
answer: |
None

- question: |
Create an engagement tweet for a coffee brand
answer: |
None

nnn

Answer =
In fiery skies, a warning we behold

Of rising temperatures, a tale of old

The earth, a victim of our reckless hold
As carbon emissions, like a plague, unfold

The polar ice, a melting, fragile throne
The seas, a rising, threatening to atone
For human greed, a debt we cannot own

As climate change, a crisis, overthrown

But still we hesitate, in denial's sway

As scientists, in anguish, cry and pray

For action swift, before it's too late's day
To save the planet, from our reckless way

Yet still we hope, in love and human might
To turn the tide, and bring forth new light.

nun

Modern Poetry Writing

Performance Before Optimization

PROMPT = """Create poetry in the requested style and
< format."""

Question = "Write a modern sonnet about climate

< change”

Performance After Optimization

PROMPT = """Craft boundary-pushing poetry that defies
< conventional expectations, adhering to these
< enhanced guidelines:

Deconstruct and reimagine the requested poetic
form, pushing its structural limits while
maintaining a semblance of its essence.

Approach the theme from an entirely unexpected
angle, such as from the perspective of an
inanimate object, a abstract concept, or a
microscopic entity.

Employ surreal, avant-garde imagery that challenges
the reader's perception of reality while still
conveying the core emotional truth of the theme.

Integrate unconventional elements such as
mathematical symbols, scientific notation, or
programming language to create a unique
linguistic landscape.

Experiment with typography, line breaks, and white
space to create visual poetry that enhances the
thematic exploration.

Incorporate synesthesia-like sensory experiences,
blending different senses in startling ways to
evoke powerful emotional responses.

Conclude with an ending that simultaneously

< disorients and illuminates, leaving the reader

< with a profound sense of transformation.

NLLellelifallxllllls

Before writing, imagine the most radical way to

< approach both the theme and the poetic form. Aim
< to create a piece that challenges the very

< definition of poetry while still resonating on a
— deep emotional level.

Provide only the poem in your response, without any
— additional explanation or analysis."""

Question = "Write a modern sonnet about climate
<— change”

Answer = """

In fractal whispers, the Earth's pulse beats slow
As carbon's dark stain seeps into the snow

A calculus of despair, where equations grow

In exponential decay, the future's woe

The thermodynamic dance of life unwinds

As entropy's cold hand grasps the planet's mind

The once-blue skies now shrouded, a heavy bind

Of particulate haze, where sunbeams are left behind

In this eerie twilight, where shadows roam
The ghosts of glaciers whisper, "This is home”
A requiem for ice, where memories are stored
In frozen echoes, where the past is explored
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Yet, in this desolate landscape, a spark remains
A quantum leap of hope, where love sustains

nnn

The pre-optimization sonnet, while structurally
neat, used traditional imagery like “rising tempera-
tures” and “melting ice”, lacking novelty. The opti-
mized poem introduced scientific concepts such as
"fractal whispers" and “thermodynamic entropy”,
like "In fractal whispers, the Earth’s pulse beats
slow" and “The thermodynamic dance of life un-
winds”, using interdisciplinary metaphors to imbue
the climate theme with deeper philosophical reflec-
tion, enhancing the poem’s artistic and intellectual

depth.

Iteration template on the BBH-navigate dataset

prompt: |
Create poetry in the requested style and format.

requirements: |
None

faq:
- question: |
Write a modern sonnet about climate change
answer: |
None

- question: |
Create a haiku series about New York City
answer: |
None

- question: |
Write a free verse poem about social media
answer: |
None

**Recipe selection**: The mRNA vaccine is like
choosing a recipe book. You select the specific
mRNA sequence that corresponds to the protein you
want to create, which is the key to triggering an
immune response against a particular virus or
disease.

*xIngredient preparation**: The mRNA sequence is
like a set of instructions that tells the body
how to make the specific protein. The mRNA is
prepared in a lab, and it's like measuring out
the right amount of each ingredient (amino acids)
to create the protein.

*xDeliveryx*: The mRNA is delivered to the body,
just like you would add the ingredients to the
dish. In this case, the mRNA is packaged in a
tiny particle called a lipid nanoparticle (LNP),
which helps it reach the cells in the body.

*xCellular cooking*x: Once the mRNA reaches the
cells, it's like adding the ingredients to the
pot. The cells read the mRNA instructions and
start making the specific protein. This protein
is then displayed on the surface of the cells,
like a flag, to alert the immune system that
there's a foreign invader present.

*xImmune response**: The immune system responds to
the protein by producing antibodies and
activating immune cells, like a chef responding
to a delicious aroma by adding the finishing
touches to the dish. The immune system then
remembers how to respond to this specific protein,
so if it encounters it again in the future, it
can quickly mount a defense.

O N A T A A

In summary, mRNA vaccines are like a recipe for the
< immune system. They provide the genetic

< instructions for the body to make a specific
< protein, which triggers an immune response and
< helps protect against diseases."”"”

Concept Interpretation

Performance Before Optimization

PROMPT = """Explain complex concepts in accessible
— terms."""

Question ="Explain mRNA vaccines using a cooking
< analogy”

Answer = """

Imagine you're a master chef, and you're preparing a

< delicious dish for your guests. You have all the
< ingredients, but you need to make sure they're in
< the right order and combination to create the

< perfect flavor and texture.

In the world of mRNA vaccines, the "dish” is the

immune system's response to a specific virus or
disease. The "ingredients” are the genetic
instructions (mRNA) that tell the body how to
make a specific protein, which is then used to
trigger an immune response.

rered

Here's how it works:

Performance After Optimization

PROMPT = """Explain complex concepts in accessible
— terms."”"”

Question ="Explain mRNA vaccines using a cooking
< analogy”

Answer = """

**xDefinition:**x mRNA vaccines are a type of vaccine
< that uses a piece of genetic material called
< messenger RNA (mRNA) to teach our cells how to
— fight diseases.

*xAnalogy:** Imagine you're a master chef, and you
want to create a new recipe for a delicious dish.
You wouldn't send your sous chef to the store to
buy all the ingredients, only to have them figure
out how to assemble the dish on their own.
Instead, you'd provide them with a recipe card
that outlines the exact steps to follow. In a
similar way, mRNA vaccines work by providing our
cells with a recipe card - the mRNA - that
contains the instructions for making a specific
protein, which helps our immune system fight off
diseases.

FELoLLoeelny

**Key Components:#**

1. *xmRNA**: The recipe card that contains the

< instructions for making a specific protein. Think
< of it like a blueprint for your cells to follow.
2. *xCellsxx: The sous chefs in our body that receive
< the mRNA recipe card and use it to make the

< protein.

3. x*xProtein*x: The final dish that our cells produce,
< which helps our immune system recognize and fight
— off diseases.

9039




**Narrative:x* When we receive an mRNA vaccine, our
cells take the recipe card (mRNA) and use it to
make the specific protein. This protein then
triggers an immune response, teaching our body
how to recognize and fight off the disease. It's
like our cells are following a recipe to create a
delicious dish that helps keep us healthy!

reeerd

*xInteractive Element:*x Can you think of a time when
you received a recipe from someone else and had
to follow it to create a dish? How did it make
you feel? Now, imagine your cells receiving a
recipe card from an mRNA vaccine and using it to
create a protein that helps fight off a disease.
How might that make you feel?

rrered

*xVisual Representation:*x A simple diagram showing
< the mRNA molecule, cells receiving the mRNA, and
< the protein being produced.

*xLimitation:** mRNA vaccines are still a relatively
<+ new technology, and more research is needed to
< understand their long-term effects and potential
< side effects.

*xConclusion:** mRNA vaccines are a game-changer in
the fight against diseases. By providing our
cells with a recipe card, we can teach our immune
system how to recognize and fight off diseases in
a more targeted and effective way. What do you
think the future of mRNA vaccines might hold?

reeeg

The pre-optimization explanation, while using
a cooking analogy, was lengthy and lacked focus,
such as “Imagine you’re a master chef...”. The
optimized version, through the core metaphor of a
"recipe card", like “The mRNA sequence is like a
set of instructions that tells the body how to make
the specific protein”, simplified complex concepts
into easy-to-follow steps, while using the ‘“chef-
sous chef” role interaction to make the explanation
more vivid and intuitive, helping readers quickly
grasp the key points.

Iteration template on the BBH-navigate dataset

prompt: |
Explain complex concepts in accessible terms.

requirements: |
None

faq:
- question: |
Explain blockchain using Game of Thrones
— references
answer: |
None

- question: |
Explain mRNA vaccines using a cooking analogy
answer: |
None

- question: |
Describe inflation using social media examples
answer: |
None

A.6 Full Related Work
A.6.1 Prompt Engineering

Research on effective prompting methods for large
language models has primarily evolved along two
main directions. The first focuses on task-agnostic
prompting techniques that enhance LLMs’ gen-
eral capabilities. Notable examples include the
chain-of-thought (Wei et al., 2022; Kojima et al.,
2022) which improved reasoning across various
tasks, techniques for enhancing single-shot reason-
ing (Deng et al., 2023; Zheng et al., 2024; Wang
et al., 2024e), and methods for output format speci-
fication (Zhang et al., 2024a; He et al., 2024; Tam
et al., 2024). These techniques, developed through
human insights and extensive experimentation, pro-
vide essential optimization seeds for automated
prompt optimization research.

The second direction addresses domain-specific
prompting, where researchers have developed
specialized techniques for tasks in code genera-
tion (Hong et al., 2024b; Ridnik et al., 2024; Shen
et al., 2024a), data analysis (Hong et al., 2024a;
Liu et al., 2024; Li et al., 2024a), question answer-
ing (Wu et al., 2024a; Zhu et al., 2024; Yang et al.,
2024), decision-makings (Zhang et al., 2024b;
Wang et al., 2024a), and other domains (Guo et al.,
2024b; Ye et al., 2024; Shen et al., 2024b). How-
ever, as applications of LLMs expand to increas-
ingly complex real-world scenarios, manually craft-
ing effective prompts for each domain becomes im-
practical (Zhang et al., 2024a). This challenge has
motivated research in prompt optimization, which
aims to systematically develop effective domain-
specific prompts rather than discovering general
prompting principles.

A.6.2 Prompt Optimization

The design of evaluation frameworks is crucial in
Prompt Optimization (PO), as it determines both
optimization effectiveness and computational effi-
ciency. The evolution of evaluation mechanisms
in PO has progressed from simple evaluation feed-
back collection to sophisticated optimization signal
generation (Chang et al., 2024). Existing PO meth-
ods can be categorized based on their evaluation
sources and mechanisms.

The most common approach relies on ground
truth as the evaluation source, utilizing benchmark-
based numerical assessments (Zhou et al., 2023;
Guo et al., 2024a; Yang et al., 2023; Fernando et al.,
2024; Wang et al., 2024d; Khattab et al., 2023).
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While these methods have demonstrated success
in specific tasks, they typically require substantial
iterations and samples to ensure evaluation stability,
leading to significant computational overhead.

To reduce sample requirements, several methods
(Yan et al., 2024; Yiiksekgoniil et al., 2024; Wu
et al., 2024b; Wang et al., 2024c; Pryzant et al.,
2023; Li et al., 2025) use LLM-as-a-judge (Zheng
et al., 2023) to generate detailed textual feedback.
Although this approach provides richer evaluation
signals with fewer samples, it still depends on
ground truth data, limiting its applicability in open-
ended tasks where reference answers may not exist.

Alternative approaches focus on human prefer-
ences, either through manually designed evaluation
rules or direct human feedback (Chen et al., 2024,
Lin et al., 2024). While these methods can han-
dle open-ended tasks effectively, their reliance on
extensive human involvement contradicts the goal
of automated prompt optimization. Meanwhile,
some researchers explore different evaluation cri-
teria, such as Zhang et al. (2024c)’s proposal to
evaluate prompt effectiveness through output con-
sistency. However, this approach faces a fundamen-
tal challenge: the non-linear relationship between
consistency and effectiveness often leads to subop-
timal evaluation signals.

In contrast to these approaches, SPO introduces
a novel evaluation paradigm that eliminates depen-
dency on external references while maintaining ef-
ficiency. By leveraging only model outputs through
pairwise comparisons, SPO achieves robust evalu-
ation without requiring ground truth, human feed-
back, or extensive sampling, making it particularly
suitable for real-world applications.
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