Towards Agentic RAG with Deep Reasoning:
A Survey of RAG-Reasoning Systems in LL.Ms

Yangning Li'*, Weizhi Zhang>*, Yuyao Yang?, Wei-Chieh Huang?, Yaozu Wu?
Junyu Luo®, Yuanchen Bei®, Henry Peng Zou?, Xiao Luo®, Yusheng Zhao*
Chunkit Chan’, Yankai Chen?*, Zhongfen Deng?, Yinghui Li', Hai-Tao Zheng'*,
Dongyuan Li?, Renhe Jiang?, Ming Zhang*, Yangqiu Song’, Philip S. Yu?
IShenzhen International Graduate School, Tsinghua University
2University of Illinois Chicago 3The University of Tokyo *Peking University
SUniversity of Illinois Urbana-Champaign SUniversity of Wisconsin-Madison "THKUST
yn—-1i23@mails.tsinghua.edu.cn,wzhan42@uic.edu

Abstract

Retrieval-Augmented Generation (RAG) lifts
the factuality of Large Language Models
(LLMs) by injecting external knowledge, yet
it falls short on problems that demand multi-
step inference; conversely, purely reasoning-
oriented approaches often hallucinate or mis-
ground facts. This survey synthesizes both
strands under a unified reasoning-retrieval per-
spective. We first map how advanced reason-
ing optimizes each stage of RAG (Reasoning-
Enhanced RAG). Then, we show how re-
trieved knowledge of different type supply
missing premises and expand context for
complex inference (RAG-Enhanced Reason-
ing). Finally, we spotlight emerging Syn-
ergized RAG-Reasoning frameworks, where
(agentic) LLMs iteratively interleave search
and reasoning to achieve state-of-the-art per-
formance across knowledge-intensive bench-
marks. We categorize methods, datasets,
and open challenges, and outline research av-
enues toward deeper RAG-Reasoning systems
that are more effective, multimodally-adaptive,
trustworthy, and human-centric. The collec-
tion is available at ht tps://github.com/
DavidZWZ/Awesome—RAG-Reasoning.

1 Introduction

The remarkable progress in Large Language Mod-
els (LLMs) has transformed a wide array of fields,
showcasing unprecedented capabilities across di-
verse tasks (Zhao et al., 2023). Despite these ad-
vancements, the effectiveness of LLMs remains
hindered by two fundamental limitations: knowl-
edge hallucinations, due to the static and parametric
manner of their knowledge storage (Huang et al.,
2025b); and struggles with complex reasoning, es-
pecially when tackling real-world problems (Chang
et al., 2024). These limitations have driven the
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development of two major directions: Retrieval-
Augmented Generation (RAG) (Fan et al., 2024a),
which provides LLMs with external knowledge;
and various methods aimed at enhancing their in-
herent reasoning abilities (Chen et al., 2025¢).

The two limitations are inherently intertwined:
missing knowledge can impede reasoning, and
flawed reasoning hinders knowledge utilization
(Tonmoy et al., 2024). Naturally, researchers have
increasingly explored combining retrieval with rea-
soning, though early work followed two separate,
one-way enhancements. The first, Reasoning-
enhanced RAG (Gao et al., 2023b) (Reasoning
— RAQG), leverages reasoning to improve specific
stages of the RAG pipeline. The second path, RAG-
enhanced Reasoning (Fan et al., 2024a) (RAG —
Reasoning), supplies external factual grounding or
contextual cues to bolster LLM reasoning.

While beneficial, the above methods remain
bound to a static Retrieval-Then-Reasoning (RTR)
framework, offering only localized improvements
to individual components. Several inherent limi-
tations persist: (1) Retrieval Adequacy and Accu-
racy cannot be guaranteed; Pre-retrieved knowl-
edge may fail to align with the actual knowledge
needs that emerge during reasoning, especially in
complex tasks (Zheng et al., 2025; Li et al., 2025d).
(2) Reasoning Depth remains constrained. When
retrieved knowledge contains errors or conflicts,
it can adversely interfere with the model’s inher-
ent reasoning capabilities (Li et al., 2025b; Chen
et al., 2025a). (3) System Adaptability proves in-
sufficient. The RTR framework lacks mechanisms
for iterative feedback or dynamic retrieval during
reasoning. This rigidity limits its effectiveness in
scenarios that require adaptive reasoning, such as
open-domain QA or scientific discovery (Xiong
et al., 2025; Alzubi et al., 2025).

As shown in Figure 1, these shortcomings have
catalyzed a paradigm shift toward Synergized Re-
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Figure 1: Overview of the RAG-Reasoning System. The Reasoning-Enhanced RAG methods and RAG-Enhanced
Reasoning methods represent one-way enhancements. In contrast, the Synergized RAG-Reasoning System performs
reasoning and retrieval iteratively, enabling mutual enhancements.

trieval and Reasoning within LLMs (RAG <
Reasoning). These methods support a dynamic,
iterative interplay where reasoning actively guides
retrieval, and newly retrieved knowledge, in turn,
continuously refines the reasoning process. This
trend is further exemplified by recent "Deep Re-
search” products from OpenAl', Gemini?, Perplex-
ity?, and others, which emphasize tightly coupled
retrieval and reasoning (Zhang et al., 2025f). These
systems employ agentic capabilities to orchestrate
multi-step web search and leverage reasoning to
comprehensively interpret retrieved content, solv-
ing problems demanding in-depth investigation.

This survey charts the shift from isolated en-
hancements to cutting-edge synergized frameworks
where retrieval and reasoning are deeply interwo-
ven and co-evolve. While surveys on RAG (Fan
et al., 2024a; Gao et al., 2023b) and LLM Reason-
ing (Chen et al., 2025c; Li et al., 2025e) exist, a
dedicated synthesis focusing on their integration
remains lacking. Our goal is to provide a compre-
hensive overview of how the symbiosis between
retrieval and reasoning is advancing LLM capabili-
ties, with particular emphasis on the move towards
a synergized RAG and Reasoning framework.

The survey is structured as follows: Section 2
introduces the background; Section 3 and 4 review
two one-way enhancements, respectively. Section 5

"https://openai.com/index/
introducing-deep-research/

https://gemini.google/overview/
deep-research/

*https://www.perplexity.ai/hub/blog/
introducing-perplexity-deep-research

unifies both lines into synergized RAG—Reasoning
frameworks. Section 6 lists benchmarks, and Sec-
tion 7 outlines open challenges.

2 Background and Preliminary

RAG mitigates knowledge cut-off of LLMs through
three sequential stages: (i) Retrieval, fetching task-
relevant content from external knowledge stores;
(ii) Integration, deduplicating, resolving conflicts,
and re-ranking the retrieved content; and (iii) Gen-
eration, reasoning over the curated context to pro-
duce the final answer. Concurrently, Chain-of-
Thought technique has significantly enhanced the
reasoning capabilities of modern LLMs by encour-
aging them to “think step by step” before answering.
The synergy between the structured RAG pipeline
and these multi-step reasoning capacities grounds
the emerging RAG-Reasoning paradigm explored
in this survey.

3 Reasoning-Enhanced RAG

Traditional RAG methods first retrieve relevant doc-
uments, then concatenate the retrieved knowledge
with the original query to generate the final answer.
These methods often fail to capture the deeper con-
text or intricate relationships necessary for complex
reasoning tasks. By integrating reasoning capabili-
ties across Retrieval, Integration, and Generation
stages of the RAG pipeline, the system can identify
and fetch the most relevant information, reducing
hallucinations and improving response accuracy.*

*If reasoning only serves to better leverage fixed retrieved
knowledge in a unidirectional manner, it is considered within
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Figure 2: Taxonomy of Recent Advances in RAG-Reasoning System.

3.1 Retrieval Optimization

Retrieval optimization leverages reasoning to im-
prove result relevance and quality. Existing meth-
ods are broadly categorized (1) Reasoning-Aware
Query Reformulation, (2) Retrieval Strategy and
Planning, and (3) Retrieval Model Enhancement.

3.1.1 Reasoning-Aware Query Reformulation

It reformulates the original query to better retrieve
reasoning-relevant context. First, query decompo-
sition breaks down complex queries into simpler
sub-queries (Xu et al., 2025b). Second, query re-
formulation recasts ambiguous queries into more
clear ones. To align with reasoning needs of
generator, certain works train rewrites with RL
signals (Anonymous, 2025; Wang et al., 2025c¢).
Third, query expansion enrich the semantic rich-
ness of the query via CoT reasoning (Dhuliawala
etal., 2024; Li et al., 2024e; Lee et al., 2024).

3.1.2 Retrieval Strategy and Planning

This section covers global retrieval guidance. Ad-
vance planning uses a reasoning model to gener-
ate a complete retrieval blueprint prior to execu-
tion. PAR-RAG (Zhang et al., 2025d) applies CoT
for multi-step planning, mitigating local optima.
LPKG (Wang et al., 2024b) fine-tunes LLMs on
knowledge graphs to encode relational structure. In
contrast, adaptive retrieval decision methods make
a one-step prediction on whether and how to re-
trieve. FIND (Jia et al., 2025) and adaptive RAG

§3.3. In contrast, if reasoning dynamically triggers new
retrieval, it is discussed in §5.

(Jeong et al., 2024) use classifiers to assess query
complexity and select retrieval strategies, reducing
unnecessary calls. Marina et al. (2025) further adds
features like entity popularity and question type.

3.1.3 Retrieval Model Enhancement

A line of work enhances retrievers with reason-
ing via two strategies. The first one leverages
structured knowledge: GNN-RAG (Mavromatis
and Karypis, 2024) encodes knowledge graphs
with GNNs for implicit multi-hop reasoning, while
RuleRAG (Chen et al., 2024c) appends symbolic
rules to guide retrieval toward logical consistency.
Another strategy integrates explicit reasoning: Ji
et al. (2024) combines CoT with the query to im-
prove intermediate knowledge recall in multi-hop

QA.

3.2 Integration Enhancement

Integration enhancement uses reasoning to assess
relevance and merge heterogeneous evidence, pre-
venting irrelevant content from disrupting gener-
ation. Methods fall into two categories: (1) rele-
vance assessment and (2) information synthesis.

3.2.1 Relevance Assessment & Filtering

These methods assess the relevance of each re-
trieved fragment to the user query through deeper
reasoning. SEER (Zhao et al., 2024c) employs
assessor experts to select faithful, helpful, and con-
cise evidence while discarding irrelevant content.
Yoran et al. (2024) improves robustness by filtering
non-entailing passages using an NLI model, then

12122



fine-tuning the LLM on mixed relevant/irrelevant
contexts to help it ignore residual noise.

3.2.2 Information Synthesis & Fusion

Once relevant snippets are identified, the challenge
is to fuse them into a coherent evidence set. Beam-
AggR (Chu et al., 2024) enumerates sub-question
answer combinations and aggregates them via prob-
abilistic reasoning. DualRAG (Cheng et al., 2025)
combines reasoning-augmented querying with pro-
gressive knowledge aggregation to filter and or-
ganize retrieved information into an evolving out-
line. CRP-RAG (Xu et al., 2024) builds a rea-
soning graph to retrieve, evaluate, and aggregate
knowledge at each node, dynamically selecting
knowledge-sufficiency paths before generation.

3.3 Generation Enhancement

Even with retrieved context, traditional RAG may
still generate unfaithful content without reasoning.
Reasoning during generation addresses this issue
through two main approaches: (1) context-aware
synthesis and (2) grounded generation control.

3.3.1 Context-Aware Synthesis Strategies

Context-aware generation ensures outputs remain
relevance while reducing noise. Selective—context
utilization prunes or re-weights content based on
task relevance. Open-RAG (Islam et al., 2024)
uses a sparse expert mixture to dynamically select
knowledge modules, while RARE (Wang et al.,
2025d) adds domain knowledge to prompts to pro-
mote reliance on external context over memoriza-
tion. Reasoning path generation builds explicit log-
ical chains to enhance transparency, e.g., Ranaldi
et al. (2024) generate contrasting explanations by
comparing paragraph relevance step-by-step, guid-
ing the model toward accurate conclusions. Self-
Reasoning (Xia et al., 2025b) constructs structured
reasoning chains through sequential evidence se-
lection and verification.

3.3.2 Grounded Generation Control

Grounded generation control introduces verifica-
tion mechanisms to ensure outputs remain an-
chored to retrieved evidence through reasoning.
Fact verification methods use reasoning to assess
factual consistency between generated content and
retrieved evidence, e.g., Self-RAG (Asai et al.,
2023) introduces reflection markers during decod-
ing to trigger critical review and correction. Cita-
tion generation links generated content to source
materials to enhance traceability and credibility, as

in RARR (Gao et al., 2023a), which inserts cita-
tions while preserving stylistic coherence. Faith-
ful reasoning ensures that each reasoning step ad-
heres to retrieved evidence without introducing
unverified content. TRACE (Fang et al., 2024)
builds knowledge graphs to form coherent evidence
chains, while AlignRAG (Wei et al., 2025b) applies
criticism alignment to refine reasoning paths.

4 RAG-Enhanced Reasoning

Integrating external knowledge or in-context
knowledge during reasoning can help LLMs reduce
hallucinations and bridge logical gaps. External re-
trieval leverages structured sources like databases
or web content, providing factual grounding, like
TIAG (Zhang et al., 2023). In-context retrieval uti-
lizes internal contexts like prior interactions or
training examples, enhancing contextual coherence,
like RA-DT (Schmied et al., 2024). Both strategies
collectively improve factual accuracy, interpretabil-
ity, and logical consistency of reasoning processes.

4.1 External Knowledge Retrieval

External knowledge retrieval incorporates web
content, database information, or external tools
into reasoning, effectively filling knowledge gaps.
Targeted retrieval improves factual accuracy, en-
abling language models to reliably address complex
queries by grounding reasoning steps in verified
external evidence.

4.1.1 Knowledge Base

Knowledge base (KB) typically stores arithmetic,
commonsense, or logical knowledge in databases,
books, or documents, with retrieval approaches
varying by task. For question answering (QA) rea-
soning, AlignRAG (Wei et al., 2025b), MultiHop-
RAG (Tang and Yang, 2024), and CRP-RAG (Xu
et al., 2025a) retrieve interconnected factual entries
from general KBs to enhance sequential reasoning.
In specialized reasoning tasks, mathematical ap-
proaches like Premise-Retrieval (Tao et al., 2025)
and ReaRAG (Lee et al., 2025) utilize formal lem-
mas from theorem libraries for structured deduc-
tion; legal approaches like CASEGPT (Yang, 2024)
and CBR-RAG (Wiratunga et al., 2024) extract
judicial precedents for analogical reasoning. For
code generation tasks, CodeRAG (Li et al., 2025a)
and Koziolek et al. (2024) access code snippets
from repositories, ensuring syntactic correctness.
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4.1.2 Web Retrieval

Web retrieval accesses dynamic online content like
web pages, news or social media. Specifically,
in fact-checking tasks, approaches such as Ver-
aCT Scan (Niu et al., 2024), Ragar (Khaliq et al.,
2024), PACAR (Zhao et al., 2024b), and STEEL
(Li et al., 2024b) verify claims step-by-step using
evidence from news or social media, enhancing log-
ical reasoning. Meanwhile, QA-based reasoning
like RARE (Tran et al., 2024), RAG-Star (Jiang
et al., 2024), MindSearch (Chen et al., 2024b),
and OPEN-RAG (Islam et al., 2024) iteratively
refine reasoning with broad web content, aligning
with current trends in agentic search, which involve
synthesizing complex online materials to enhance
context-aware and robust reasoning. Conversely, in
specialized areas like medical domain, FRVA (Fan
et al., 2024b) and ALR? (Li et al., 2024d) retrieve
literature for accurate diagnostics.

4.1.3 Tool Using

Tool-using approaches leverage external resources
like calculators, libraries, or APIs to enhance rea-
soning interactively. In QA-based reasoning, Re-
Invoke (Chen et al., 2024a), AVATAR (Wu et al.,
2024), ToolkenGPT (Hao et al., 2023), and Tool-
LLM (Qin et al., 2023) invoke calculators or APIs
(e.g., Yahoo Finance, Wikidata), improving numer-
ical accuracy and factual precision. Within the con-
text of scientific modeling, SCIAGENT (Ma et al.,
2024b) and TRICE (Qiao et al., 2024) integrate
symbolic computation tools (e.g., WolframAlpha),
strengthening computational robustness. Similarly,
in mathematical computation, 1lm-tool-use (Luo
et al., 2025b) autonomously employs calculators
for accurate numerical reasoning. Distinctively in
code generation tasks, RAR (Dutta et al., 2024)
retrieves code documentation via OSCAT libraries,
ensuring syntactic accuracy and executable logic.

4.2 In-context Retrieval

In-context retrieval leverages a model’s internal
experiences or retrieved examples from demonstra-
tions and training data to guide reasoning. This
retrieval provides relevant exemplars, guiding mod-
els to emulate reasoning patterns and enhancing
accuracy and logical coherence in novel questions.

4.2.1 Prior Experience

Prior experience refers to past interactions or suc-
cessful strategies stored in a model’s internal mem-
ory, with retrieval varying by task. In tasks in-

volving planning and decision-making tasks such
as robot path finding, RAHL (Sun et al., 2024a)
and RA-DT (Schmied et al., 2024) leverage past
decisions and reinforcement signals for sequential
reasoning. For interactive reasoning tasks, JARVIS-
1 (Wang et al., 2024f), RAP (Kagaya et al., 2024),
and EM-LLM (Fountas et al., 2024) dynamically
recall multimodal interactions and conversational
histories, facilitating adaptive reasoning for person-
alized interactions. In the domain for logical rea-
soning, CoPS (Yang et al., 2024a) retrieves struc-
tured prior cases for robust logical reasoning in
medical and legal scenarios.

4.2.2 Example or Training Data

Unlike approaches relying on prior experiences,
example-based reasoning retrieves external exam-
ples from demonstrations or training data. For ex-
ample, In complex text-understanding, RE4 (Li
et al., 2024¢) and Fei et al. (2024) utilize anno-
tated sentence pairs to enhance relation recogni-
tion. Addressing QA-based reasoning, OpenRAG
(Zhou and Chen, 2025), UPRISE (Cheng et al.,
2023), MoD (Wang et al., 2024c), and Dr.ICL (Luo
et al., 2023) select demonstrations closely match-
ing queries, improving generalization. Addition-
ally, in code generation tasks, PERC (Yoo et al.,
2025) retrieves pseudocode by semantic or struc-
tural similarity from datasets like HumanEval, en-
suring alignment with target code.

5 Synergized RAG-Reasoning

Many real-world problems, such as open-domain
question answering (Yang et al., 2015; Chen and
Yih, 2020) and scientific discovery (Lu et al., 2024;
Wang et al., 2023; Baek et al., 2024; Schmidgall
et al., 2025), require an iterative approach where
new evidence continuously informs better reason-
ing and vice versa. A single retrieval step may not
provide sufficient information, and a single round
of reasoning may overlook key insights (Trivedi
et al., 2023). By tightly integrating retrieval and
reasoning in a multi-step, interactive manner, these
systems can progressively refine both the search rel-
evance of retrieved information and the reasoning-
based understanding of the original query. We
focus on two complementary perspectives within
existing approaches: reasoning workflows, which
emphasize structured, often pre-defined inference
formats for multi-step reasoning; and agent orches-
tration, which focus on how agents interact with
environment and coordinate with each others.
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5.1 Reasoning Workflow

Broadly, the reasoning workflows can be catego-
rized as chain-based, tree-based, or graph-based,
reflecting an evolution from linear reasoning chains
to branching and expressive reasoning structures.

5.1.1 Chain-based

Chain-of-Thought (CoT) (Wei et al., 2022) struc-
tures the reasoning process as a linear sequence
of intermediate steps. However, relying solely on
the parametric knowledge of LLMs can lead to
error propagation. To solve this, IRCoT (Trivedi
etal., 2023) and Rat (Wang et al., 2024g) interleave
retrieval operations between reasoning steps. Sev-
eral recent methods further improve the robustness
and rigor of this chain-based paradigm via verifi-
cation and filtering. CoV-RAG (He et al., 2024a)
introduces a chain-of-verification that checks and
corrects each reasoning step against retrieved ref-
erences. To combat noisy or irrelevant context, ap-
proaches like RAFT (Zhang et al., 2024a) fine-tune
LLMs to ignore distractor documents, while Chain-
of-Note (Yu et al., 2024) prompts the model to take
sequential “reading notes” on retrieved documents
to filter out unhelpful information.

5.1.2 Tree-based

Tree-based reasoning methods typically adopt ei-
ther Tree-of-Thought (ToT) (Yao et al., 2023a)
or Monte Carlo Tree Search (MCTS) (Browne
et al., 2012) approaches. ToT extends the CoT
to explicitly construct a deterministic reasoning
tree and branch multiple logical pathways. Exam-
ples include RATT (Zhang et al., 2025a), which
construct retrieval-augmented thought trees to si-
multaneously evaluate multiple reasoning trajec-
tories. Such ToT principles avoid LLM being
trapped by an early mistaken assumption and have
been applied to address ambiguous questions (Kim
et al., 2023), to cover different diagnostic possibili-
ties (Yang and Huang, 2025), and to create complex
stories (Wen et al., 2023). Conversely, MCTS-
based approaches like AirRAG (Feng et al., 2025),
ARise (Zhang et al., 2025h), MCTS-RAG (Hu
et al., 2025b), and SeRTS (Hu et al., 2024) employ
probabilistic tree search, dynamically prioritizing
exploration based on heuristic probabilities. To en-
sure retrieval and reasoning quality, AirRAG (Feng
et al., 2025) incorporates self-consistency checks,
and MCTS-RAG (Hu et al., 2025b) integrates adap-
tive MCTS retrieval to refine evidence and reduce
hallucinations.

5.1.3 Graph-based

Walk-on-Graph methods mainly rely on graph
learning techniques for the retrieval and rea-
soning.  For example, PullNet (Sun et al,
2019), QA-GNN (Yasunaga et al., 2021), and
GreaseLM (Zhang et al., 2022b) directly integrate
graph neural networks (GNNG5) to iteratively aggre-
gate information from neighbor nodes, excelling
at modeling the intricate relationships inherent in
graph-structured data. Methods such as SR (Zhang
et al., 2022a), LightRAG (Guo et al., 2024), and
StructRAG (Li et al., 2024h) employ lightweight
graph techniques such as vector indexing and
PageRank to efficiently retrieve and reason in multi-
hop context, providing the LLM with high-quality,
structured content tailored for the queries. In con-
trast, Think-on-Graph methods integrate graph
structures directly into the LLM reasoning loop,
enabling dynamic and iterative retrieval and reason-
ing processes guided by the LLMs themselves. In
the Think-on-Graph (ToG) framework (Sun et al.,
2024b; Ma et al., 2024a), the LLM uses the KG as
a “reasoning playground”: at each step, it decides
which connected entity or relation to explore next,
gradually building a path that leads to the answer.
While Graph-CoT (Jin et al., 2024) introduces a
three-stage iterative loop (reasoning, graph inter-
action, and execution), KGP (Wang et al., 2024d)
prioritize first constructing a document-level KG,
both enabling LL.M-driven graph traversal agent
to navigate passages in each step with globally co-
herent context. GraphReader (Li et al., 2024f) and
GIVE (He et al.) further refines this paradigm by
coupling LLM reasoning with explicit external sub-
graph evidence and memories at each step.

5.2 Agent Orchestration

According to agent architectures (Luo et al., 2025a),
we organize existing work into single-agent and
multi-agent. Particularly, we have attached recent
advances in agentic deep research and implementa-
tions in Appendix B.

5.2.1 Single-Agent

Single agentic system interweaves knowledge re-
trieval (search) into an LLM’s reasoning loop, en-
abling dynamic information lookup at each step
of problem solving and incentivizing it to actively
seek out relevant evidence when needed.

The ReAct (Yao et al., 2023b) paradigm and its
derivatives (Li et al., 2025b; Alzubi et al., 2025)
have pioneered this prompting strategy by guid-
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ing LL.Ms to explicitly alternate between reason-
ing steps and external tool interactions, such as
database searches. Different from ReAct that sepa-
rates reasoning and action, with explicit commands
like ““search” triggering external retrieval, meth-
ods such as Self-Ask (Press et al., 2023) and IR-
CoT (Trivedi et al., 2023) prompt the model to
recursively formulate and answer sub-questions,
enabling interleaved retrieval within the Chain-of-
Thought (step-by-step retrieval and reasoning). In-
volving self-reflection strategies, DeepRAG (Guan
et al., 2025) and Self-RAG (Asai et al., 2024) em-
power LLMs to introspectively assess their knowl-
edge limitations and retrieve only when necessary.
Rather than relying solely on prompting or static
retrievers, Toolformer (Schick et al., 2023) and IN-
TERS (Zhu et al., 2024) represent a complementary
approach via supervised fine-tuning (SFT) LLMs
on instruction-based or synthetic datasets that inter-
leave search and reasoning. Synthetic data genera-
tion (Schick et al., 2023; Mao et al., 2024; Zhang
et al., 2024a) aims to create large-scale, diverse,
and task-specific datasets for search without the
need for extensive human annotation. In contrast,
instruction-based data reformulation (Zhu et al.,
2024; Wang et al., 2024a; Lin et al., 2023; Nguyen
et al., 2024) repurposes existing datasets into in-
structional formats to fine-tune models for im-
proved generalization and alignment with human-
like reasoning. INTERS (Zhu et al., 2024) exem-
plifies this approach by introducing a SFT dataset
encompassing 20 tasks, derived from 43 distinct
datasets with manually written templates.
Reinforcement learning (RL)-incentivized ap-
proaches provides a mechanism to optimize answer
quality via reward signals on incentivizing agents’
behaviors — what to search, how to integrate re-
trieved evidence, and when to stop, aiming at com-
plex knowledge-intensive tasks (or “deep research”
questions). Notable efforts like WebGPT (Nakano
et al., 2021) and RAG-RL (Huang et al., 2025a)
focus on improving reasoning fidelity by rewarding
outputs based on factual correctness or human pref-
erence. More recent contributions operate directly
in dynamic environments (e.g., live web search, lo-
cal search tools), training agents to explore, reflect,
and self-correct in noisy real-world conditions. For
example, Search-R1 (Jin et al., 2025) learns to gen-
erate <search> token during reasoning and con-
currently R1-Searcher (Song et al., 2025) builds
on RL-driven search demonstrating strong gener-
alization across domains. Deep-Researche (Zheng

et al., 2025) make step further by introducing the
first end-to-end RL-trained research agent that in-
teracts with the open web. These settings showcase
emergent capabilities, like decomposition, itera-
tive verification, and retrieval planning, that su-
pervised methods often hard to instill. Moreover,
ReSearch (Chen et al., 2025b) and ReARTeR (Sun
et al., 2025c¢) tackle a deeper challenge: not just
producing correct answers, but aligning reasoning
steps with both factuality and interpretability.

5.2.2 Multi-Agent

The exploration of multi-agent collaboration within
RAG and reasoning has led to diverse orchestra-
tions: centralized architectures (harness collective
intelligence from workers-manager paradigm) and
decentralized architectures (leverage complemen-
tary capabilities from role-specialized agents).
Decentralized architectures deploy multiple
agents to collaboratively perform retrieval, reason-
ing, and knowledge integration, aiming to broaden
coverage of relevant information and fully exploit
the heterogeneous strengths of specialized agents.
Wang et al. (2024¢e) and Salve et al. (2024) in-
troduce multi-agent systems where each agent re-
trieves from a partitioned database or a specific data
source (relational databases, NoSQL document
stores, etc.). Beyond retrieval, Collab-RAG (Xu
et al., 2025b) and RAG-KG-IL (Yu and McQuade,
2025) integrate different model capacities and as-
sign them different roles in reasoning and knowl-
edge integration. This philosophy extends to multi-
modal settings as in MDocAgent (Han et al., 2025),
which employs a team of text and image agents to
process and reason the document-based QA. A gen-
eral formulation is seen in Agentic reasoning (Wu
et al., 2025c¢), which unites tool-using agents for
search, computation, and structured reasoning, or-
chestrated to solve complex analytical tasks.
Centralized architectures structure agents in hi-
erarchical centralized patterns, supporting efficient
task decomposition and progressive refinement.
HM-RAG (Liu et al., 2025) and SurgRAW (Low
et al., 2025) both employ decomposer-retriever-
decider architectures, where different agent roles
isolate subproblems such as multimodal processing
or surgical decision-making. Wu et al. (2025a) and
Iannelli et al. (2024) emphasize dynamic routing
and system reconfiguration, respectively—enabling
intelligent agent selection based on task relevance
or resource constraints. Chain of Agents (Zhang
et al., 2024c) and the cooperative multi-agent con-
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trol framework for on-ramp merging (Zhang et al.,
2025¢) illustrate hierarchical agent designs where
layered processing enables long-context summa-
rization or policy refinement. Collectively, these
works demonstrate how centralized control and hi-
erarchical pipelining foster efficiency and adapt-
ability in multi-agent RAG-reasoning systems.

6 Benchmarks and Datasets

Benchmarks and datasets for simultaneously evalu-
ating knowledge (RAG) and reasoning capability
cover a wide range of complexities, from basic
fact retrieval to intricate multi-step reasoning in
general or specific domains. We categorize no-
table benchmarks in several tasks and list them in
Table 1 and highlight their details and properties.
These representative tasks include Web browsing,
such as BrowseComp (Wei et al., 2025a), single-
hop QA, such as TriviaQA (Joshi et al., 2017),
multi-hop QA, such as HotpotQA (Yang et al.,
2018), multiple-choice QA, such as MMLU-Pro
(Wang et al., 2025b), mathematics, such as MATH
(Hendrycks et al., 2021), and code-centric eval-
uations from LiveCodeBench (Jain et al., 2024).
More tasks can refer to Appendix A and Table 2.

7 Future Work

Future research directions for Synergized RAG-
Reasoning systems center around enhancing both
reasoning and retrieval capabilities to meet real-
world demands for accuracy, efficiency, trust, and
user alignment. We outline several key challenges
and opportunities below.

* Reasoning Efficiency. Despite their advantages
in complex reasoning, Synergized RAG-Reasoning
systems can suffer significant latency due to itera-
tive retrieval and multi-step reasoning loops (Sui
et al., 2025). For instance, executing a single deep
research query can take over 10 minutes in prac-
tical settings. This issue is especially pronounced
in chain-based workflows discussed in Section 5.
Future research should explore reasoning efficiency
through latent reasoning approaches and strategic
control over reasoning depth via thought distilla-
tion and length-penalty (Xia et al., 2025a; Zhang
et al., 2025b). Beyond reasoning itself, emerging
directions in models compression like quantization,
pruning, and knowledge distillation is worth to ex-
plore for efficient small RAG-reasoning systems.

* Retrieval Efficiency. On the retrieval side, effi-
ciency demands budget-aware query planning and

memory-aware mechanisms that cache prior evi-
dence or belief states to reduce redundant access
(Zhao et al., 2024a). Additionally, adaptive re-
trieval control, learning when and how much to
retrieve based on uncertainty signals can reduce
wasteful operations. These technical paths push
the system beyond static RAG, toward dynamic
self-regulation of efficient retreival behaviors un-
der real-world constraints.

* Human-Agent Collaboration. Many applica-
tions of RAG-Reasoning, such as literature reviews
or interactive programming, are inherently person-
alized and cannot assume users know precisely
what to ask or how to process retrieved results (Sun
et al., 2025b). Corresponding to Section 5.2, hu-
mans can act as advanced agents, providing nu-
anced feedback to steer reasoning processes. Fu-
ture systems should develop methods for modeling
user intent under uncertainty (Zhang et al., 2025e;
Yang et al., 2025), building interactive interfaces
for iterative clarification, and designing agents that
adapt reasoning strategies based on user exper-
tise and preferences (Zhang et al., 2025¢g). This
human-in-the-loop approach (Zou et al., 2025) is
essential for creating robust and user-aligned RAG-
Reasoning systems in open-ended domains.

* Agentic Structures and Capabilities. A key fea-
ture of Synergized RAG-Reasoning is its agentic ar-
chitecture, where the system autonomously decides
the roles of different agents and which tools or re-
trieval strategies to invoke during inference stages
(Luo et al., 2025a; Bei et al., 2025). To fully ex-
ploit this potential, future research should focus on
developing agent frameworks capable of dynamic
tool selection, retrieval planning, and adaptive or-
chestration across reasoning workflows. Such ca-
pabilities enable flexible, context-aware problem
solving and are critical for handling diverse, com-
plex tasks (Schneider, 2025).

* Multimodal Retrieval. As also shown in our
benchmark analysis, most existing Synergized
RAG-Reasoning systems remain confined to text-
only tasks. However, real-world applications in-
creasingly require the ability to retrieve and inte-
grate multimodal content (Liang et al., 2024; Hu
et al., 2025a). Future research should move beyond
the traditional vision-text paradigm to achieve gen-
uine multimodality. This advancement necessitates
strengthening foundational abilities of MLLMs,
including grounding and cross-modal reasoning
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Task Dataset Domain  Knowledge Source Knowledge Type Reasoning Size Input Output
BrowseComp (Wei et al., 2025a) General Human, Internet Commonsense, Logical Deductive 1,266 Question/Text  Natural Language
GAIA (Mialon et al., 2023) General Internet, TooL Commonsense, Logical Deductive 466 Question/Text, Natural Language
Image/File/Code
WebWalkerQA (Wu et al., 2025b) General Human, LLM Commonsense, Logical Deductive 680 Question/Text  Natural Language
TriviaQA (Joshi et al., 2017) General Internet Commonsense, Logical Deductive 650,000+  Question/Text Natural Language
NQ (Kwiatkowski et al., 2019) General Internet Commonsense, Logical Deductive 307,373 Question/Text  Natural Language
Multi-hop QA 2WikiMultiHopQA (Ho et al., 2020) ~ General Internet Commonsense, Logical Deductive 192,606 Question/Text  Natural Language
HotpotQA (Yang et al., 2018) General Internet Commonsense Deductive 113,000 Question/Text  Natural Language
MuSiQue (Trivedi et al., 2022) General Previous Resource, Commonsense, Logical Deductive 25,000 Question/Text  Natural Language
Internet
QUuALITY (Pang et al., 2022) Narrative Books Commonsense, Logical Deductive, 6,737 Question/Text, Options
Abductive Options
MMLU-Pro (Wang et al., 2025b) Science Previous Resource, Arithmetic, Commonsense, Deductive, 12,032 Question/Text,  Natural Langue,
Internet Logical Inductive Options Number, Options
MATH (Hendrycks et al., 2021) Math Exam Arithmetic, Logic Deductive 12,500 Question/Text, Natural Langue,
Figure, Equation Number
AQuA (Ling et al., 2017) Math Exam, Internet, Arithmetic, Logic Deductive 100,000 Question/Text,  Natural Langue,
Previous Resource Options, Equation Options
Code Refactoring Oracle (Tsantalis et al., ~ Software Internet, Human Logical Deductive 7,226  Code, Instruction Code
2020)
LiveCodeBench (Jain et al., 2024) Contest Internet Logical Deductive, 500+ Question/Text, Code, Test Output

Abductive Code, Instruction

Table 1: Overview of representative knowledge and reasoning intensive benchmarks by task category.

(Liang et al., 2024). Additionally, enhancing the
agentic capabilities of these models through hybrid-
modal chain-of-thought reasoning is crucial, en-
abling interaction with the real world via multi-
modal search tools (Wang et al., 2025a). Concur-
rently, developing unified multimodal retrievers
that can jointly embed images, tables, text, and
heterogeneous documents is essential.

* Retrieval Trustworthiness. Synergized RAG-
Reasoning systems remain vulnerable to adversar-
ial attacks through poisoned or misleading external
knowledge sources. Ensuring the trustworthiness
of retrieved content is therefore crucial for main-
taining fully reliable downstream reasoning (Huang
et al., 2024). Techniques like watermarking and
digital fingerprinting have been employed to en-
hance system traceability. However, there’s a press-
ing need to develop more dynamic and adaptive
methods that can keep pace with the evolving land-
scape of LLMs, emerging attack techniques, and
shifting model contexts (Liu et al., 2024). Existing
studies have also individually explored uncertainty
quantification and robust generation to bolster sys-
tem reliability (Shorinwa et al., 2025). Future re-
search should aim to integrate these approaches,
as their combination can mutually reinforce sys-
tem robustness and trustworthiness. Moreover, fu-
ture efforts should also focus on extending current
benchmarks to encompass multi-dimensional trust
metrics beyond mere accuracy.

8 Conclusion

This survey charts the rapid convergence of re-
trieval and LLM reasoning. We reviewed three evo-

lutionary stages: (1) Reasoning-Enhanced RAG,
which uses multi-step reasoning to refine each stage
of RAG; (2) RAG-Enhanced Reasoning, which
leverages retrieved knowledge to bridge factual
gaps during long CoT; and (3) Synergized RAG-
Reasoning systems, where single- or multi-agents
iteratively refine both search and reasoning, ex-
emplified by “Deep Research”. Collectively, these
lines demonstrate that tight retrieval-reasoning cou-
pling improves factual grounding, logical coher-
ence, and adaptability beyond one-way enhance-
ment. Looking forward, we identify research av-
enues toward synergized RAG-Reasoning systems
that are more effective, multimodally-adaptive,
trustworthy, and human-centric.

Limitations

While this survey synthesizes over 200 research
papers across RAG and reasoning with large lan-
guage models, its scope favors breadth over depth.
In striving to provide a unified and comprehen-
sive taxonomy, we may not delve deeply into the
technical nuances or implementation details of indi-
vidual methods-especially within specialized sub-
fields of either RAG (e.g., sparse vs. dense re-
trieval, memory-augmented retrievers) or reason-
ing (e.g., formal logic solvers, symbolic methods,
or long-context reasoning). Moreover, our cate-
gorization framework (reasoning-enhanced RAG,
RAG-enhanced reasoning, and synergized RAG
and reasoning) abstracts across diverse methodolo-
gies. While this facilitates a high-level understand-
ing of design patterns, it may obscure the finer-
grained trade-offs, assumptions, and limitations
unique to each class of approach.
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A Full Benchmark

Section 6 introduces representative benchmarks for
different RAG-reasoning tasks. This appendix com-
plements that discussion with a comprehensive list
of benchmarks organized by task and domain. Ta-
ble 2 details each benchmark’s attributes, including
the publication venue, code repository, task cate-
gory, domain, primary knowledge sources, knowl-
edge type, and reasoning capabilities. By consoli-
dating these attributes into a single table, we facili-
tate the selection and comparison of benchmarks,
enabling researchers to identify the most suitable
datasets for future studies on RAG-enhanced rea-
soning.

Our benchmark compilation is primarily derived
from the methods surveyed in Sections 3 to 5 of
this paper, with a particular focus on synergized
approaches discussed in Section 5. We deliber-
ately targeted benchmarks that require both exter-
nal knowledge retrieval and internal deep reason-
ing, as this dual requirement reflects real-world
scenarios where models must not only access rel-
evant information but also integrate and reason
over it effectively. For example, in the QA do-
main, we include datasets that necessitate synthe-
sizing evidence across multiple documents to an-
swer questions that cannot be resolved through
single-sentence retrieval. HotpotQA (Yang et al.,
2018) exemplifies this challenge, requiring reason-
ing across different Wikipedia articles. In coding
tasks, benchmarks such as LiveCodeBench (Jain
etal., 2024) and Refactoring Oracle (Tsantalis et al.,
2020) extend beyond pure algorithmic problem-
solving by demanding retrieval of external code
snippets and documentation. Similarly, in mathe-
matics, benchmarks like MATH (Hendrycks et al.,
2021) and AQUA-RAT (Das et al., 2024) assess
not only computational proficiency but also the re-
trieval of relevant theorems and formulas, testing
the model’s ability to integrate external mathemati-
cal knowledge with internal reasoning processes.

In addition to established benchmarks, we have
incorporated newer and more challenging datasets
that better mirror real-world applications. These
datasets often demand extensive retrieval processes
combined with expert-level or domain-specific
reasoning, as seen in Humanity’s Last Exam
(HLE) (Phan et al., 2025) and web search evalua-
tion tasks like BrowseComp (Wei et al., 2025a).
Overall, our collection encompasses 46 bench-
marks covering 13 distinct tasks across 12 domains,

each explicitly annotated with features such as
knowledge source, knowledge type, and reasoning
capacity. This breadth ensures coverage of diverse
domains and task types, forming a solid foundation
for evaluating the interplay between retrieval and
reasoning in RAG systems.

Within this benchmark set, single-hop QA
datasets like TriviaQA (Joshi et al., 2017) focus on
precise retrieval and fact recall, requiring models
to locate and synthesize a single piece of evidence.
In contrast, multi-hop QA benchmarks such as Hot-
potQA (Yang et al., 2018) and MuSiQue (Trivedi
et al., 2022) challenge models to chain information
from multiple documents and employ deductive
reasoning to bridge disparate facts into coherent
answers. Structured knowledge benchmarks, such
as GraphQA (He et al., 2024c), require reasoning
over relational graph representations, integrating
nodes and edges to resolve complex queries be-
yond plain text retrieval. Complementing these
open-ended tasks, multiple-choice evaluations like
MMLU-Pro (Wang et al., 2025b) test domain-
specific knowledge in areas such as science, history,
or law, assessing the model’s ability to perform
various reasoning styles, including inductive and
abductive inference. Multimodal QA benchmarks,
like WebShop (Yao et al., 2022), test a model’s
capacity to align textual and visual information
to determine the correct answer. Long-form QA
datasets such as coBENCH (Zhang et al., 2024b)
evaluate models’ ability to maintain logical consis-
tency and perform inductive reasoning over lengthy
contexts. Collectively, these benchmarks establish
a comprehensive evaluation chain for systemati-
cally assessing RAG-reasoning capabilities.

Beyond text-based QA, RAG-augmented bench-
marks span diverse tasks involving long-form
generation, interactive reasoning, and domain-
specific challenges in mathematics and pro-
gramming. Mathematics benchmarks such as
MATH (Hendrycks et al., 2021) draw from
competition-level problems to assess arithmetic
and symbolic reasoning. Summarization tasks
like XSum (Narayan et al., 2018) evaluate a
model’s ability to condense entire news articles
into concise summaries while preserving factual
correctness.  Fact-checking benchmarks, such
as FEVER (Thorne et al., 2018), test the ca-
pacity for evidence retrieval and claim verifica-
tion. Code-focused evaluations, including Live-
CodeBench (Jain et al., 2024), examine deductive
and abductive reasoning in the context of algo-
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Dataset Venue  Resource Task Domain K ge Source K ge Type ing C: ili Size Input Output

Code
LiveCodeBench (Jain  Arxiv'24 Link Code General Internet Logical Deductive, Abductive 1,055  Question/Text, Code, Code Instance, Test
etal., 2024) Instruction Output
Refactoring Oracle IEEE’22 Link Code Software Internet, Human Logical Deductive 7,226 Code, Instruction Code Instance
(Tsantalis et al., 2020)
ColBench (Zhou et al., ~ Arxiv'25 Link Code Software LLM, Human Logical Abductive, Inductive 10,000+ Question/Text, Code Instance
2025b) Links/Sources, Code
Math
MATH (Hendrycks NeurIPS’2]  Link  Domain-specific Math Exam/Competition Logical, Arithmetic Deductive 12,500 Question/Text, Number, Natural
etal., 2021) QA Equations Language
MiniF2F (Zheng et al., ICLR’22 Link  Domain-specific Math Exam/Competition, Logical, Arithmetic Deductive 488 Question/Text, Number, Natural
021) QA 0kS. Equations Language
AQuA (Ling et al., Arxiv’l7 Link  Domain-specific Math Previous Source,  Arithmetic, Logical Deductive 100,000 Question/Text, Natural Language,
2017) QA Exam/Competition, Options, Equations ~ Options/Labels
Internet
Fact Checking
%QZAE (Yang et al., NeurlPS’24  Link Fact Checking General Internet Commonsense  Deductive, Abductive 4,409 Question/Text Natural Language
4b)
CREAK (Onoe et al., NeurIPS’21  Link Fact Checking General Human Commonsense Deductive, Abductive, 13,000 Question/Text Options/Labels,
2021) Analogical Natural Language
Fever (Thorne et al., ACL’'18 Link Fact Checking General Internet Logical Deductive, Abductive 185,445 Question/Text, Natural Language,
2018) Links/Sources Options/Labels
PubHealth (Kotonya EMNLP’20  Link Fact Checking Health Internet Commonsense, Abductive, Deductive 11,800 Question/Text Natural Language,
and Toni, 2020) Logical Options
Graph QA
GraphQA (Heetal.,  NeurIPS’24  Link Graph QA General Previous Source Ce Deductive, Abducti 107,503 Question/Text Natural Language
2024c) Multimodal
g&%FNCH (Jinetal., ACL'24 Link Graph QA General LLM, Human Logical Deductive, Inductive 1,740 Question/Text Natural Language
Long-form QA
oo BENCH (Zhang Arxiv'24 Link Long-form QA General Internet, Human ~ Multimodal, Logical Inductive, Abductive 3,946  Question/Text, Code, Natural Language,
etal., 2024b) Equations Number, Code
Instance
Multimodal QA
CrisisMMD (Alam Arxiv’l8 Link  Multimodal QA Crisis Response ~ Media, Internet Commonsense, Abductive 16,097 Question/Text, Options, Natural
etal., 2018) Multimodal Figure/Image Language
ALFWORLD (Shridhar ICLR’21 Link  Multimodal QA Game Previous Source Multimodal Deductive, Abductive 3,827 Question/Text, ~ Natural Language
etal) Figure/Image
MMLongBench-DOC NeurIPS’24  Link Multimodal QA Narrative Previous Source, Multimodal Deductive, Abductive 1,082 Figure/Image, Natural Language,
(Ma et al., 2025) Internet Question/Text, Number
Documents
LongDocURL (Deng Arxiv'24 Link  Multimodal QA Narrative Internet, Previous Multimodal Deductive, Abductive 2,325 Figure/Image, Natural Language,
etal., 2024) Source, LLM Question/Text, Number
Documents
UDA (Hui et al., 2024) NIPS’24 Link Multimodal QA Narrative Internet, Multimodal Deductive 29,590 Documents, Natural Language,
Paper/Report Question/Text Number
SCIENCEQA (Lu et al., Neur[PS’22  Link  Multimodal QA Science Human Logical, Multimodal Deductive 21,000 Question/Text, Options, Natural
2022) Options, Language, Number
Figure/Image
WebShop (Yao etal., Neur[PS’22 Link  Multimodal QA E-commerce Internet Multimodal Inductive, Abductive 12,087 Instruction, Natural Language,
2022) Question/Text Tmage/Figure
SurigCOTBench (Low Arxiv’25 — Multimodal QA Health Human Multimodal, Logical Abductive, Deductive 14,176 Question/Text, Options, Natural
etal., 2025) Figure/Image, Language, Number
Options

Table 2: Full representative knowledge and reasoning intensive benchmarks across diverse task categories (Part 1).
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https://github.com/LiveCodeBench/LiveCodeBench
https://github.com/tsantalis/RefactoringMiner
https://huggingface.co/datasets/facebook/collaborative_agent_bench
https://github.com/hendrycks/math
https://github.com/openai/miniF2F
https://github.com/google-deepmind/AQuA
https://github.com/facebookresearch/CRAG/
https://github.com/yasumasaonoe/creak
https://github.com/awslabs/fever
https://github.com/neemakot/Health-Fact-Checking
https://github.com/XiaoxinHe/G-Retriever
https://github.com/PeterGriffinJin/Graph-CoT
https://github.com/OpenBMB/InfiniteBench
https://huggingface.co/datasets/QCRI/CrisisMMD
https://github.com/alfworld/alfworld
https://github.com/mayubo2333/MMLongBench-Doc
https://github.com/dengc2023/LongDocURL
https://github.com/qinchuanhui/UDA-Benchmark
https://huggingface.co/datasets/derek-thomas/ScienceQA
https://github.com/princeton-nlp/WebShop

Dataset Venue  Resource Task Domain Knowledge Source K dge Type C Size Input Output
Multi-choice QA
Bamboogle (Press et al., EMNLP’23  Link  Multi-choice QA General Internet Logical Deductive, Abductive 125 Question/Text Natural Language
23)
BIG Bench (Srivastava  Arxiv'22 Link  Multi-choice QA General Internet Commonsense,  Deductive, Abductive, 204 Question/Text, Natural Language,
etal., 2022) Logical Inductive, Analogical Options Number,
Options/Labels
ADQA (Li et al., EMNLP’24  Link  Multi-choice QA Health Previous Source Commonsense,  Deductive, Abductive 446 Question/Text, Options
2024a) ogical Options
QuALITY (Pang etal., NAACL'22  Link Multi-choice QA Narrative Books Commonsense,  Deductive, Abductive 6,737 Question/Text, Options
2022) Logical Options
MMLU-Pro (Wang ~ NeurIPS’24  Link  Multi-choice QA Science Previous Source, Arithmetic, Deductive, Inductive 12,032 Question/Text,  Natural Language,
etal., 2025b) Internet Commonsense, Options Number, Options
Logical
Multi-hop QA
FRAMES (Krishna Arxiv'24 Link Multi-hop QA General Internet Commonsense, Deductive 824 Question/Text Natural Language
etal., 2024) Logical, Arithmetic
HolngA (Yang etal, EMNLP’I8 Link  Multi-hop QA General Internet Commonsense Deductive 113,000 Question/Text Natural Language
GPQA (Rein et al., Arxiv'24 Link Multi-hop QA Science Human Logical Deductive, Abductive 448 Quesuon/Texl Natural Language,
2024) Options Number, Options
HLE (Phan et al., 2025) Arxiv'25 Link Multi-hop QA Science Human Logical, Arithmetic, Deductive, Abductive 2,500 Question/Text, Natural Language,
Multimodal tions, Number, Options
Figure/Image
gWQ (’I%ng;r and NAACL’I8  Link Multi-hop QA General Internet Commonsense Deductive 34,689 Question/Text Natural Language
erant, 201
II.RC (Ferguson etal., EMNLP’20  Link Multi-hop QA General Internet Commonsense, Deductive 13,000+ Question/Text, Number, Natural
20) ogical Links/Sources Language
%IZN-IEQA (He et al., Arxiv'24 Link Multi-hop QA General Internet Commonselnse, Deductive 10,479 Question/Text Natural Language
Logical
MuSiQue (Trivedi et al.. ACL22 Link Multi-hop QA General Previous Source, Commonsense, Deductive 25,000 Question/Text Natural Language
2022) Internet Logical
TopiOCQA (Adlakha ~ TACL'22 Link Multi-hop QA General Internet Commonsense, Deductive 54,494 Question/Text Natural Language
etal., 2022) Logical
2W|k|Mu]uHopQA (HoCOLING’20  Link Multi-hop QA General Internet Commonsense, Deductive 192,606 Question/Text Natural Language
et al., 2020) Logical
Multi-step QA
Slrale%yQA (Geva TACL’21 Link  Multi-step QA General Internet Commonsense, Deductive 2,780 Question/Text Natural Language
etal., 2021 Logical
Single-hop QA
g(i)r?pleQA (Weietal.,  Arxiv'24 Link  Single-hop QA General LLM, Human Commonsense Deductive 4,326 Question/Text Natural Language
4)
TriviaQA (Joshietal, ACL'17 Link Single-hop QA General Internet Commonsense, Deductive 650,000+ Question/Text Natural Language
2017) ogical
NQ (Kwiatkowski et al., ACL’19 Link  Single-hop QA General Internet Commonsense, Deductive 307,373 Question/Text Natural Language
2019) Logical
Text Summarization
XSum (Narayan etal., EMNLP’I8  Link Text Narrative Internet, Media Logical, Abductive 226,711 Question/Text Natural Language
2018) Summarization Commonsense
BIGPATENT (Sharma ~ ACL’9 Link Text Patent Internet Commonsense, Abductive 1.3M Question/Text Natural Language
etal., 2019) Summarization ogical
‘Web Browsing
BrowseComp (Wei Arxiv’25 Link  Web Browsing General Human, Internet Commonsense, Deductive 1,266 Question/Text Natural Language
etal., 2025a) Logical
BrowseComp-ZH Arxiv'25 Link Web Browsing General Human, Internet Commonsense, Deductive 289 Question/Text Natural Language
(Zhou et al., 2025a) Logical
GAIA (Mialon et al., ICLR23 Link Web Browsing General Internet, TooL Commonsense, Deductive 466 Question/Text, Natural Language
23) Logical Image/File/Code
WebWa]kerQA (Wu Arxiv'25 Link Web Browsing General Human, LLM Commonsense, Deductive 680 Question/Text Natural Language
etal., 2025b) ogical
Dialog
DailyDialog (Lietal., Arxiv'i7 Link Dialog General Internet Commonsense, - 13,118 Question/Text Natural Language
2017) Logical

Table 3: Full epresentative knowledge and reasoning intensive benchmarks across diverse task categories (Part 2,
continued).
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https://github.com/ofirpress/self-ask
https://github.com/suzgunmirac/BIG-Bench-Hard
https://github.com/David-Li0406/DALK
https://github.com/nyu-mll/quality
https://github.com/TIGER-AI-Lab/MMLU-Pro
https://huggingface.co/datasets/google/frames-benchmark
https://hotpotqa.github.io/
https://github.com/idavidrein/gpqa
https://github.com/centerforaisafety/hle
https://paperswithcode.com/paper/the-web-as-a-knowledge-base-for-answering
https://www.semanticscholar.org/paper/IIRC%3A-A-Dataset-of-Incomplete-Information-Reading-Ferguson-Gardner/01a1f2df34d947d7aa5698ca6fb31c03d15a5183
https://github.com/probe2/multi-hop/
https://github.com/stonybrooknlp/musique
https://github.com/McGill-NLP/topiocqa
https://huggingface.co/datasets/xanhho/2WikiMultihopQA
https://paperswithcode.com/dataset/strategyqa
https://github.com/openai/simple-evals
https://nlp.cs.washington.edu/triviaqa/
https://github.com/google-research-datasets/natural-questions
https://github.com/EdinburghNLP/XSum
https://github.com/evasharma/bigpatent
https://github.com/openai/simple-evals
https://github.com/PALIN2018/BrowseComp-ZH
https://huggingface.co/gaia-benchmark
https://github.com/Alibaba-NLP/WebWalker
https://paperswithcode.com/dataset/dailydialog

Benchmark Domain Primary Retrieval Challenge Primary Reasoning Challenge

TriviaQA, NQ General Scale & Noise: Retrieval from massive, noisy cor- Ambiguity: Handling real-world queries that are of-
pora. ten underspecified or ambiguous.

HotpotQA, General Multi-document / High-dependency Synthesis: Re- Multi-hop Deduction: Explicitly designed to test

2WikiMultiHopQA, quires finding and connecting evidence scattered the ability to link two or more discrete facts into a

MuSiQue, HLE

MMLU-Pro, QUALITY

MATH, AQUA-RAT

LiveCodeBench

BrowseComp,
WebWalkerQA

Science, Narrative

Math

Code

General (Web)

across multiple Wikipedia articles.

Expert-level Retrieval: Requires accessing deep spe-
cialized knowledge from academic or densely written
narrative sources.

Formal Knowledge Retrieval: Locating precise
mathematical theorems, lemmas, or formulas in for-
mal corpora.

Structural & Modal Heterogeneity: Must retrieve
from diverse, heterogeneous sources such as code
repositories, documentation, and community forums
like Stack Overflow.

Dynamism, Interactivity, and Long-tail Retrieval:
Tests agentic planning and tool use in live, unstruc-
tured web environments. BrowseComp requires cre-
ative, persistent navigation to locate hard-to-find, in-
tertwined information, while WebWalkerQA focuses
on systematic traversal of a website’s subpages.

coherent reasoning path.

Complex & Long-form Reasoning: MMLU-Pro de-
mands expert-level problem-solving over rote memo-
rization. QUALITY uniquely requires comprehension
of very long texts (often >5,000 tokens).

Symbolic & Deductive Reasoning: Involves per-
forming precise, multi-step logical and algebraic oper-
ations where each step must be correct. AQUA-RAT
is unique in providing natural language rationales,
thus testing the model’s ability to explain its formal
reasoning.

Tool Use & Self-correction Reasoning: Requires ap-
plying retrieved code snippets/APIs, executing code,
and reasoning based on test outputs to debug and iter-
atively improve solutions.

Agentic & Strategic Reasoning: Requires planning
and executing multi-step strategies (e.g., searching,
clicking, extracting) in dynamic and unpredictable
contexts to achieve a defined goal.

Table 4: The primary retrieval and reasoning challenges for different RAG-Reasoning benchmarks.

rithmic problem-solving. Web-based tasks, exem-
plified by BrowseComp (Wei et al., 2025a), emu-
late real-world search behavior, requiring iterative
query formulation and navigation across multiple
webpages.

In addition to cataloging datasets, Table 4 pro-
vides a synthesized overview of the primary re-
trieval and reasoning challenges associated with
each benchmark discussed in this survey. This
comparative analysis reveals critical gaps in cur-
rent benchmark coverage that future research must
address. From a domain perspective, most bench-
marks still focus on a limited set of general or
academic scenarios, with few tackling real-world,
realistic industrial or vertical-domain tasks where
retrieval sources might be personalized, proprietary
or highly specialized. Regarding retrieval capa-
bilities, existing benchmarks rarely test systems’
ability to handle heterogeneous or multimodal con-
tent, nor do they systematically evaluate robust-
ness against noisy, evolving, or conflicting infor-
mation within a unified framework for trustworthi-
ness. In terms of reasoning capabilities, current
benchmarks primarily assess deductive reasoning,
leaving underexplored more complex forms such
as deep causal reasoning, counterfactual thinking,
decision-oriented reasoning, or analogical reason-
ing in specialized domains. Moreover, there is a
lack of standardized benchmarks and metrics for
evaluating the entire reasoning-retrieval trajectory,

including the efficiency of retrieval steps, the qual-
ity of intermediate queries, and the logical consis-
tency of multi-step reasoning chains.

B Deep Research Implementations

In this section, we extend the discussion of the
agentic paradigm introduced in Section 5.2, in
which RAG systems adopt the role of active re-
searchers who plan multistep queries, interleave
retrieval with reasoning, and coordinate specialized
tools or agents. These characteristics collectively
define what we refer to as deep research, represent-
ing the ability of a system to autonomously break
down complex questions, iteratively gather diverse
evidence, and synthesize information through mul-
tiple reasoning steps. This paradigm seeks to en-
hance autonomy, reduce hallucinations, and im-
prove factual accuracy in open-domain tasks.
Such deep research systems can be realized
through either single-agent or multi-agent archi-
tectures. Single-agent systems rely on a single
model to manage the entire process of question
decomposition, retrieval, and synthesis, offering
simplicity and shared context but facing limita-
tions in handling highly specialized or multi-modal
tasks. In contrast, multi-agent systems distribute
these responsibilities among specialized agents, en-
abling modularity and potentially greater robust-
ness. However, this collaborative design introduces
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Name Base Model Optimizatio Reward Retriever Agent Train Data Evaluation Data Link
Architecture
Agentic Reasoning N/A Prompting N/A Web Search Centralized N/A GPQA Link
(Wu et al., 2025¢)
gpt-researcher Prompting N/A ‘Web Search, Centralized N/A N/A Link
Local Retrieval
deep-searcher Deepseek, , Claude, Prompting N/A ‘Web Search Hierarchical N/A N/A Link
Gemini, Qwen

Search-R1 (Jin Qwen?2.5-7B-Instruct, GRPO, Exact Web Search Single NQ, HotpotQA NQ, TriviaQA, PopQA, HotpotQA,  Link
et al., 2025) Qwen2.5-7B-Base, PPO Match 2WikiMultiHopQA, MuSiQue,

Qwen-2.5-3B-Instruct, Bamboogle

Qwen-2.5-3B-Base

ZeroSearch (Sun Qwen2.5-3B-Base, GRPO, Exact ‘Web Search Single NQ, HotpotQA NQ, TriviaQA, PopQA, HotpotQA, Link
et al., 2025a) Qwen2.5-7B-Base, PPO, Match 2WikiMultiHopQA, MuSiQue,

Qwen2.5-7B-Instruct, Reinforce Bamboogle

Qwen2.5-3B-Instruct,

LLaMA3.2-3B-Instruct,

LLaMA3.2-3B-Base
Webthinker (Li GPT-ol, GPT-03, DPO Preference ~ Web Search Single SuperGPQA, GPQA, GAIA, WebWalkerQA, Link
et al., 2025¢) Deepseek-R1, QwQ-32B, Pairs WebWalkerQA, Humanity’s Last Exam

Qwen2.5-32B-Instruct OpenThoughts,

NaturalReasoning,
NuminaMath
nanoDeepResearch OpenAl series, Claude Prompting N/A ‘Web Search Centralized N/A N/A Link
DeerFlow Qwen, Prompting N/A ‘Web Search Decentralized N/A N/A Link
deep-research Deepseek, Prompting N/A Web Search Single N/A N/A Link
open-deep-research  OpenAl series, Deepseek, Prompting N/A ‘Web Search Single N/A N/A Link
Claude, Gemini
DeepResearcher Qwen2.5-7B-Instruct GRPO Format ‘Web Search Decentralized NQ, TQ, HotpotQA, MuSiQue, Bamboogle, PopQA, NQ, Link
(Zheng et al., 2025) 2WikiMultiHopQA  TQ, HotpotQA, 2WikiMultiHopQA
R1-Searcher (Song Qwen2.5-7B-Base, GRPO, Re- Retrieval, ‘Web Search, Single HotpotQA, HotpotQA, 2WikiMultiHopQA, Link
et al., 2025) Llama3.1-8B-Instruct inforce++, Format Local Retrieval 2WikiMultiHopQA MuSiQue, Bamboogle
SFT
ReSearch (Chen Qwen?2.5-7B-Instruct, GRPO Format, Web Search Single MuSiQue HotpotQA, 2WikiMultiHopQA, Link
et al., 2025a) Qwen2.5-32B-Instruct Answer MuSiQue, Bamboogle
Search-ol (Li et al., QwQ-32B-Preview Prompting N/A ‘Web Search Single N/A GPQA, MATH500, AMC2023, Link
2025b) AIME2024, LiveCodeBench, Natural
Questions, TriviaQA, HotpotQA,
2Wiki, MuSiQue, Bamboogle
rl-reasoning-rag Deepseek Prompting N/A Local Retrieval, Single N/A N/A Link
‘Web Search
Open Deep Search Llama3.1-70B, Prompting N/A Web Search Single N/A SimpleQA, FRAME Link
(Alzubi et al., 2025) Deepseek-R1
node-DeepResearch Gemini, Prompting N/A Web Search Single N/A N/A Link
deep-research Gemini, OpenAl series, Prompt N/A Local Retrieval, Single N/A N/A Link
Deepseek, Claude, Grok Web Search

Table 5: Overview of deep research implementations.

additional complexity in coordination and commu-
nication, as well as higher computational costs.

Alongside these developments in agent orches-
tration, the nature of retrievers used in deep re-
search has also evolved significantly. Early RAG
systems relied on sparse keyword-based retrieval,
later surpassed by dense retrievers employing bi-
encoder architectures for semantic matching. More
recent deep research systems increasingly integrate
web search-based retrievers, allowing real-time ac-
cess to open-domain information. Some retrievers
have also been transformed into LLM-callable tools
for flexible invocation. This evolution of retrievers
has played a crucial role in enabling the sophisti-
cated information-gathering processes required for
deep research.

C Comparison of Reasoning Workflows
and Agent Orchestration Strategies

Table 6 summarizes the diverse reasoning work-
flows and agent orchestration strategies employed
in Synergized RAG-Reasoning systems, highlight-
ing their respective strengths, limitations, and suit-

able application scenarios. Reasoning workflows
vary from linear chain-based approaches, which
are efficient but vulnerable to error propagation, to
more complex tree-based and graph-based methods
that offer higher recall and transparency at the cost
of increased computational overhead. Similarly,
agent orchestration strategies range from single-
agent setups to multi-agent systems that distribute
specialized roles among agents, enhancing robust-
ness and scalability. However, these advanced de-
signs often introduce additional communication
overhead and complexity in conflict resolution.
This comparison illustrates the trade-offs inherent
in choosing particular workflows or orchestration
architectures and underscores the need for adaptive
systems that can dynamically balance efficiency,
accuracy, and resource constraints in real-world
applications.
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https://github.com/theworldofagents/Agentic-Reasoning
https://github.com/assafelovic/gpt-researcher
https://github.com/zilliztech/deep-searcher
https://github.com/PeterGriffinJin/Search-R1
https://github.com/Alibaba-NLP/ZeroSearch
https://github.com/RUC-NLPIR/WebThinker
https://github.com/liyuan24/nanoDeepResearch
https://github.com/bytedance/deer-flow
https://github.com/dzhng/deep-research
https://github.com/btahir/open-deep-research
https://github.com/GAIR-NLP/DeepResearcher
https://github.com/RUCAIBox/R1-Searcher
https://github.com/Agent-RL/ReSearch
https://github.com/sunnynexus/Search-o1
https://github.com/deansaco/r1-reasoning-rag
https://github.com/sentient-agi/OpenDeepSearch
https://github.com/jina-ai/node-DeepResearch
https://github.com/u14app/deep-research

Category Sub-category Strengths Limitations Suitable Scenarios
Chain-based One retrieval per reasoning step; low  An early wrong sub-query propagates;  Single-hop or short multi-hop QA
. latency and token cost. Easy to cache  context grows fast on long chains. where each intermediate fact is easy to
Reasoning and monitor. access.
Workflow
Tree-based (ToT)  High recall: explores multiple Quadratic cost; tree branches require Ambiguous or “multiple plausible
branches in parallel, hedges against many retrieval calls. paths” tasks (e.g., HotpotQA, legal
early errors. Transparent what-if traces. reasoning) where missing one clue kills
accuracy.
Tree-based Budget-aware exploration: focuses Tuning-heavy and may converge toa  Deep-search problems under tight
(MCTS) calls on promising branches; graceful ~ suboptimal subtree. API-call or token budgets (e.g.,
anytime stopping. biomedical QA).
Graph-based Efficient in explicit KG/document Requires high-quality KGs; fails if Enterprise or domain-specific QA
(Walk-on-Graph) graphs; short reasoning paths on KGs.  graphs lack explicit edges; less flexible where a curated KG exists (e.g.,
for open-web contexts. product catalogs).
Graph-based Adaptive and verifiable; LLM updates ~ Higher latency; many micro-tool calls; Open-domain “deep research” or
(Think-on-Graph)  alive evidence graph, allowing search space can explode without fact-dense synthesis tasks (e.g.,
node-level citation checks and high pruning. BrowseComp, systematic reviews).
factual accuracy.
Single-agent Simple implementation via a ReAct Constrained by prompt engineering Prototyping demos and small-scale
(Prompt-only) loop; low resource overhead. and system design flexibility. applications where simplicity
Agent outweighs performance.
Orchestration

Single-agent
(SFT)

Clear, well-defined RAG and
reasoning patterns; higher precision
than prompt-only approaches.

Requires large synthetic data; may
overfit tool schemas, reducing
out-of-domain generalization.

Production chatbots with stable APIs
and predictable query formats (e.g.,
internal customer support).

Single-agent (RL)

Adaptive RAG and reasoning yields
high recall and accuracy; learns when
to retrieve and reason.

Challenging to define suitable reward
signals; computationally expensive to
train.

Open-domain research or long-form
QA where call costs are high and
optimal stop conditions matter.

Multi-agent

High recall via parallel domain

High communication and consensus

Large-scale evidence aggregation

(Decentralized) experts; robustness to noisy or diverse  overhead; conflicting answers require  across heterogeneous sources (e.g.,

corpora. resolution. meta-analysis, news tracking).
Multi-agent Budget-efficient: manager avoids Manager prompts or policies can Complex tasks requiring coordinated
(Central- duplicate searches and ensures a clear  become a single-point bottleneck, subtasks under strict API-call budgets.
ized/Hierarchical)  provenance chain. Scales horizontally  limiting performance.

without exponential cost growth.

Table 6: Comparison of reasoning workflows and agent orchestration in Synergized RAG-Reasoning systems.
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