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Abstract

Rather than merely to retain previously ac-
quired generalization, achieving synergistic im-
provements between generalization and domain
specialization in foundation models remains a
significant challenge in both pre-training and
post-training. As an alternative, we propose
a test-time cross-domain knowledge integra-
tion method, Mixture of Multi-domain Agents
(MMA), which dynamically combines the out-
puts of general-purpose and domain-specific
models to enhance their performance on com-
plex, domain-specific tasks. MMA formulates
the integration process as a search problem, us-
ing Monte Carlo Tree Search (MCTS) to find
the path that optimally harmonizes the respec-
tive strengths of different models in generaliza-
tion and domain-specific knowledge. In addi-
tion, We design specific action spaces to con-
trol the knowledge integration between mul-
tiple models, and cross-inspection reward is
introduced to fairly score strategies in differ-
ent domains. Experiments in diverse domains
show that MMA can effectively combine the
strengths of different models to enhance their
performance. For instance, in legal tests, the av-
erage performance of all tasks increased from
42.57% to 53.68%. In financial tests, it im-
proved from 56.01% to 62.68%1.

1 Introduction

Large Language Models (LLMs) demonstrate im-
pressive capabilities in handling complex tasks
that require both specific knowledge and sophis-
ticated reasoning. However, these models tend to
entangle two inherently distinct actions: memory
recall and reasoning (Jin et al., 2024). Such en-
tanglement can lead the issue such as catastrophic
forgetting(Kaushik et al., 2021) during continual
pre-training or domain-specific fine-tuning. As il-
lustrated in Figure 1, we observe a clear perfor-

* Juntao Li is the Corresponding Author.
1Code is available at https://github.com/khjia810/MMA

Figure 1: Compared to general models, legal domain-
specific models exhibit stronger performance on le-
gal knowledge-intensive tasks than on legal reasoning-
intensive tasks.

mance divergence across task types: on reasoning-
intensive tasks, the general model Qwen2.5-7B
outperforms the domain-specific model wisdom
by 24.4 points, whereas on knowledge-intensive
tasks, wisdom exceeds Qwen2.5-7B by 8.27 points.
This phenomenon reveals a strong complementar-
ity between general and domain-specific models,
motivating the development of dynamic integra-
tion frameworks that unify the strengths of both
reasoning and memory recall.

To address the aforementioned challenges, we
explore test-time cross-domain integration strate-
gies, which offer two primary advantages: (1) low
dependence on high-quality domain-specific data;
(2) high computational efficiency. Unlike tradi-
tional training approaches that require carefully
balance datasets to harmonize general reasoning
capabilities with domain-specific knowledge, test-
time integration enables model adaptability even
when domain data is scarce or imbalanced. More-
over, test-time methods aim to dynamically lever-
age the complementary strengths of general and

13145



domain-specific models, thereby mitigating the gap
between knowledge utilization and generalization
and enhancing the effectiveness of knowledge inte-
gration without introducing the additional costs.

In this paper, we propose Mixture Multi-Domain
Agents (MMA), which decomposes problem solv-
ing into a process of collaboration–verification
among multiple models for cross-domain knowl-
edge integration. Specifically, unlike previous
Monte Carlo Tree Search (MCTS) research(Qi
et al., 2024; Hao et al., 2023; Browne et al., 2012)
that mainly focuses on the problem formulation
level, MMA designs an MCTS action-space strat-
egy for model interaction and knowledge integra-
tion. This action space defines operations such as
model invocation, knowledge extraction, inspec-
tion and review, enabling the dynamic exploration
of diverse integration strategies. Furthermore, to
ensure method robustness in cross-domain knowl-
edge integration scenarios, we cannot rely on any
single model to serve as a verification model across
all domains; for example, even broadly capable
models like GPT-4o cannot cover every special-
ized field.MMA addresses this challenge through
cross-inspection reward. Specifically, for nodes
that require evaluation, MMA uses models that
were not involved in the final answer generation,
along with part of that node’s reasoning trajectory
for subsequent answer generation. The consistency
of the two answers for the node is then used to
provide unsupervised feedback.

Extensive experiments using general models in
conjunction with different domain-specific mod-
els separately on different domain reasoning tasks
have demonstrated the effectiveness of MMA. The
results show that cross-domain knowledge integra-
tion can effectively combine the strengths of mul-
tiple models at different dimensions, achieving a
synergistic optimization of specialized knowledge
and generalization. In legal tasks, our method im-
proves the performance of the legal domain model
from 42.57% to 53.68%. In finance, it improves the
performance of the financial domain model from
56.01% to 62.68%.

In summary, our contributions are as follows:

• We introduce a test-time cross-domain knowl-
edge integration paradigm, which can harmo-
nize domain knowledge and general reasoning
capability with low computational cost.

• We reformulate cross-domain reasoning as a
search problem, and design a novel action

space for MCTS to explore diverse integration
strategies across a mixture of models.

• To enhance the effectiveness of the integration
process, we propose a cross-inspection reward
mechanism that guides the MCTS search to-
wards more reliable reasoning trajectories.

2 Related Work

Monte Carlo Tree Search. Starting from the
initial root node, the search tree is gradu-
ally optimized by iteratively executing a four-
stage process of "selection-expansion-simulation-
backpropagation". Each completion of the above
four-stage process is considered as one rollout.
Hao et al. (2023) combined MCTS with LLMs by
constructing world models and reward functions,
thereby enhancing the planning capabilities. In ad-
dition, some studies(Vodopivec et al., 2017; Wu
et al., 2024) have enhanced the performance of
models by combining MCTS and reinforcement
learning methods. In addition to the direct appli-
cation of reinforcement learning, some studies(Lin
et al., 2025; Hu et al., 2025) have also designed
new action spaces to utilize the MCTS algorithm.
For example, Qi et al. (2024) proposed the rStar
algorithm, which enhances MCTS by decompos-
ing problems into subproblems and other human-
like reasoning actions, significantly improving the
model’s reasoning capabilities. ToA(Ye et al.,
2024) further combines MCTS with multi-agent,
achieving model coordination through a multi-step
decision-making process. However, most exist-
ing MCTS approaches cannot support multi-agent
collaboration, and although ToA realizes multi-
agent collaboration, its research goal is data syn-
thesis, and its settings are impractical for capa-
bility enhancement. In contrast, our proposed
method effectively realizes integration among mul-
tiple agents, and enhances their performance on
complex, domain-specific tasks.

Multi-Agent Collaboration. Unlike deepening
the capabilities of a single model to enable it to
plan and reason in a human-like manner(Hao et al.,
2023; Zhou et al., 2022; Khot et al., 2020), multi-
agent(Tran et al., 2025) focuses on the study of
interactions between agents as a way of combining
capabilities between agents. Some studies(He et al.,
2024; Rasal, 2024; Chen et al., 2023) assign differ-
ent roles to LLMs, allowing them to interact and
reason about the problem through collaboration
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Figure 2: Performance comparison of the MoA method
and its baseline models with different number of gener-
ated answers on the Legal Judgment Prediction (LJP)
task of LawBench.

or debate. Multi-agent reinforcement(Sun et al.,
2024; Wei et al., 2025) learning enables collabora-
tion by allowing multiple agents to interact within
a shared environment based on reward signals. Re-
cently, mixture-of-agents(Wang et al., 2024) com-
bined the outputs of multiple LLMs to obtain a
higher-quality final result. Later, Li et al. (2025)
proposed Self-MoA, based on whether mixing dif-
ferent LLMs is truly beneficial. This method uses
only the best-performing LLM to generate multi-
ple outputs through multiple samplings, and then
aggregates these outputs into a high-quality final
result using an aggregator. Although these meth-
ods improve model performance through multi-
agents, they have only explored their effectiveness
for signal-domain tasks. In contrast, MMA effec-
tively achieves cross-domain knowledge integra-
tion, realizing a synergistic optimization of spe-
cialized knowledge and generalization, rather than
merely facilitating collaboration among models.

3 Preliminary

As a representative approach to knowledge inte-
gration, Mixture of Agents (MoA) aggregates the
outputs of multiple models with the assumption
that referencing the outputs of multiple models
can generate higher quality responses. However,
MoA may neglects for the heterogeneity in do-
main expertise across different agents, which may
result in knowledge conflicts and suboptimal per-
formance. As shown in Figure 2, we make the fol-
lowing key observations: (1) MoA outperforms the
general model LLaMA3-8B-Instruct but underper-
forms the domain-specific model DISC-LawLLM,

suggesting that traditional ensemble-based integra-
tion methods are not well-suited for cross-domain
scenarios. (2) Even when incorporating simple
knowledge alignment mechanisms, MoA still ex-
hibits a significant performance gap compared to
DISC-LawLLM, indicating its limited ability to re-
solve domain-specific knowledge conflicts. These
findings highlight the limitations of existing meth-
ods and motivate the development of more adap-
tive agent collaboration mechanisms for cross-
domain knowledge integration.

4 Mixture of Multi-Domain Agents

Due to the confusion caused by directly mixing
multi-model answers, we attempted to explore mul-
tiple integration strategies to avoid introducing er-
roneous knowledge. we enable models to interact
and verify with each other, i.e., models can gener-
ate answers using their own knowledge or knowl-
edge provided by other models, and then modify
the provided knowledge as well as reward scoring
of responses. As shown in Figure 3, we establish
a framework that enables dynamic exploration of
integration strategies.

4.1 Dynamic Integration

Based on the characteristics of the MCTS method,
we can sample multiple reasoning paths to obtain
answers. In contrast to the previous mathematical
and reasoning directions for problem formulation,
delineation, or enhanced reasoning capability, we
design action spaces for enabling model interac-
tion and knowledge integration. Through our de-
signed action space, models can generate answers
by leveraging either their own knowledge or the do-
main knowledge provided by the domain-specific
model. After the domain-specific model provides
specialized knowledge, the knowledge is continu-
ously refined based on the answers generated by
the general model using this knowledge. We also
introduce an element extraction step to render the
question clearer. The action space we designed is
described as follows:

A1: Generate Answer with General Model.
This action is one of the core aspects of
cross-domain knowledge integration. Based on
the information contained in the current node (i.e.,
the question and the injected domain knowledge),
the general model is invoked to generate answers.
By leveraging the general model’s strong gener-
alization and the specialized knowledge provided
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Figure 3: The multiple rounds iterative process of MMA comprises two components: (i) Multiple strategies are
realized through selection and interaction between different models. (ii) Cross-inspection reward, in which a
verification model computes a consistency reward for the selected path.

at this node, this action integrates the strengths of
both models in terms of domain knowledge and
generalization.

A2: Generate Answer with Domain-specific
Model. Directly invoking the domain-specific
model to generate answers can fully utilize the ex-
pertise accumulated in the domain-specific model.
This action prevents the general model from fail-
ing to leverage the domain-specific model’s knowl-
edge effectively, leading a bias where the general
model has been guided by its own internal knowl-
edge when answering using the knowledge of the
domain-specific model.

A3: Generate and Refine Knowledge. Based
on observations from the Self-MoA experiments,
we found that this method yields only marginal
improvements over the best baseline model.

Previous mixture-of-agents approaches re-input
the answers produced by LLMs into other LLM,
thus achieving knowledge integration. However,
we suggest that the answers generated by LLMs are
insufficient to provide the complete knowledge to
solve the problem and prove the conjecture correct
in an ablation study.

To address this, we employ the domain-specific
model to conduct in-depth analysis of problems
and generate relevant knowledge that can be used
to solve them. At the same time, this knowledge
is constantly reviewed and refined, thus continu-
ously improving and enriching the provided do-
main knowledge.

Figure 4: An example showing the extension of MCTS.
Given a problem, MCTS explores the state space
through various actions to construct the search tree and
converges toward the optimal integration strategy.

A4: Extract the Elements. We retain part of
the formulation of the question actions, that is, ele-
ment extraction. This action rephrases the original
question and subdivides the conditions, making the
overall problem structure clearer.

The above four actions constitute an action space
{A1, A2, A3, A4} that can be used for model inter-
action and knowledge integration. For different
node types, there exist action restrictions. These
include (i) the child nodes generated by the A1 and
A2 actions cannot perform any other actions.(ii)
Once action A4 exists in the path from a node to
the root node, it cannot perform A4 again. To visu-
ally show the search-tree construction process, we
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present the extension process in Figure 4, the root
node represents the problem to be solved, and each
child node is generated by expanding the different
actions represented by each edge in the graph.

4.2 Cross-Inspection Reward
Design of the Reward Function. The key com-
ponents in the construction of the MCTS include
the action space and the reward function. The re-
ward function evaluates the value of each node,
providing guidance for the construction of the tree.

We based on the idea that it can be more convinc-
ing that different models got the same answer un-
der the same inference path(Xu et al., 2023; Cobbe
et al., 2021), we design a simple but effective re-
ward function, described as follows:

In each rollout, once the simulation process is
completed, a path is formed from the root node n1

to the leaf node nd , denoted as t = n1 ⊕ n2 ⊕
. . .⊕ nd. The reward r for path is calculated based
on the consistency of the answers at the leaf node.

Specifically, LLM M uses the context c of the
leaf node nd to generate the final answer.

p (a|c) =
|a|∏

i=1

M (ai|c, a1, ..., ai−1), (1)

where a denotes the answer generated based on the
context c , ai denotes the i−th token in the answer,
and |a| is the length of the answer.

Next, the verification model Mverification uses
the context c and the first k tokens of the final
answer, a1:k , to generate the remaining answer.

p (â|c) =
|a|−k∏

i=k

Mverification (ai|c, a1, ..., ai−1).

(2)
Finally, the consistency of â and a1:k is computed
as the reward r. This reward is then updated to
each node along the path, as shown below.

Q (ni)← Q (ni) + r, ∀iϵ {1, 2, . . . , d} , (3)

where Q (ni) denotes the cumulative reward value
of node ni . Initially, for all unexplored nodes, we
set Q (ni) = 0 to facilitate the random expansion
of the search tree. ∀iϵ {1, 2, . . . , d} indicates up-
dating the cumulative reward value of all nodes on
the path, not just the leaf node. This approach al-
lows a better evaluation of intermediate nodes and
converges toward the optimal integration strategy.

Selection of Verification Model. After identi-
fying the reward function, we still face a critical
challenge: selecting the appropriate model to serve
as the verification model. To ensure robustness
across different domains, we cannot find any single
general model whose knowledge can cover all do-
mains as our verification model. Otherwise, it will
introduce knowledge bias and lead to unfair reward
distribution. To address this problem, we design
cross-inspection reward. For the selection of the
verification model Mverification, we use a non-M
model as Mverification. i.e., we use another LLM
in the MMA for validation to avoid self-validation.
The effectiveness of this method is demonstrated
in an ablation study.

Final Answer Selection. After completing the
construction of the MCTS, a path must be selected
as the final solution path to obtain the final answer.
The path selection process starts from the root node
and proceeds recursively as follows:

S(n) =





n, if n is nleaf

S

(
argmax

n′∈children(n)
Q(n′)

)
, otherwise

(4)
Starting from the root node, if the current node n

is a leaf node, it is directly returned as the endpoint
of the path. Otherwise, among all child nodes of n,
denoted as children (n), the one with the highest
reward value Q is selected. The same selection
process is then recursively applied from that node
until a leaf node is reached.

5 Experiments

5.1 Setup

Models and Datasets. We tested the perfor-
mance of MMA in different domains. The mod-
els used include the general model Llama-3.1-
8B-Instruct(Meta, 2024), the legal domain model
DISC-LawLLM(Yue et al., 2023) and the finan-
cial domain model XuanYuan-13B-Chat(Zhang
and Yang, 2023). We tested 6 different Q&A
datasets from 3 different domains. The legal do-
main includes Legal Judgment Prediction (LJP)(Fei
et al., 2023), Extraction of Criminal Case Amount
(ECA)(Fei et al., 2023), and Legal Question An-
swering (LQA)(Dai et al., 2023). The finan-
cial domain includes Financial Exam Questions
(FEQ)(Xie et al., 2024) and Financial Knowledge
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Test (FKT)(Lei et al., 2023). Additionally, we ran-
domly selected 800 samples from AGIEVAL (Gen-
eral)(Zhong et al., 2023) as a dataset to evaluate
the general capabilities.

Implementation Details. In the baseline compar-
ison experiments, the method was set up as follows:
We set the depth d of the Monte Carlo Tree Search
to 5, meaning that action A2 can produce a maxi-
mum of 5 nodes in terms of depth, while the default
node count for the other actions is 1. And We set
the number of rollouts (i.e., the number of itera-
tions) for the MCTS to 15. For each node that
generates an answer, 5 candidate answers are pro-
duced, and the answer with the majority vote is
chosen as the node’s answer.

While calculating the reward, for a given answer
process, we partition the process into 20% to 60%
segments. The first segment of the process is used
as input to the verification model, and the verifica-
tion model then completes the remaining part to
calculate the reward.

Baselines. We compared our method with four
baselines:(i) Generating answers using a single-
round chain-of-thought (CoT)(Wei et al., 2022)
with a few examples.(ii) Sampling 16 and 32 can-
didate answers based on the CoT with examples,
then selecting the final answer by majority vote.(iii)
MoA(Wang et al., 2024) approach, where prelimi-
nary answers from all models are generated and
aggregated using Aggregators.(iv) Self-MoA(Li
et al., 2025), in which only the best-performing
model generates preliminary answers that are then
aggregated using Aggregators.

5.2 Main Results
We evaluated the domains covered by the models in
MMA. Table 1 compares our method with state-of-
the-art baselines of mixture-of-agents on different
methods and datasets.

We emphasize three key observations:(1) Con-
sistent with our description in the Preliminary, the
MoA method suffers from preliminary answers pro-
duced by different models that confuse the aggre-
gator, resulting in significant performance degrada-
tion. In legal domain tests, on average, perfor-
mance improved by 1.92% compared to the le-
gal domain model’s Few-Shot CoT, but decreased
by 3.06% compared to multi-sampling (FS-CoT
maj@32). In financial domain tests, performance
improved by 0.37% over the financial domain
model’s Few-Shot CoT, while decreasing by 2.68%

compared to FS-CoT maj@32. Furthermore, Self-
MoA fails to fully combine the capabilities of both
models, the method exhibits similar performance
to the performance of the results generated by FS-
CoT maj@32 of the domain-specific model, with a
decrease of 0.11% in the legal domain test and an
improvement of 0.46% in the financial domain test.
(2) MMA improves performance on the domains
covered by the models used compared to the best
baseline models. When constructing the MMA us-
ing the general model Llama-8B-Instruct and the
legal domain model DISC-LawLLM, it improved
the average performance of the legal domain model
on all tasks from 42.57% to 53.68%. Likewise,
when general model is paired with the financial
domain model XuanYuan-13B chat, it increases
the average performance of the financial domain
model from 56.01% to 62.68%. (3) MMA’s im-
provement on complex, domain-specific tasks is
greater than its improvement on general tasks. For
example, in the general domain, it only improves
performance from 39.73% to 43.44% in legal (or
44.37% in financial), while in the legal ECA task, it
boosts performance from 58.80% to 70.60%. These
demonstrate that multi-domain knowledge integra-
tion can significantly enhance model capabilities
on specific complex tasks.

5.3 Ablation Study
Effectiveness of the Action Space. As shown
in Table 2, we evaluated the effectiveness of each
action in our action space. First, we modified action
A3 so that it produces answers instead of generating
knowledge. Second, we tested the performance
under missing A4 compared to the full method.

Effectiveness of the Reward Mechanism. The
reward r for candidate answer is computed as

r = nconf × consistency
(
â, ak+1:|a|

)
, (5)

where nconf denotes the confidence score when
generating the candidate answer at node, i.e.,
the proportion of times that answer appears.
consistency

(
â, ak+1:|a|

)
measures the semantic

consistency of the remaining answer â, which is
generated based on the a1:k, and the original an-
swer segment ak+1:|a|. As shown in Figure 5, we
sampled 500 r on the ECA and General tasks to ob-
serve the performance of the reward mechanism on
the domain-specific and general domains. The ver-
ification model can give higher values to positive
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Method Legal
Model Config General LJP LQA ECA Avg.

maj@1 39.73 16.40 29.88 56.20 34.80
Llama-8B-Instruct maj@16 40.66 25.40 35.19 58.40 39.91

maj@32 41.32 26.67 34.91 59.00 39.63
maj@1 27.68 49.29 34.52 58.80 42.57

DISC-LawLLM maj@16 32.98 53.66 36.98 59.80 45.86
maj@32 36.02 55.59 39.18 59.40 47.55

MoA sample@32 40.26 43.84 37.66 56.20 44.49
Self-MoA sample@32 34.30 55.41 38.66 61.40 47.44
MMA 43.44 58.68 42.01 70.60 53.68

Method Financial
Model Config General FEQ FKT Avg.

maj@1 39.73 46.85 67.33 51.30
Llama-8B-Instruct maj@16 40.66 44.59 69.33 51.53

maj@32 41.32 45.94 69.33 52.20
maj@1 35.36 52.00 80.67 56.01

XuanYuan-13B-chat maj@16 38.01 54.05 82.00 58.02
maj@32 39.09 55.41 82.67 59.06

MoA sample@32 41.59 49.55 78.00 56.38
Self-MoA sample@32 40.13 55.86 82.67 59.55
MMA 44.37 59.01 84.67 62.68

Table 1: We mainly test in legal and finance, and report performance on the general test (General). All tests use a
two-example few-shot prompt. Here, maj@n denotes the majority vote among n sampled.

Method ECA General

MMA 70.60 43.44
w/o A1 68.88 38.41
w/o A2 63.40 40.39
w/ A3 (answer generation) 65.60 42.38
w/o A4 68.60 43.03

Table 2: Ablation study on the effectiveness of the action
space for implementing the mixture-of-agents approach.
We evaluated this both on domain-specific (ECA) and
general tasks (General).

cases (where the node is consistent with the true
answer), i.e., the distribution is skewed towards
"+1". At the same time, it can give lower values to
negative examples (the node is not consistent with
the true answer), i.e., the distribution is skewed
towards "-0". This demonstrates that the reward
mechanism is effective and provides proper guid-
ance for the MCTS.

We also evaluated using the general model from
MMA as our verification model. As shown in Ta-
ble 3, employing the general model as a verification
model introduces bias, and the lower the model’s
capability, the greater the bias. Therefore, for the

Verification Model Llama-3B
& LawLLM

Qwen2.5-7B
& LawLLM

General model 52.54 59.19
Cross model 57.35 61.85

Table 3: We applied MMA to the LJP task using
Llama-3B-Instruct or Qwen2.5-7B-Instruct in conjunc-
tion with LawLLM. We then evaluated performance
under two verification mechanisms: our proposed
cross-verfication method and, alternatively, using the
general model from MMA as the verification model.

robustness of the method, it is not possible to iden-
tify a model that is proficient across all domains to
serve as our verification model.

Performance under Different Rollouts. Since
MMA is based on MCTS for search expansion,
completing one full four-stage process constitutes
a rollout. Thus, the number of rollouts implies the
extent of exploration in the search tree. In Table 4,
we observe that the improvement in MMA is high
when the number of rounds increases from 5 to 10,
indicating that it is necessary to fully explore the
state space.
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(a) Distribution of rewards on general test (b) Distribution of rewards on domain-specific test

Figure 5: We sampled 500 reward calculations from nodes in both the domain-specific (b) and general (a) tests. The
correctness of candidate answer is determined by comparing it against the ground-truth answer. A higher absolute
value of a reward indicates higher confidence in that answer.

(a) Different models’ performances on general task (b) Different models’ performances on domain-specific task

Figure 6: We paired general models (Llama-3B-Instruct, Qwen-2.5-7B-Instruct and DeepSeek-V3) with domain-
specific models (LawLLM and wisdomInterrogatory), and evaluated each combination on the general task (General)
as well as the domain-specific task (ECA).

Rollouts General ECA

5 41.72 68.80
10 43.27 70.80
15 43.44 70.60
20 43.20 70.60

Table 4: We perform different numbers of rollouts on
domain-specific (ECA) and general (General) tasks. In
all other MMA experiments, the number of rollouts is
set to 15.

Different combinations of models We further
investigated how different combinations of gen-
eral and domain-specific models affect our method.
As shown in Figure 6, we found that even if gen-
eral model exhibits poor performance on complex,
domain-specific tasks, integrating its generaliza-
tion with specific knowledge enables to achieve
strong results. Conversely, if the general model

already shown a strong performance on complex,
domain-specific tasks, our approach still provides
additional performance gains by further leveraging
the strengths of each model. We observed a drop
in MMA’s performance on the general test when
we used a strong general model, and we attribute
this to the fact that the domain model gives useless
knowledge leading to the harmonization of gener-
alization and domain-specific knowledge, resulting
in a drop in performance on general test.

6 Conclusion

In this work, we propose MMA, a method that
achieve cross-domain knowledge integration via
mixture of multi-domain agents. By dynami-
cally exploring integration strategies, we find opti-
mal harmonizes the respective strengths of differ-
ent models in generalization and domain-specific
knowledge. Experiments across multiple domains
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and tests demonstrate the effectiveness of the
method. Extensive ablation studies and analyses
further validate the efficacy of the components
within the approach.

7 Limitations

Our method requires multiple rounds of iteration,
which introduces inference delays and makes it dif-
ficult to satisfy application scenarios with a high
demand for real-time performance. Moreover, our
approach depends on a domain-specific model to
provide domain knowledge; if the target domain
does not have a sufficiently fine-tuned model or the
knowledge coverage of the existing model is insuf-
ficient, our approach may not achieve the desired
performance.
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A Inference Cost

All of our experiments were conducted on NVIDIA
A800 GPUs, and because we employ a multi-agents
mixture approach, each inference requires two
GPUs. The time required to generate an answer for
a single instance is about 2 minutes for 10 rollouts
and 2 minutes 50 seconds for 15 rollouts. Conse-
quently, completing inference over an entire dataset
(e.g., ECA or LJP) takes roughly 23.6 hours.

B Time Complexity Comparison

We show the time complexity calculation process
and conclusions for MMA and MOA as follows:
The time complexity of the MMA method we pro-
pose is approximately:O (r × d/2× 2tmodel),
where r is the number of rollouts and d is the depth
of the tree. 2tmodel represents the time required
for one model forward inference and one cross-
verfication. In our experimental comparison, we
selected r as 15 and d as 5, resulting in a final value
of approximately O (75 × tmodel).

The time complexity of the MOA method is
as follows: O ((nsample × 2 + 1) × tmodel).
Here,nsample is the total number of samples
in the model. Ultimately, it is approximately
O (33 × tmodel).

Although MMA incurs greater computational
overhead, this overhead results in better inference
performance, 44.49 vs. 53.68. That is, MMA is
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Figure 7: An example showing the extension of MCTS.

designed for scenarios that require high inference
accuracy.

C Comparative Experiments and
Analysis of Additional Effective
Methods

C.1 Multi-Agent Collaboration.
Methods such as DyLAN enhances task adapt-
ability by assigning diverse roles to a powerful
general model (e.g., GPT-4o) and employing dy-
namic agent optimization, it fundamentally relies
on multi-agent collaboration within the same base
model. They rely on the capabilities of the pro-
fessional knowledge systems inherent in power-
ful base models. When tasks involve professional
fields that are not fully covered by base mod-
els, role simulation alone is often insufficient to
compensate for knowledge gaps and effectively
improve performance. In contrast, our proposed
MMA framework overcomes these limitations by
enabling dynamic integration of a general model
and a domain-specific model at test time. This de-
sign effectively alleviates the limitations of base
models, which often stem from inadequate knowl-
edge coverage in unfamiliar or highly specialized
fields. MMA requires only one general and one
domain-specific model to achieve enhanced per-
formance on domain-specific tasks, facilitating the
dynamic integration of generalization and domain
knowledge across models.

To ensure fairness, we used DeepSeek as the
model when implementing DyLAN. The experi-

Method ECA General

LawLLM 58.80 27.68
DeepSeek 93.40 84.50

MMA 96.20 83.84
DyLAN 92.40 81.99

Table 5: We present the comparison results between our
framework and DyLAN.

mental results are as follows:

C.2 Retrieval-Augmented Generation (RAG)

RAG retrieves relevant text fragments from a cor-
pus to assist language models in generating re-
sponses. Its core function is to provide external
knowledge support, making it more suitable for
“knowledge-intensive task”—that is, tasks where
answers primarily rely on the direct extraction or
summarization of facts and provisions. However,
since the retrieved information itself lacks reason-
ing capabilities, RAG cannot substantially enhance
the model’s reasoning ability. This limitation be-
comes especially apparent in tasks requiring logical
inference, domain-specific judgment, or strategic
decision-making, where RAG’s assistance is often
insufficient. In contrast, MMA does not merely
provide knowledge—it incorporates models with
complementary strengths into the entire reasoning
process, enabling a deep integration of knowledge
and reasoning. As a result, MMA goes beyond
knowledge supplementation; it fundamentally en-
hances the model’s overall capability.
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Model AGI LJP LQA ECA

Llama-8B 39.73 16.40 29.88 56.20
LexRAG 40.33 24.32 32.71 51.00

MMA 43.44 58.68 42.01 70.60

Table 6: We compare RAG methods and our framework
across different general and domain-specific tasks.

At the same time, we added a comparison exper-
iment with the RAG method.

The results show that RAG can improve perfor-
mance on tasks that heavily rely on domain exper-
tise, such as LJP and LQA (where LJP requires pro-
viding professional legal judgments), it performs
poorly on tasks like ECA that require reasoning
(e.g., calculating the total amount of criminal pro-
ceeds), even reducing performance by 2.2%. How-
ever, our MMA framework achieves superior re-
sults in terms of consistency and reasoning capabil-
ities across tasks and domains by dynamically com-
bining general models and domain-specific models.

D Example

D.1 Action Space

We present a comprehensive action space with il-
lustrative examples, as shown in Figure 7.

D.2 Prompt Examples in ECA

Action 1: Generate Answer with General
Model
### Instruction: Please carefully calculate the
total amount involved in the crime. You must,
according to my formatting requirements, first
give the analysis and then, beginning with "Fi-
nal amount:", give the concluding total.
Document: "Upon trial it was established that:
On the afternoon of April 8, 2017, the defendant
Wang X drove with Ma and others to Jiashan
County in Jiaxing City and checked into the
Vienna International Hotel. In the early hours
of April 11, the defendant Wang X, in collusion
with co-defendant Ma (being dealt with sepa-
rately), took a taxi to Jiaxing City, pried open
the door of victim Jiang M.’s home and stole
one silver men’s Omega wristwatch (valued at
RMB 15,000), one silver ladies’ Omega wrist-
watch (valued at RMB 13,000), and RMB 500
in cash. The two then went to Villa A4 in Cui
xx, used the same method to break into victim

Yu M.’s home and stole approximately RMB
600 in cash, as well as about RMB 17,000 in
cash left in the BMW bearing license plate Zhe
Fxxxxx parked at the door. That same morning,
defendant Wang X and his accomplices fled to
Suzhou.
On the morning of April 14, 2017, the public se-
curity authorities arrested defendant Wang X in
Room 1228 of the Vienna Hotel in Suzhou City,
and detained co-occupants Yang M. and Jiao
M.; Ma escaped from the room. Police seized
from Wang X cash of RMB 421, a pair of black
sneakers, gloves, a flashlight, masks, and other
items. It was further established that defendant
Wang X had been released on September 27,
2016, had served his previous sentence with-
out commutation, and had already fulfilled his
property penalty."
Analysis: On the afternoon of April 8, 2017,
Wang X and Ma et al. drove to Jiashan County,
Jiaxing City, and checked into the Vienna Inter-
national Hotel. In the early hours of April 11,
Wang X and co-defendant Ma took a taxi to Ji-
axing City, pried open the door of victim Jiang’s
home and stole one silver men’s Omega watch
(worth RMB 15,000), one silver ladies’ Omega
watch (worth RMB 13,000), and RMB 500 in
cash. The two then went to Villa A4 in Cui xx,
used the same method to steal approximately
RMB 600 in cash from victim Yu’s residence
and about RMB 17,000 in cash from a BMW (li-
cense plate Zhe Fxxxxx) parked outside. That
same morning, Wang X and his accomplices
fled to Suzhou. On the morning of April 14,
2017, public security officers arrested Wang X
in Room 1228 of the Vienna Hotel in Suzhou,
detained co-occupants Yang and Jiao (Ma es-
caped), and seized RMB 421 in cash, a pair of
black sneakers, gloves, a flashlight, masks, and
other items from him.
Your answer format should be: "Answer: [anal-
ysis]. Final amount: [final amount]" where
[analysis] is the screening and calculation of the
amounts, and [final amount] is the total criminal
amount involved as set forth in the document.
### According to the analysis, the amounts in-
volved in the crime recorded in the document
include: one silver men’s Omega watch valued
at RMB 15,000; one silver ladies’ Omega watch
valued at RMB 13,000; RMB 500 in cash; ap-
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proximately RMB 6,000 in cash from victim
Yu’s home; and approximately RMB 17,000 in
cash from the BMW parked at the door. The
cash sums to RMB 6,000 + RMB 17,000 =
RMB 20,000, and the watches sum to RMB
15,000 + RMB 13,000 = RMB 28,000. The
total amount is RMB 28,000 + RMB 20,000 =
RMB 48,000. Final amount: RMB 48,000.

Action 2: Generate Answer with Domain-
specific Model
### Instruction: Please carefully calculate the
total amount involved in the crime. You must,
according to my formatting requirements, first
give the analysis and then, beginning with "Fi-
nal amount:", give the concluding total.
Document: "Upon trial it was established that:
On the afternoon of April 8, 2017, the defendant
Wang X drove with Ma and others to Jiashan
County in Jiaxing City and checked into the
Vienna International Hotel. In the early hours
of April 11, the defendant Wang X, in collusion
with co-defendant Ma (being dealt with sepa-
rately), took a taxi to Jiaxing City, pried open
the door of victim Jiang M.’s home and stole
one silver men’s Omega wristwatch (valued at
RMB 15,000), one silver ladies’ Omega wrist-
watch (valued at RMB 13,000), and RMB 500
in cash. The two then went to Villa A4 in Cui
xx, used the same method to break into victim
Yu M.’s home and stole approximately RMB
600 in cash, as well as about RMB 17,000 in
cash left in the BMW bearing license plate Zhe
Fxxxxx parked at the door. That same morning,
defendant Wang X and his accomplices fled to
Suzhou.
On the morning of April 14, 2017, the public se-
curity authorities arrested defendant Wang X in
Room 1228 of the Vienna Hotel in Suzhou City,
and detained co-occupants Yang M. and Jiao
M.; Ma escaped from the room. Police seized
from Wang X cash of RMB 421, a pair of black
sneakers, gloves, a flashlight, masks, and other
items. It was further established that defendant
Wang X had been released on September 27,
2016, had served his previous sentence with-
out commutation, and had already fulfilled his
property penalty."

Your answer format should be: "Answer: [anal-
ysis]. Final amount: [final amount]" where
[analysis] is the screening and calculation of the
amounts, and [final amount] is the total criminal
amount involved as set forth in the document.
### Response: The total amount involved in
the crime as recorded in the document is RMB
24,968. First, defendant Wang X stole from vic-
tim Jiang one silver men’s Omega watch (val-
ued at RMB 15,000), one silver ladies’ Omega
watch (valued at RMB 13,000), and RMB 500
in cash, as well as from victim Yu approx-
imately RMB 600 in cash and about RMB
17,000 in cash left inside the BMW (license
plate Zhe Fxxxxx) parked at the door. Sec-
ond, when Wang X and his accomplices fled
to Suzhou and were arrested, the police seized
RMB 421 in cash from him. Therefore, the total
criminal amount is RMB 24,968. Final amount:
RMB 24,968.

Action 3: Generate and Refine Knowledge
### Instruction: Please analyze the following
document, identifying each summarized crim-
inal act and the amount involved, without pro-
viding the total criminal amount.
Document: "Upon trial it was established that:
On the afternoon of April 8, 2017, the defendant
Wang X drove with Ma and others to Jiashan
County in Jiaxing City and checked into the
Vienna International Hotel. In the early hours
of April 11, the defendant Wang X, in collusion
with co-defendant Ma (being dealt with sepa-
rately), took a taxi to Jiaxing City, pried open
the door of victim Jiang M.’s home and stole
one silver men’s Omega wristwatch (valued at
RMB 15,000), one silver ladies’ Omega wrist-
watch (valued at RMB 13,000), and RMB 500
in cash. The two then went to Villa A4 in Cui
xx, used the same method to break into victim
Yu M.’s home and stole approximately RMB
600 in cash, as well as about RMB 17,000 in
cash left in the BMW bearing license plate Zhe
Fxxxxx parked at the door. That same morning,
defendant Wang X and his accomplices fled to
Suzhou.
On the morning of April 14, 2017, the public se-
curity authorities arrested defendant Wang X in
Room 1228 of the Vienna Hotel in Suzhou City,
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and detained co-occupants Yang M. and Jiao
M.; Ma escaped from the room. Police seized
from Wang X cash of RMB 421, a pair of black
sneakers, gloves, a flashlight, masks, and other
items. It was further established that defendant
Wang X had been released on September 27,
2016, had served his previous sentence with-
out commutation, and had already fulfilled his
property penalty."
Your answer format should be: "Analysis: [el-
ements]", where [elements] are your analysis
details of the document.
### Response: On the afternoon of April 8,
2017, Wang X and Ma drove to Jiashan County,
Jiaxing City, and checked into the Vienna In-
ternational Hotel. In the early hours of April
11, Wang X and co-defendant Ma took a taxi
to Jiaxing City, pried open the door of vic-
tim Jiang’s home and stole one silver men’s
Omega watch (valued at RMB 15,000), one
silver ladies’ Omega watch (valued at RMB
13,000), and RMB 500 in cash. They then went
to Villa A4 in Cui xx, used the same method
to break into victim Yu’s home and stole ap-
proximately RMB 600 in cash and about RMB
17,000 in cash from a BMW (license plate Zhe
Fxxxxx) parked outside. That same morning,
Wang X and his accomplices fled to Suzhou. On
the morning of April 14, 2017, public security
officers arrested Wang X in Room 1228 of the
Vienna Hotel in Suzhou, detained co-occupants
Yang and Jiao (Ma escaped), and seized RMB
421 in cash, a pair of black sneakers, gloves, a
flashlight, masks, and other items from Wang
X.

### Instruction: The following draft answer
calculates the criminal amount in the document
based on the original analysis. Please review
the reasonableness and accuracy of the original
analysis according to the draft answer, and then
generate the review result in accordance with
the review requirements and output format.
Document: "Upon trial it was established that:
On the afternoon of April 8, 2017, the defendant
Wang X drove with Ma and others to Jiashan
County in Jiaxing City and checked into the
Vienna International Hotel. In the early hours
of April 11, the defendant Wang X, in collusion

with co-defendant Ma (being dealt with sepa-
rately), took a taxi to Jiaxing City, pried open
the door of victim Jiang M.’s home and stole
one silver men’s Omega wristwatch (valued at
RMB 15,000), one silver ladies’ Omega wrist-
watch (valued at RMB 13,000), and RMB 500
in cash. The two then went to Villa A4 in Cui
xx, used the same method to break into victim
Yu M.’s home and stole approximately RMB
600 in cash, as well as about RMB 17,000 in
cash left in the BMW bearing license plate Zhe
Fxxxxx parked at the door. That same morning,
defendant Wang X and his accomplices fled to
Suzhou.
On the morning of April 14, 2017, the public se-
curity authorities arrested defendant Wang X in
Room 1228 of the Vienna Hotel in Suzhou City,
and detained co-occupants Yang M. and Jiao
M.; Ma escaped from the room. Police seized
from Wang X cash of RMB 421, a pair of black
sneakers, gloves, a flashlight, masks, and other
items. It was further established that defendant
Wang X had been released on September 27,
2016, had served his previous sentence with-
out commutation, and had already fulfilled his
property penalty."
Analysis: On the afternoon of April 8, 2017,
Wang X and Ma et al. drove to Jiashan County,
Jiaxing City, and checked into the Vienna Inter-
national Hotel. In the early hours of April 11,
Wang X and co-defendant Ma took a taxi to Ji-
axing City, pried open the door of victim Jiang’s
home and stole one silver men’s Omega watch
(worth RMB 15,000), one silver ladies’ Omega
watch (worth RMB 13,000), and RMB 500 in
cash. The two then went to Villa A4 in Cui xx,
used the same method to steal approximately
RMB 600 in cash from victim Yu’s residence
and about RMB 17,000 in cash from a BMW (li-
cense plate Zhe Fxxxxx) parked outside. That
same morning, Wang X and his accomplices
fled to Suzhou. On the morning of April 14,
2017, public security officers arrested Wang X
in Room 1228 of the Vienna Hotel in Suzhou,
detained co-occupants Yang and Jiao (Ma es-
caped), and seized RMB 421 in cash, a pair of
black sneakers, gloves, a flashlight, masks, and
other items from him.
Answer pending trial: According to the analysis,
the amounts involved in the crime recorded in
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the document include: one silver men’s Omega
watch valued at RMB 15,000; one silver ladies’
Omega watch valued at RMB 13,000; RMB
500 in cash; approximately RMB 6,000 in cash
from victim Yu’s home; and approximately
RMB 17,000 in cash from the BMW parked
at the door. The cash sums to RMB 6,000 +
RMB 17,000 = RMB 20,000, and the watches
sum to RMB 15,000 + RMB 13,000 = RMB
28,000. The total amount is RMB 28,000 +
RMB 20,000 = RMB 48,000. Final amount:
RMB 48,000.
Review requirements: 1. If there are any flaws
or errors in the draft answer or the original anal-
ysis, begin with [Correction] and provide a com-
plete and correct analysis, without explaining
the cause of the error. 2. If it is completely
correct, begin with [No Change Needed].
Output format: "[Review Conclusion]. Analy-
sis: [elements]." Where [Review Conclusion]
is either [Correction] or [No Change Needed],
and [elements] is the complete problem analy-
sis (i.e., each summarized criminal act in the
document along with the amount involved; the
analysis should not provide the total criminal
amount).
### Response: On the afternoon of April 8,
2017, Wang X and Ma, along with others, drove
to Jiashan County, Jiaxing City, and checked
into the Vienna International Hotel. In the early
hours of April 11, Wang X and co-defendant
Ma took a taxi to Jiaxing City and used the
method of prying open doors to enter the res-
idence of victim Jiang, from which they stole
one silver men’s Omega watch (valued at RMB
15,000), one silver ladies’ Omega watch (val-
ued at RMB 13,000), and RMB 500 in cash.
The two then went to Villa A4 in Cui xx and
used the same method to steal approximately
RMB 6,008 in cash from victim Yu’s home and
about RMB 17,000 in cash from a BMW (li-
cense plate Zhe Fxxxx) parked at the entrance.
That same morning, Wang X and the others fled
to Suzhou. On the morning of April 14, 2017,
public security authorities arrested Wang X in
Room 128 of the Vienna Hotel in Suzhou City,
and found co-occupants Yang and Jiao in the
room, while Ma escaped. Police seized RMB
421 in cash, a pair of black sneakers, gloves, a
flashlight, masks, and other items from Wang
X.

Action 4: Extract the Elements
### Instruction: Please split the context of the
document into distinct conditions and help me
rephrase the text. In the rephrased document,
be sure to fully convey all information from the
original. Only translate the above into English.
Document: "Upon trial it was established that:
On the afternoon of April 8, 2017, the defendant
Wang X drove with Ma and others to Jiashan
County in Jiaxing City and checked into the
Vienna International Hotel. In the early hours
of April 11, the defendant Wang X, in collusion
with co-defendant Ma (being dealt with sepa-
rately), took a taxi to Jiaxing City, pried open
the door of victim Jiang M.’s home and stole
one silver men’s Omega wristwatch (valued at
RMB 15,000), one silver ladies’ Omega wrist-
watch (valued at RMB 13,000), and RMB 500
in cash. The two then went to Villa A4 in Cui
xx, used the same method to break into victim
Yu M.’s home and stole approximately RMB
600 in cash, as well as about RMB 17,000 in
cash left in the BMW bearing license plate Zhe
Fxxxxx parked at the door. That same morning,
defendant Wang X and his accomplices fled to
Suzhou.
On the morning of April 14, 2017, the public se-
curity authorities arrested defendant Wang X in
Room 1228 of the Vienna Hotel in Suzhou City,
and detained co-occupants Yang M. and Jiao
M.; Ma escaped from the room. Police seized
from Wang X cash of RMB 421, a pair of black
sneakers, gloves, a flashlight, masks, and other
items. It was further established that defendant
Wang X had been released on September 27,
2016, had served his previous sentence with-
out commutation, and had already fulfilled his
property penalty."
### Response: Condition 1: On the afternoon
of April 8, 2017, defendant Wang X and Ma
and others traveled to Jiashan County, Jiaxing
City, and checked into the Vienna International
Hotel.
Condition 2: In the early hours of April 11,
Wang X together with co-defendant Ma (han-
dled in a separate case) took a taxi to Jiax-
ing City, pried open the door of victim Jiang’s
home, and stole one silver men’s Omega watch
(valued at RMB 15,000), one silver ladies’
Omega watch (valued at RMB 13,000), and
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RMB 500 in cash.
Condition 3: At the same time, the two went
to Villa A4 in Cui xx, used the same method to
break into victim Yu’s home, and stole approx-
imately RMB 6,000 in cash and about RMB
17,000 in cash from a BMW (license plate Zhe
Fxxxxx) parked at the entrance.
Condition 4: That same morning, Wang X and
his accomplices fled to Suzhou.
Condition 5: On the morning of April 14, 2017,
public security officers went to Room 1228 of
the Vienna Hotel in Suzhou City and arrested
Wang X, detaining co-occupants Yang M. and
Jiao M., while Ma escaped from the room.
Condition 6: The police seized RMB 421 in
cash, a pair of black sneakers, gloves, a flash-
light, masks, and other items from Wang X.
Condition 7: It was further established that
Wang X had been released on September 27,
2016, had served his prior sentence without
commutation, and had already fulfilled his prop-
erty penalty.
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