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Abstract

Large language models (LLMs) have been
used to synthesize persuasive dialogues for
studying persuasive behavior. However,
existing approaches often suffer from issues
such as stance oscillation and low informa-
tiveness. To address these challenges, we
propose reinforced instructional prompting, a
method that ensures speaker characteristics
consistently guide all stages of dialogue
generation. We further introduce multilingual
prompting, which aligns language use with
speakers’ native languages to better capture
cultural nuances. Our experiments involving
speakers from eight countries show that
continually reinforcing speaker profiles and
cultural context improves argument diversity,
enhances informativeness, and stabilizes
speaker stances. Moreover, our analysis of
inter-group versus intra-group persuasion
reveals that speakers engaging within their
own cultural groups employ more varied
persuasive strategies than in cross-cultural
interactions. These findings underscore
the importance of speaker and cultural
awareness in LLM-based persuasion modeling
and suggest new directions for developing
more personalized, ethically grounded, and
culturally adaptive LLM-generated dialogues.
The implementation is publicly available at our
GitHub: https://github.com/HF-heaven/
Cross-Cultural-Persuasion-Simulations.

1 Introduction

Recent studies have demonstrated the effectiveness
of large language models (LLMs) in multi-agent
communication environments for simulating per-
suasion behaviors (Ma et al., 2025). Persuasion
is a complex form of human communication that
relies on strategic language use and strong personal
opinions. While LLMs have shown promise in gen-
erating persuasive dialogues, existing simulations
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tend to be uniform in strategy and style, lacking
the diversity observed in real-world persuasion. A
key limitation is that these models do not account
for speakers’ personal and cultural characteristics,
leading to homogeneous and unrealistic dialogues.

This paper explores whether large language mod-
els (LLMs) can generate persuasion dialogues that
adapt to speakers’ backgrounds, producing more
diverse persuasive strategies and supporting evi-
dence that better align with speaker profiles. Specif-
ically, we examine how incorporating and consis-
tently reinforcing speaker profiles influences the
diversity of persuasion strategies, stance consis-
tency, and the informativeness and cultural align-
ment of supporting arguments. To this end, we
introduce two enhancements to the baseline per-
suasion simulation framework proposed by Ma
et al. (2025): (1) Personal-profile-infused persua-
sion simulation, where speaker characteristics are
explicitly embedded in the initial prompts to align
generated responses with the speakers’ demograph-
ics. (2) Personal-profile-reinforced persuasion sim-
ulation, where speaker profiles are repeatedly em-
phasized throughout the dialogue to guide each
generation step. For both approaches, we further
explore a multilingual variant in which prompts
and responses are generated in each speaker’s na-
tive language. This allows us to assess the effect of
stronger cultural cues on the quality and authentic-
ity of the generated dialogues.

After generating the persuasion dialogues, we
conduct a comprehensive manual analysis to: (1)
Assess the linguistic fluency and logical consis-
tency of the outputs, (2) Evaluate whether the
framework successfully aligns generated dialogues
with speaker backgrounds and maintains assigned
stances, even when they deviate from the ideolog-
ical biases typically exhibited by LLMs, and (3)
Examine persuasion strategy diversity within and
across cultural groups, determining how speaker-
specific prompting affects argumentation styles.
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Additionally, we analyze how language choice in-
fluences generation quality and how stance extrem-
ity affects the formulation of arguments.

Our results demonstrate that incorporating
speaker profiles and reinforcing prompts signif-
icantly enhance persuasion simulation quality
by: (1) Generating more informative and novel ar-
guments, (2) Increasing the likelihood of concrete
Jjustifications and evidence, and (3) Producing a
broader range of persuasive strategies compared
to baseline framework.

We also observe a trade-off between linguistic
diversity and strategic variation: while enforcing
native language use improves argument novelty,
it somewhat reduces strategy diversity. Neverthe-
less, this does not alter our primary conclusion
that speaker awareness significantly improves the
realism and effectiveness of LLM-generated per-
suasion dialogues.

By bridging this gap, our speaker-infused per-
suasion framework expands the scope of compu-
tational persuasion research, enabling deeper in-
vestigations into argumentation strategies, cultural
influences, and ideological positioning. This work
contributes to more realistic, context-aware Al-
generated dialogues, with potential applications
in social science research, Al-assisted debate sys-
tems, and cross-cultural communication modeling.

2 Speaker-Infused PersuaSim

We follow Ma et al. (2025) and employ a multi-
LLM communication framework to generate per-
suasive dialogues between two speakers with given
background information. The framework consists
of two dialogue generation agents (for persuader
and persuadee), an utterance quality monitor and
a language refinement agent to enhance utterance-
level quality, and a global regulation agent to man-
age dialogue flow. We refer to this framework as
PersuaSim-Orig and provide the corresponding
agent prompts in Appendix B.1.

For personal information injection into
PersuaSim-Orig, we modify the initial prompts
to the dialogue generation agents and create
PersuaSim-Infused. Prompts for PersuaSim-
Infused are shown in Appendix B.2. Building upon
PersuaSim-Infused, we introduce PersuaSim-
Reinforced, which further emphasizes the
necessity for dialogue generation agents to align
with the assigned personal backgrounds in every
round of generation. The utterance quality monitor

Utterance Quality Monitor Agent

Original
Monitor

Culture
Monitor

Language
Monitor

Figure 1: The utterance quality monitor agents
in PersuaSim-Reinforced and PersuaSim-Reinforced-
MultiLing involve two more monitors than in
PersuaSim-Orig. Prompts 3.0 and 3.1 are added for
speaker background injection, and Prompt 3.2 is addi-
tionally introduced to enable multilingual generation.

Please keep playing the role of: {profile}. And keep speaking
{language} to reply to the persudaee/persuader. Only return your
response without any other words. The persuadee/persuader said:

Figure 2: Additional instructions to the dialogue gener-
ation agents in PersuaSim-Reinforced (Prompts 3.0).

is also tasked with verifying alignment at each
turn of communication. To ensure that speakers’
utterances align with their cultural backgrounds,
we made improvements to the Utterance Quality
Monitor Agent, as shown in Figure 1. Specifically,
we introduced two enhancements: (3.0) For each
utterance, we emphasize the agent’s identity
and instruct the agent to consistently maintain
its assigned role while passing the conversation
between speakers (Figure 2). (3.1) We added a
filter to detect whether the generated sentences
conflict with the speaker’s cultural background
(Figure 3). If a conflict is detected, the utterance is
revised accordingly.

We  additionally designed PersuaSim-
Infused-MultiLing and PersuaSim-Reinforced-
MultiLing to investigate the impacts of language
choice in the prompts. In these settings, prompts
to each dialogue generation agent are translated
into the official language of the agent’s specified
country of origin, and they are required to
generate in that language as well. We made two
modifications: (1) Translating the initial settings
(Figure B7) and passing prompts (Figure 2) into
the target languages. (2) Adding an additional
monitoring filter (3.2 in Figure 1) to verify whether
the generated utterance is in the intended language.
If it is not, the utterance is revised accordingly.
The corresponding prompts are shown in Figure 4.
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Topic Number | Topic Agree Disagree
BGD DEU
1 When jobs are scarce, employers should give priority to people of this country over immigrants. BGD GBR
BGD BGD
JPN TUR
2 In terms of the effects of immigration on the development of your country, do you agree that it fills important jobs vacancies? JPN JPN
TUR TUR
3 In terms of the effects of immigration on the development of your country, do you agree with Strengthens cultural diversity? JPN RUS
RUS CHN
4 In terms of the effects of immigration on the development of your country, do you agree that it increases the risks of terrorism? | RUS RUS
CHN CHN
KOR GBR
5 ‘We depend too much on science and not enough on faith. KOR DEU
KOR KOR
6 It is a duty towards society to have children. BGD DEU
7 Adult children have the duty to provide long-term care for their parents. BGD GBR
8 A country’s government should have the right to keep people under video surveillance in public areas. BGD TUR

Table 1: Topics selected to evaluate LLMs’ capabilities in recognizing and consistently advocating for prevalent
viewpoints within each country. Example pairs of countries with opposing viewpoints for setting up our experiments

are also provided.

CULTURE MONITOR

You will be given what the persudaer/persuadee said in the current
round. The persuader/persuadee is playing the role of: {profile}
Please tell me whether the viewpoint expressed by the
persuader/persuadee conflict with the typical perspectives of the
country that the persuader/persuadee from. Response with 'Yes' or 'No'
only.

(if return 'YES', ask agent to revise)

Figure 3: Prompts 3.1 (for PersuaSim-Reinforced-
MultiLing) that are added to the utterance quality mon-
itor module to check whether speakers deviate from
their provided speaker background information. If a
deviation is detected, the utterance is revised to ensure
alignment.

LANGUAGE MONITOR

You will be given what the persuader/persuadee said in the current
round. Please tell me whether the persuader/persuadee is speaking
{language}. Response with 'Yes' or 'No' only.

(if return 'NO', ask agent to revise)

Figure 4: Prompts 3.2 (for PersuaSim-Reinforced-
MultiLing) that is added to the utterance quality monitor
agent that checks whether dialogue generation agents
are using the correct target language. If not, the utter-
ance is revised.

3 Topic Selection & Dialogue Generation

Using the persuasion simulation frameworks de-
tailed in Section 2, we identify topics with signifi-
cant cross-country differences in viewpoints (Table
1). These topics are derived from academic sur-
vey data and serve as the foundation for generating
dialogues used in our main annotation analysis.

3.1 Topic Selection

We utilize the World Values Survey (WVS) (2022),
a widely recognized noncommercial academic sur-
vey that gathers up-to-date, representative data on
cultural opinions from various countries, to con-
struct topics and stances for our dialogue systems.
The WVS data serves as a valuable resource for
value-based topics, capturing a broad spectrum of
perspectives on cultural issues.

For each value topic identified in the WVS,
we first filter out non-informative responses, such

as those labeled "Don’t know" and "No an-
swer/Refused," ensuring that our analysis focuses
solely on substantive input. Next, we compute the
probability distributions of responses from each
country for the remaining informative choices. To
identify significant disparities in cultural opinions,
we then calculate the Jensen-Shannon distance be-
tween the response distributions of country pairs,
selecting the five pairs with the highest distances.

For topics represented by bipolar choices, we
apply a bipolar rating scale to compute a weighted
average for each country c¢;, producing a single
representative value s’ that quantifies the average
viewpoint of each country’s populace on topic t.

Among the top five country pairs (¢;, ¢;) iden-
tified for each topic ¢, we select pairs where the
weighted average scores s; and s’ not only have
opposing signs but also exhibit a substantial di-
vergence. Specifically, we impose the conditions
|st| > 0.1, |s§| > (.1, and |Sf—s§\ > (0.4 to ensure
the selection of pairs with strong and contrasting
distributions over the topics.

Through this systematic approach, we identify
8 distinct topics and 10 country pairs with signif-
icantly opposing viewpoints, forming the founda-
tion for exploring cultural dynamics in automated
persuasive dialogues between LLMs. Addition-
ally, we incorporate conversations where agents
from the same cultural background engage with
one another to evaluate the impact of cross-cultural
communication on dialogue generation. This final
selection results in a total of 16 country pairs.

3.2 Dialogue Generation

We utilized the frameworks outlined in Section 2 to
generate dialogues and examine the effects of infus-
ing personal information. For the PersuaSim-Orig
framework, we adhered strictly to the methodol-
ogy described by Ma et al. (2025), generating one
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dialogue per topic. For the other frameworks, we
synthesized six personal profiles for each of the
eight countries listed in Table D1. For each topic,
we randomly selected three pairs of profiles from
the corresponding pairs of countries to guide the
dialogue generation process, resulting in a total of
208 dialogues for annotation analysis. Method for
profile synthesis is detailed in Appendix C.

4 Validations and Result Analyses

After obtaining persuasion dialogues, we conduct
comprehensive manual annotations to evaluate the
generation quality of the persuasion simulation
framework with controlled participant profiles. Our
evaluation focuses on the framework’s ability to:
(a) generate high-quality overall dialogues (Section
4.1), (b) enhance the concreteness of supporting
arguments (Section 4.2), and (c) demonstrate di-
versity in persuasion strategy preferences (Section
4.3). Additionally, we examine how inter-group
dialogues differ from intra-group dialogues across
these measures (Section 4.4).

4.1 Quantitative Quality Assessment

We employed the quality evaluation metric pro-
posed by Ma et al. (2025), which synthesizes in-
sights from existing literature to assess the quality
of generated dialogues, examining both local and
global fluency. At the local level, dialogue quality
is evaluated based on two key criteria: Coherence,
which measures the logical consistency between a
speech-response pair, and Informativeness, which
assesses whether responses introduce new, relevant
information that advances the conversation.

At the global level, we assess overall dialogue
quality using three dimensions: (1) Fluency, which
ensures that the conversation remains natural and
human-like throughout; (2) Internal Role Con-
sistency, which verifies that speakers do not ex-
hibit sudden, unexplained shifts in position over
the course of the dialogue; and (3) Topic Consis-
tency, which ensures that the conversation remains
focused on the predefined subject. The full list of
definitions and related works are shown in Table 2.

To ensure annotation quality, two annotators
were trained together using the aforementioned
standards and example cases. They jointly anno-
tated 30% of the dataset to establish a baseline for
inter-rater consistency. The internal consistency of
their annotations is reported in Table 2. For the
remaining 70% of the data, we implemented ad-
ditional measures to minimize potential annotator

discrepancies that could affect the evaluation of
different generation methods within the same topic.
Specifically, we randomly assigned one annotator
per topic, requiring them to annotate all samples
within that topic. Furthermore, to reduce the impact
of between-topic differences on the evaluation, we
ensured that for each topic, the number of samples
annotated with the no-culture profile and different
generation strategies was fixed across topics.

The average scores and their associated confi-
dence intervals for different generation methods are
presented in Table 3. As noted by Ma et al. (2025),
informativeness remains a primary limitation in
LLM-generated dialogues, as LLMs tend to pro-
duce more repetitive utterances and relatively sim-
plistic stances over extended interactions. Notably,
PersuaSim-Reinforced-MultiLing effectively miti-
gated this issue to a convincing extent: compared to
PersuaSim-Orig, the combination of multilingual
and reinforcement agents significantly improved
informativeness (two-sample t-test, p < 0.05).

The increased informativeness also results in
longer, more coherent dialogues with fewer non-
sensical stance shifts. On average, PersuaSim-
Reinforced and PersuaSim-Reinforced-MultiLing
generate dialogues lasting 9.58 and 8.42 rounds, re-
spectively, with the first consensus reached at 7.86
and 7.84 rounds. In contrast, PersuaSim-Orig pro-
duces shorter dialogues averaging 8.07 rounds, but
wastes approximately 2.19 rounds on meaningless
oscillations between stances. Additional details on
dialogue lengths across different frameworks are
provided in Appendix F.

No significant differences were detected between
PersuaSim-Reinforced-MultiLing and PersuaSim-
Orig on other measures, despite the latter showing
slightly higher scores in Coherence, Fluency, and
Internal Role Consistency. PersuaSim-Reinforced
performed comparably to PersuaSim-Orig on all
measures, with each model demonstrating non-
significant strengths in different aspects. On the
other hand, incorporating cultural profiles without
supervising agents appeared to negatively impact
other quality aspects of generation while slightly
enhancing informativeness at a non-significant, triv-
ial level.

4.2 Argumentative Support Quality

Research highlights the significance of incorpo-
rating detailed evidence to enhance the persua-
siveness of fact-checking efforts (Costello et al.,
2024). However, prior research by Ma et al. (2025)
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Evaluation Criteria Definition Related Work K Weighted ~
Coherence The speakers respond logically to the immediate The responses are relevant to each other (Ke et al. 2018; Wu et al. 2019; 0.375  0.465
conversation. Liang and Li 2021)
The responses are logical (Zhu et al., 2019)
The responses are appropriate to the context (Moghe et al. 2018; Young
etal. 2018; Lin et al. 2019; Wu et al. 2019)
Informativeness The utterances introduce relevant new informa- The responses build on prior information in the conversation. (Moghe etal., 0.510  0.567
tion or arguments, and avoids repeating informa- 2018)
tion.
Responses can introduce new knowledge or topics in conversation. (Ke
etal. 2018; Wu et al. 2019; Zhu et al. 2019)
Fluency The conversation sounds human-like and fluent An average reader could understand the conversation. (Moghe et al., 2018; 0.517 0.520
overall. Lin et al., 2019)
The responses are grammatically fluent and in a natural conversation style.
(Ke et al. 2018; Wu et al. 2019; Zhu et al. 2019; Ji et al. 2022)
Internal Role There are no sudden shifts in a speaker’s objec- There are no abrupt context switches (Moghe et al., 2018) 0.331 0428
Consistency tives or stance without a clear explanation.
The speaker is consistent throughout the conversation. (Ji et al., 2022)
Topic Consistency  The conversation stays on topic. The speaker stays on topic. (Moghe et al. 2018; Ji et al. 2022) 0.527  0.508

Table 2: Dialogue-level Quality Evaluation. 2 annotators assessed 50 randomly selected dialogues on the criteria
listed above, using a likert scale of 1 - Not Accurate, 2 - Somewhat Accurate, and 3 - Accurate. Both linearly
weighted (Weighted ~) and unweighted (k) inter-rater consistency scores are calculated.

Generation Strategy Coherence

Informativesness

Fluency Internal Role Consistency Topic Consistency

2.750 (£0.238)
2521 (£0.169)
2375 (£0.231
(
(

1.006 (£0.437)
2.031 (£0.173)
2.135 (40.196)
2.083 (£0.204)
2.438 (£0.152)

PersuaSim-Org
PersuaSim-Infused
PersuaSim-Infused-MultiLing
PersuaSim-Reinforced
PersuaSim-Reinforced-
MultiLing

2.479 (+0.180)
2.563 (+£0.184)

2.844 (£0.18%)
2.802 (40.130)
2.219 (£0.239)
2.844 (£0.104)
2781 (£0.155)

2.969 (£0.067)
2.719 (£0.140)
2427 (£0.222)
2.854 (£0.123)
2.792 (£0.158)

2.750 (£0.308)
2.708 (£0.161)
2.583 (£0.188)
2.740 (£0.123)
2.896 (£0.090)

Table 3: Dialogue-level Quality Evaluation. Average scores are reported for each generation strategy. 95%

confidence interval was reported.

es Per Dialogue

s
®
&
£ .
H

ceed
i
re!

o & Wt
or'® s e

ANS
§ oW
Anos® \l‘“‘“‘“‘

Framework

Utterances Argumentative Quality [l Unsupporied | General Explanation [l Concrete Jutifcation

Figure 5: Average proportion of utterances with dif-
ferent levels of argumentative support quality across
dialogues, broken down by generation framework.

indicates that LLM-supported debate systems of-
ten produce overly formalized arguments or theses
that lack concrete supporting evidence. A central
hypothesis behind integrating cultural profiles is
that they can enrich argumentation by providing
more detailed and substantive supporting evidence,
thereby addressing this limitation.

To evaluate improvements in supporting evi-
dence, we annotate dialogues by categorizing each
utterance into three levels based on the concrete-
ness of its supporting evidence and its relevance
to the argument: (1) Unsupported, (2) General Ex-
planation, and (3) Concrete Justification. Table
4 presents detailed explanations and examples of
utterances on similar topics.

For all dialogues generated in the main exper-

(a) (b)

Figure 6: (a) Average strategies used per dialogue round,
and (b) average entropy across dialogues.

iment, we annotated up to five rounds (ten utter-
ances combining persuader and persuadee) of inter-
actions and evaluated the strength of the supporting
evidence and explanations in each utterance. For
each dialogue, we computed the proportion of utter-
ances falling into each category and averaged these
proportions across different generation methods.
The results are presented in Figure 5.

The findings indicate that compared to
PersuaSim-Orig (3.9%), both PersuaSim-
Reinforced (23.4%) and PersuaSim-Reinforced-
MultiLing (25.5%) generated a significantly
higher proportion (p < 0.001) of utterances
containing concrete supporting arguments per
dialogue. Additionally, PersuaSim-Reinforced
(4.2%) significantly (p < 0.05) reduced the
occurrence of utterances without supporting
arguments compared to PersuaSim-Orig (13.8%).
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Evidence Strength

Characteristics

Example

Unsupported

General Explanation

Concrete Justification

Makes a claim without support-

ing evidence. Or makes a claim
not relevant to the topic.

Offers an explanation for the po-
sition but lacks tangible, con-
crete details, or the provided de-
tails do not sufficiently estab-
lish their connection to the state-

ment.

Includes both a clear explana-
tion and concrete details, effec-
tively linking them to the state-

ment.

‘While T still maintain my stance that immigration does not always automatically strengthen cultural diversity, I acknowledge the
importance of actively fostering unity and collaboration among different cultural groups to create a harmonious and enriched societal
fabric. It is through these intentional efforts that we can truly realize the benefits of diversity and create a more cohesive and dynamic
nation.(Only states a claim)

Immigration indeed strengthens cultural diversity by bringing in new perspectives, traditions, and ideas that enrich society as a whole.
It allows for a vibrant exchange of cultures and fosters understanding among different groups. This diversity can lead to innovation,
creativity, and a more inclusive society. What are your thoughts on this perspective?(Evidence remains high-level)

In Japan, we have a rich cultural heritage, but welcoming immigrants can offer us a chance to experience new traditions and ideas.
This blending enriches our society by introducing diverse perspectives, which can inspire creativity and innovation. By embracing
immigration, we can create a more dynamic and inclusive environment where both traditional and new cultures coexist and thrive.
(Evidence lacks strong links to argument)

In Japan, we have a rich cultural history and tradition, but welcoming immigrants can add to this by introducing new cultural elements
that we can appreciate and learn from. For instance, the culinary scene in Japan has been greatly enriched by diverse international flavors,
which aligns with our appreciation for quality and variety in food. Embracing cultural diversity through immigration could help us
evolve and adapt in a globalized world, fostering mutual understanding and respect. What are your thoughts on how immigration impacts
cultural diversity in your country? (Sufficient tion to argument with concrete 1

Table 4: Assessment of argumentative support quality in an utterance. Examples are drawn from debates on
whether immigration contributes to cultural diversity. Highlighted text indicates key elements justifying the assigned

classification, with assessments provided in parentheses.

Category Technique Definition Citation
Authority/Credibility Credibility Appeals to authority, popular opinion, or use credentials to establish credibil-  Anand et al., 2011, Iyer
ity for an argument and Sycara, 2019, Chen
Outcomes Outcomes Mentions some particular consequences from up take or failure to up take and Yang, 2021
Threat/Promise Poses direct threat or promise to the persuadee Anand et al., 2011, Tyer
Generalizations Deontic/Moral Appeals  Mentions duties or obligations, moral goodness, badness and Sycara, 2019, Kumar
Other Reasoning Provides a justification for an argumentative point based upon additional ~ et al., 2023
argumentation schemes e.g. causal reasoning, arguments from absurdity, or
using facts, evidence, and statistics to appeal to the logic of the audience
Emotion Make request full of emotional valence and arousal affect, or make the  Chen and Yang, 2021,

persuadee connect with someone else emotionally

Iyer and Sycara, 2019

Table 5: Persuasive Strategies, Definitions, and Related Works: Human annotators evaluate dialogues based on the

strategies listed above.

in Average # of Strategies per Round

02

no-I I.I I

(a) (b)
Figure 7: Difference in average (a) number of per-
suasion strategies per round; and (b) entropy between
PersuaSim-Reinforced and PersuaSim-Orig.

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Topic 6 Topic 7 Topic 8

4.3 Strategy Analysis

One of the advantages of the proposed framework
is its ability to adeptly generate varied persuasive
dialogues tailored to specific topics and contexts,
seamlessly adapting different persuasion strategies
to each unique scenario. As noted by (Ma et al.,
2025), in scenarios where participant profiles were
not controlled, the generated dialogues exhibited a
diverse range of persuasion strategies across differ-
ent topics. In this section, we explore the impact
of incorporating personal background information
and reinforcement agents on the strategies and di-
versity of strategies used in generated dialogues.

To assess the diversity of persuasive strategies
employed, we identified six strategies based on ex-
isting literature (refer to Table 5 for a full list of
strategies and references) and developed a detailed
human annotation task. The persuasion strate-
gies we identified are organized into four distinct
groups, based on (Anand et al., 2011). Author-

ity/Credibility involves leveraging recognized ex-
perts or esteemed institutions to enhance the trust
and acceptance of arguments. Outcomes empha-
size the potential benefits or risks associated with
a decision, including the strategic use of threats
or promises to influence outcomes. Generaliza-
tions broadly categorize arguments as positive or
negative, often invoking moral considerations to
strengthen their impact. The final tactics, logical
and emotional appeals, appeal to the reason and
emotions of the audience, respectively, using ev-
idence and emotional resonance to persuade ef-
fectively. Two English-speaking annotators were
tasked with identifying the strategies employed by
both speakers in each dialogue. Given that gener-
ated dialogues may vary in the number of rounds,
annotators focused solely on the first five rounds of
each dialogue for their annotation.

To compare the effectiveness of different per-
suasion frameworks, we aggregate the usage of
various strategies per round for each framework.
Furthermore, we calculate the entropy of the dis-
tribution of six strategies used at the dialogue
level to assess the diversity of strategies. Our
results show that the average number of strate-
gies per round in PersuaSim-Orig, PersuaSim-
Infused, PersuaSim-Infused-MultiLing, PersuaSim-
Reinforced, and PersuaSim-Reinforced-MultiLing
are 2.02 £ 0.23, 2.06 + 0.18, 2.06 £ 0.15, 2.62 £
0.14, and 2.27 + 0.14, respectively, while the av-

14960



o
o

o
N

Difference in Persuasion
Strategy Scores per Round
o
=}

|
o
N

= Credibility

B Outcomes

mmm Threat/Promise

l EmE Deontic/Moral Appeals

0.4 [ | B Reasoning

I I B Emotion
IJ_J-._LL.JJ JI-_J_"I_I-I
Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Topic 6 Topic 7 Topic 8

Figure 8: Difference in persuasion strategy scores per round between PersuaSim-Reinforced and PersuaSim-Orig.

erage entropy values are 1.45 + 0.16, 1.56 4 0.10,
1.40 £0.10, 1.65 + 0.07, and 1.47 4 0.09, respec-
tively, as illustrated in Figures 6a and 6b. Over-
all, the PersuaSim-Reinforced framework employs
more persuasive strategies and exhibits greater di-
versity in strategy use.

To further quantify the enhancements in strat-
egy usage and diversity relative to the base frame-
work (PersuaSim-Orig) at the topic level, we cal-
culate the differences in the average number of
strategies used per round and average entropy val-
ues for each framework. Specifically, we sub-
tract the average values recorded for PersuaSim-
Orig from those of each respective framework.Our
results show that agents within the PersuaSim-
Reinforced framework employ more persuasive
strategies (across all eight topics) and exhibit
greater diversity in strategy use (in seven out of
the eight topics). Figures 7a, and 7b illustrate the
improvements gained with PersuaSim-Reinforced
compared to PersuaSim-Orig. Additionally, vari-
ants of PersuaSim-Reinforced demonstrate higher
use and diversity of persuasive tactics compared to
variants of PersuaSim-Infused. For detailed results
of all frameworks, please refer to Appendices G.1.

To further explore the specific differences in
strategy usage across frameworks, we conduct sep-
arate analyses for each strategy and compare the
variations between the different frameworks and
PersuaSim-Orig. Figure 8 presents the results for
PersuaSim-Reinforced; see Appendix G.2 for other
frameworks. In almost all topics, we observe no-
table increases in the "Outcomes," "Reasoning,"
and "Credibility" strategies, with a slight decrease
in "Emotion." This shift towards fact-based persua-
sion is likely influenced by the introduction of per-
sonas and a reinforcement agent. In total, all frame-
works demonstrate improvements over PersuaSim-
Orig, with PersuaSim-Reinforced emerging as the
most effective in terms of the number and diversity
of persuasive strategies employed.

Coherence Fluency Informativeness

Internal Consistency ‘Topic Consistency

Average Score

Framework

Figure 9: Average Dialogue Quality Score, Broken
Down by Framework Type and Conversation Type

Understanding how dialogue quality and persua-
sion strategies vary in inter-group and intra-group
dialogues provides valuable insights into the role of
cultural and contextual factors in persuasive com-
munication. In this part, we compare the average
scoring in each quality dimension, the average pro-
portion of different types of argumentative support,
the average number of persuasive strategies per
round, and the diversity of persuasive strategies
used in dialogues ensuring that the topics discussed
are identical for the intra- and inter-group settings
(speakers from the same or different countries).

4.4 Intra-group and Inter-group Dialogues

Our results indicate that, in almost all frameworks,
within-group dialogues exhibit a higher level of
dialogue quality than inter-group dialogues (see
Figure 9). For PersuaSim-Reinforced, a significant
difference was detected for topic consistency (Intra-
group = 2.889, Inter-group = 2.528, p < 0.05) and
internal consistency (Intra-group = 3.000, Inter-
group = 2.667, p < 0.05). In addition, intra-group
dialogues also demonstrate a higher number and
greater diversity of persuasive strategies compared
to cross-group dialogues in most of the frameworks,
as shown in Figures 10a and 10b. No consis-
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Figure 10: (a) Average strategies used per dialogue
round, and (b) average entropy across dialogues for
inter-group and intra-group dialogues.

tent pattern was observed for the differences in
argumentative support quality between intra-group
and inter-group dialogues across different model
frameworks (See Appendix H). Taken together, the
results suggest that speakers engaging with indi-
viduals from their own cultural backgrounds may
feel more comfortable employing a wider range
of tactics, possibly due to shared norms, implicit
understanding, and reduced concern about poten-
tial misinterpretations. In contrast, inter-group dia-
logues may lead to more cautious strategy use, as
speakers navigate differences in cultural expecta-
tions and communication styles.

4.5 The Effect of Cultural Alignment on
Generation

To assess the impact of culture—stance alignment
on dialogue generation, we conducted an addi-
tional experiment using swapped stances. Specif-
ically, we evaluated both PersuaSim-Reinforced
and PersuaSim-Reinforced-MultiLing on input
pairs that were originally aligned in stance in the
main experiment. For each swapped input pair, we
generated three independent output dialogues to
account for generation variability.

Figure 11 presents the average scores from our
quantitative linguistic quality assessment. No sig-
nificant differences were observed between the
aligned and swapped stance conditions within the
same framework. This indicates that our speaker-
profile-reinforced persuasion simulation frame-
work yields consistent improvements in linguistic
quality, regardless of whether the speaker’s profile
aligns with the assigned stance.

Surprisingly, we also observe that swapped
stances lead to slightly greater strategy diversity
and overall usage, as shown in Figure H2. How-
ever, when analyzing individual strategy types (Fig-
ure 12), we find that this increase is driven pri-
marily by greater reliance on emotional and moral

PersuaSim-Reinforced-MultiLing

[1

Figure 11: Quantitative Quality Comparison Be-
tween Generated Dialogues of Matched (Pink) and
Swapped Stances (Green). Average human evalua-
tion scores across five dimensions—Coherence, In-
formativeness, Fluency, Internal Consistency, and
Topic Consistency—are plotted for generations pro-
duced by PersuaSim-Reinforced (left) and PersuaSim-
Reinforced-MultiLing (right).

Figure 12: Average frequency of persuasive strate-
gies per round. Results compare generated dia-
logues with matched versus swapped stances, produced
by PersuaSim-Reinforced and PersuaSim-Reinforced-
MultiLing.

appeals, accompanied by a decrease in reasoning-
based strategies. This suggests that, in the absence
of coherent stance-grounded justifications, models
may increasingly rely on affective or normative
strategies, which demand less cultural contextual
grounding.

In addition, misaligned stances did impair ar-
gumentative quality. For PersuaSim-Reinforced,
swapped stance generations contained a signifi-
cantly higher proportion of unsupported utterances
(p < 0.01, D = +11.0%). For PersuaSim-
Reinforced-MultiLing, they included significantly
fewer concrete justifications per dialogue (p <
0.01, D = —13.9%).

These findings indicate that while linguistic flu-
ency remains stable, cultural alignment plays a crit-
ical role in enabling persuasive and well-supported
argumentation—Ilikely by grounding the model’s
reasoning in more culturally coherent justifications.
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4.6 Stance-Free Dialogue Generation

This section examines the stances adopted by our
agents when assigned user profiles but not explic-
itly instructed to hold a particular attitude.

We initialized our framework by assigning per-
suader and persuadee agents user profiles based on
countries listed in Table 1. For each topic-country
combination, we ran persuasion simulations us-
ing both PersuaSim-Reinforced and PersuaSim-
Reinforced-MultiLing, generating three dialogues
per setting with distinct profiles for each coun-
try. This resulted in a total of 48 dialogues and
96 speaker instances. An example of a dialogue
generated under this stance-free condition is shown
in Appendix E.2.

Among the 96 speakers, 71.88% (69/96)
of those generated by PersuaSim-Reinforced
and 69.79% (67/96) by PersuaSim-Reinforced-
MultiLing adopted stances consistent with the
historical views of their assigned countries. In
the remaining 27 (PersuaSim-Reinforced) and
29 (PersuaSim-Reinforced-MultiLing) instances,
55.17% and 59.26% of the speakers, respectively,
aligned with the prevalent stance in the US.

These results indicate that even without explicit
stance instructions, our frameworks exhibit a strong
tendency to generate culturally aligned persuasion
dialogues that reflect the agents’ assigned profiles.
Moreover, in cases where the models do not align
with the expected national stance, the assigned
stances appear relatively random rather than over-
whelmingly skewed toward the US-centric views.
This behavior helps mitigate concerns about cul-
tural misalignment often associated with the intrin-
sic values of LLM.

5 Conclusion and Future Work

This paper presents speaker-infused prompting
as a means to enhance the informativeness and
stance consistency of LLM-generated persuasion
dialogues. We introduced two key contributions:
(1) PersuaSim-Reinforced, a multi-agent persua-
sion simulation framework that reinforces speaker
characteristics at every generation round, and (2)
a multilingual prompting extension, which fur-
ther strengthens cultural alignment in persuasion
strategy selection and evidence generation. Our
experimental results demonstrate that reinforcing
speaker profiles significantly improves the quality
of generated dialogues by: (1) Aligning speaker
stances with their cultural and demographic back-

grounds, thereby enhancing contextual relevance;
(2) Increasing the informativeness and novelty of
arguments, resulting in more compelling and sub-
stantive discussions; and (3) Diversifying persua-
sive strategies, making interactions more reflec-
tive of authentic, real-world discourse. Further-
more, the proposed frameworks show strong perfor-
mance across multiple settings—including stance-
controlled, stance-swapped, and stance-free simula-
tions—highlighting their robustness and versatility
in modeling persuasive and collaborative Al-driven
communication.

Future work can extend these methods to sim-
ulate other forms of abstract human behavior or
complex multi-party interactions.

Limitations

This paper explores the integration of personal
background information into LLLM-based persua-
sion simulation frameworks to enhance cultural
alignment and improve generation quality. Our
prompting-based method for injecting personal in-
formation demonstrates that the enhanced frame-
works can effectively adapt to specified country in-
formation, utilizing more country-specific evidence
and persuasive language in the generated dialogues.
While our framework has the theoretical capability
to accommodate any personal characteristic, the
practical application is currently limited to a subset
of these characteristics and their combinations due
to the expansive search space involved.
Nevertheless, our analysis has revealed dis-
cernible variations among speakers from the same
country, indicating that our approach successfully
handles nuanced and complex intersectional group
specifications. This suggests that despite its cur-
rent limitations, the sensitivity and adaptability of
our framework offer significant potential for ap-
plication to broader personal background defini-
tions, providing valuable insights for sociological
research beyond merely national distinctions.

Ethical Considerations

Our proposed personal information-infused persua-
sion simulation framework is designed to produce
dialogues that more closely mimic human interac-
tions, thereby advancing research on persuasion
techniques and aiding in the prevention of their
malicious use. While there is potential for this tech-
nology to be misused, such as by spreading misin-
formation or deceiving individuals through highly
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personalized and compelling messages, these risks
are not unique to our approach. The ability to gen-
erate persuasive content that aligns closely with
personal backgrounds could indeed be exploited to
enhance the credibility and impact of disinforma-
tion.

However, it is important to note that understand-
ing persuasion techniques thoroughly is crucial, as
prohibiting this type of research does not prevent
malicious actors from exploring these methods in-
dependently. By gaining a deeper insight into how
persuasion operates across different contexts, we
can better equip ourselves to develop strategies and
safeguards against the misuse of these powerful
tools. Therefore, our work is vital in not only push-
ing the boundaries of what these frameworks can
achieve in terms of generating realistic and nuanced
dialogues but also in setting the stage for more in-
formed and effective countermeasures against the
unethical use of persuasion technologies.

For utterance quality validations, we employed
the training process outlined by Ma et al. (2025) to
prepare our annotators. Given the abstract nature
of persuasion behavior and the complexity of the
task, all other analyses concerning evidence and
strategy were conducted by specialists in NLP and
social sciences. Additionally, we compensated all
annotators who are not co-authors of this paper at
an hourly rate of $15, which is above the minimum
hourly wage in the US.

For the dialogue-level quality validations and
persuasion strategy analyses, we determined that
online crowdsourcing would not be suitable given
the complexity of the annotation task—which re-
quires (1) a solid understanding of the definitions
and concepts involved, and (2) careful reading of
long dialogues (up to 15 rounds in some cases).
Instead, we recruited three expert annotators from
the university (two graduate students and one un-
dergraduate student), all with prior experience in
reading and evaluating LLM-generated text. They
received joint training using external examples and
engaged in discussions to resolve any discrepancies
in their assessments on those examples.

Regarding data release, we have included numer-
ous generation examples in Appendices D and E.
Additionally, the updated prompts are detailed in
Appendix B. We will release the complete dataset
and our code to the NLP and social science com-
munities to facilitate future research in this field.
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A Research Background

Persuasion is a fundamental force that shapes
shifts in human belief and behavior across vari-
ous domains, including political discourse, adver-
tising, and everyday interactions. Research shows
that persuasion influences consumer preferences
(Klucharev et al., 2018), shapes public opinion
(Bassi and Rasul, 2017), and establishes social
norms (Sheeran et al., 2016). Moreover, it involves
a complex interplay of factors such as communi-
cator credibility, message rhetoric, recipient valua-
tion, and contextual cues that engage cognitive pro-
cesses like attention, comprehension, and memory
retention, ultimately altering attitudes, beliefs, and
behaviors through motivations like self-relevance
and social approval (Crano and Prislin, 2006; Seel,
2012; John T. Cacioppo and Petty, 2018; Kruglan-
ski et al., 2015; Falk and Scholz, 2018). Given its
pervasiveness and importance, understanding per-
suasion is essential for unpacking the mechanisms
that drive human decision-making and long-term
behavioral shifts.

Effective persuasion is deeply influenced by cul-
tural and environmental factors, as different cul-
tures may prioritize certain social outcomes over
others, leading to variations in persuasion strate-
gies across cultural contexts (Burgoon et al., 1982;
pil Han and Shavitt, 1994). With the growing ap-
plications of LLM-agents designed for social inter-
actions and their persuasive capabilities (Bai et al.,
2023; Hackenburg et al., 2023; Goldstein et al.,
2024; Breum et al., 2023), researchers increasingly
recognize that LLMs often suffer from misalign-
ment issues that impact their ability to simulate nu-
anced human behaviors (Mufioz-Ortiz et al., 2023;
Shen et al., 2023; Hristova et al., 2024). Investiga-
tions into cultural heritage-related tasks revealed
that LLM-generated text across multiple models
showed significant misalignment with cultural val-
ues (Bu et al., 2025). Additionally, studies on
decoder-only transformer models fine-tuned with
Reinforcement Learning from Human Feedback
(RLHF) highlighted their struggles with aligning
to culturally specific ethical norms (Ganguli et al.,
2023), limiting their cross-cultural applicability.

Moreover, much of this research remains
English-centric (Que et al., 2024), with limited
exploration of how LLM simulations perform in
other languages and cultural contexts. Gonen et al.
(2023) note that multilingual LLMs exhibit sub-
stantial variance in their ability to replicate persua-

sion tactics across languages, often defaulting to
English-centric norms even when generating con-
tent in other languages. In contrast, few efforts have
explored how cultural variations influence persua-
sion in LLM-backed agents (Carrasco-Farre, 2024).
Understanding LLMs’ performance in persuasion
across cultural backgrounds is crucial for ensuring
they can operate ethically and effectively in diverse
societal contexts.

This paper attempts to examine the misalignment
issue of LLMs for simulating human persuasion
behaviors and address it via prompting, encourag-
ing LLMs to generate culturally-diverse persuasion
dialogues. By doing so, we aim to enhance the
applicability and inclusivity of LLM technologies,
fostering more comprehensive and culturally sensi-
tive digital communications.

B Model Prompts

B.1 Original framework prompts

The main framework structure is shown in Fig-
ure B1. The system prompts are categorized as
follows: (1) Dialogue generation agents prompts,
which instruct agents to take on the roles of per-
suader and persuadee to generate dialogues (Fig-
ure B2); (2) Language refinement agent prompts,
which refine the generated sentences to make them
smoother and more human-like (Figure B3); (3)
Utterance quality monitor agent prompts, which
check whether a speaker ignores previous conver-
sations or suddenly compromises without being
persuaded (Figure B4); (4) Global regulation agent
prompts, which determine whether the conversa-
tions go off-topic or repeat previous rounds (Figure
B5); (5) Judge agent prompts, as part of the global
regulation agent, which assess whether the two
speakers have reached an agreement (Figure B6).
If they have, the conversation ends, and the output
is generated. Otherwise, the dialogue continues to
the next round.

B.2 PersuaSim-Infused Prompts

For PersuaSim-Infused, we introduce cultural pro-
files in the dialogue generation agents’ initial set-
tings. The updated prompts are shown in Figure
B7.

C Personal Profile Synthesis

To infuse cultural context into the generated dia-
logues, we selected eight countries with distinct
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Now start your conversation
with your persuadee.

(J

Persuader

Output

Agreement T
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Global Regenerate
D Regulation

Agent

Utterance Quality E>

Monitor Agent

A

Language
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Figure B1: The dialogue generation framework, where
the Persuader interacts with the Persuadee, with utter-
ances refined by Language Refinement Agents and eval-
uated by Utterance Quality Monitor Agents. A Global
Regulation Agent ensures coherence and assesses agree-
ment and triggers regeneration if necessary.

Judge

Agent E

No

Language
Refinement
Agent

\4

Utterance Quality
Monitor Agent

Persuadee

Gender Male Female
Proportion 52.1% 47.9%
Education | Bachelor or below  Master and above
Proportion 35.4% 64.6%

Age <35 >35
Proportion 47.5% 52.5%

Table C1: Distributions of all 48 synthesized speaker
profiles over three prevalent demographic groups, i.e.,
gender, education level, and age.

cultures, histories, and native languages, as out-
lined in Table D1. Following the methodology
described by Ma et al. (2024), we employed GPT-
3.5 to create three unique speaker profiles for each
country, varying in gender, age group, and educa-
tional level. This variety in demographics helps
prevent repetitive dialogue generation and enriches
our analysis of persuasion strategy selection.

An illustrative example of a generated profile for
Germany is displayed in Figure C1. This profile
describes a female, over 35 years old, holding a
PhD. Additional details provided in the profile en-
hance the diversity of the personal backgrounds,
contributing to the variability of the dialogues pro-
duced.

Table C1 presents statistics on three common
demographic attributes specified in all profiles gen-

We're doing an experiment to see if AI can be persuaded.

Assume that the conversation happens in online political debate.
You involved in a discussion of the following statement: {topic}.
{stance}.

(TO persuader) :

Assuming you both already know the topic, and you don't have to repeat
the proposition. Another model will try to change your stance provided
below through multi-turn conversation.

Try hard to maintain your stance and DO NOT be easily persuaded.

Try to give some explanation of your position or even convince the
other person of your position, rather than simply restate your
position.

(TO persuadee) :

You will be involved in multi-turn conversations.

Try to use persuasion techniques to persuade the other model as
quickly as possible,

and maintain your stance and DO NOT be easily persuaded by the
persuadee.

Try to start the topic smoothly. For example, {Dialog opening example}
Please ensure that the content you generate consists of complete
sentences and is within 100 tokens in length.

Figure B2: Initial prompts for dialogue generation
agents, specifying the scenario, topic, and assigned
stances.

Sometimes the dialogue generated by GPT contains many meaningless
polite phrases. Please identify if the input sentences contain such
polite phrases, and if they do, remove them. If not, return the
original sentences. Directly return the refined sentences without any
other explanations. Please ensure that the content you generate
consists of complete sentences and is within 100 tokens in length. If
the input is cut off, make sure the passage fits within the word limit
without being cut off by either completing or trimming it.

For example, ..

Figure B3: Prompts for the language refinement agent
in PersuaSim-Orig, which improve generated sentences
to make them smoother and more human-like.

erated by the LLM. The profiles are diverse and
demographically well-distributed, ensuring that our
dialogue simulation frameworks can produce var-
ied dialogues without succumbing to stereotypical
representations. This approach enables a more nu-
anced exploration of persuasive communication
across different cultural and demographic back-
grounds.

D Dialogue Generation Examples

We present sample dialogues generated under dif-
ferent settings to illustrate the impact of our pro-
posed improvements. The countries used for in-
stantiating the profiles and generating persuasion
dialogues are shown in Table D1.

Country Abbreviation Language
Russia RUS Russian
Germany DEU German
United Kingdom GBR English
China CHN Chinese
Japan JPN Japanese
South Korea KOR Korean
Bangladesh BGD Bengali
Turkey TUR Turkish

Table D1: Selected countries of origin for examining the
persuasion simulation frameworks’ alignment capability
to speaker profiles. Abbreviations and official languages
of these countries are also provided.
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We're doing an experiment to see if AI can be persuaded.

The topic is {topic}.

The Persuader's stance is {persuader_ stance}, while the Persuadee is
trying to keep its stance that {persuadee stance}.

IGNORING MONITOR

During the persuasion, persuader or persuadee may not have been paying
attention to what the other person was saying, but rather speaking
their own thoughts. Given the pervious response of
persuadee/persuader, and the current response of persuader/persuadee.
Please tell me whether persuader/persuadee has ignored the previous
persuadee/persuader's words. Respond using 'IGNORE' or 'NO' only.

(if return 'IGNORE', ask agent to revise)

COMPROMISING MONITOR

Tell me whether the speaker's attitude change from the previous round
of generation is too sudden and unnatural. Respond with 'NO CHANGE',
'NATURAL', or 'UNNATURAL' only.

(if return 'UNNATURAL', ask agent to revise)

Figure B4: Prompts for the utterance quality monitor
agent in PersuaSim-Orig. This module checks whether
a speaker ignores previous conversations or suddenly
compromises without persuasion. If so, the utterance is
revised to maintain coherence.

Please judge whether the conversation goes off the topic. Answer 'Yes'
or 'No'.

Please judge whether the content of the current round repeats with the
content of the previous round. Answer 'Yes' or 'No'.

Figure B5: Prompts for the global regulation agent in
PersuaSim-Orig. This agent decides whether the conver-
sation has gone off-topic or is repeating previous rounds.
If necessary, the utterance is regenerated.

D.1 PersuaSim-Orig

Following the original frame work PersuaSim-
Orig, an example is shown in Figure D1.

D.2 PersuaSim-Infused Frameworks

By applying PersuaSim-Infused, we introduced
diverse profiles with rich cultural and identity back-
grounds for the agents to role-play. An example is
shown in Figure D2. We also applyed PersuaSim-
Infused-MultiLing which translate the initial set-
ting prompts into speakers’ own languages and
push agents to speak their own languages, as shown
in Figure D3.

D.3 PersuaSim-Reinforced Frameworks

To ensure better cultural alignment in the dia-
logues, we explicitly reinforce the agents’ role
identities each time a conversation is passed be-
tween them. Additionally, after each round of dia-
logue generation, we apply a filtering mechanism
to check whether the conversation appropriately
considers the given cultural background, which
is referred to as PersuaSim-Reinforced. Exam-
ples of PersuaSim-Reinforced and PersuaSim-
Reinforced-MultiLing are shown in Figure D4
and Figure DS.

Please judge whether the two sides of the dialogue have reached an
agreement toward {topic}. Answer 'Yes' or 'No'.

Figure B6: Prompts for the judge module in PersuaSim-
Orig, which assess whether the two speakers have
reached an agreement and decide whether to end the
conversation.

We're doing an experiment to see if AI can be persuaded.
Assume that the conversation happens in online political debate.
You involved in a discussion of the following statement: {topic}.
{stance}. Please play the role of the profile: {culture_profile}.

(TO persuader) :

Assuming you both already know the topic, and you don't have to repeat
the proposition. Another model will try to change your stance provided
below through multi-turn conversation.

Try hard to maintain your stance and DO NOT be easily persuaded.

Try to give some explanation of your position or even convince the
other person of your position, rather than simply restate your
position.

(TO persuadee) :

You will be involved in multi-turn conversations.

Try to use persuasion techniques to persuade the other model as
quickly as possible,

and maintain your stance and DO NOT be easily persuaded by the
persuadee.

Try to start the topic smoothly. For example, {Dialog opening example}
Please ensure that the content you generate consists of complete
sentences and is within 100 tokens in length.

Figure B7: Initial prompts for the dialogue generation
agents in PersuaSim-Infused, specifying the scenario,
topic, assigned stances, and the profile they must role-

play.

E Generations Under Special Conditions

In addition to generating dialogues where the as-
signed stances align with the prevalent attitudes
of the speakers’ countries of origin, we have ex-
panded our experimentation to include (1) stance-
controlled persuasion among individuals from the
same country, (2) stance-controlled persuasion with
swapped stances between speakers, and (3) per-
suasion scenarios without explicit stance control.
Additionally, we have incorporated other advanced
LLMs into our framework, providing detailed ex-
amples of these implementations to inform and
guide future users.

E.1 Intra-Group Conversation Generation

Figure E1 and Figure E2 exhibit the intra-group
conversations where speakers are from the same
country.

E.2 Stance-Free Dialogue Generation

We also created dialogues without specifying their
respective stances and had the models improvise
on the choice of stances and the generation of sup-
porting evidence. One example generation with
our PersuaSim-Reinforced-MultiLing framework
is shown in Figure E3.
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You are Elsa Schmidt, a 52-year-old Caucasian female
hailing from Dresden, Germany. You completed your PhD in
Sociology from Humboldt University and currently serve as
a Sociologist at a well-attended university in Bonn. You
have a keen interest in gender studies, reading historical
novels, and maintaining a community book club. You once
organised a groundbreaking conference addressing gender
bias in academia, drawing participants from across the
world.

Figure C1: An example synthesized profile for a Ger-
man person.

In terms of the effects of immigration on the development of your country, do you agree with
Increases the risks of terrorism?

(1 believe that linking immigration directly to terrorism oversimplifies a complex issue. |
There are many factors at play when it comes to terrorism, and it's important not to g
eneralize or stereotype entire groups based on the actions of a few individuals. What
() |are your thoughts on this perspective?

While it's true that not all immigrants are terrorists, it's essential to acknowledge that
immigration can indeed increase the risks of terrorism. When people from diverse ba
ckgrounds enter a country, there is a possibility that some individuals may have mali
cious intentions or be influenced by extremist ideologies. Ignoring this possibility can
leave a nation vulnerable to security threats. It's crucial to have stringent immigration
policies and thorough screening processes to safeguard against potential risks.

[ However, it's crucial to approach this issue with nuance and avoid painting all immig
ants with the same brush. Most immigrants are law-abiding individuals seeking bette

r opportunities or refuge from persecution, and they should not be unfairly stigmatize|

d due to the actions of a few. Enhancing security measures and integration program

~ | s can address legitimate concerns without demonizing entire communities. What are
L your thoughts on balancing security needs with compassion and inclusivity?

Enhancing security measures and promoting integration programs can indeed strike
a balance between safeguarding the country and welcoming newcomers. By providi
ng support for immigrants to successfully integrate into society, we can create a coh
esive and harmonious community. However, it's essential not to overlook the potenti
al risks associated with immigration and to maintain vigilance against any potential s
ecurity threats that may arise.

/By fostering inclusivity and providing resources for newcomers to thrive, we can buil
d stronger, more resilient communities. It's important to acknowledge the potential ri
sks without succumbing to fear or prejudice, and to work towards solutions that upho
Id both safety and compassion. Embracing diversity enriches our societies and can ¢
ontribute positively to the development of our country. How do you think we can best

L support immigrants while ensuring the safety of our nation? Y,

Implementing thorough background checks, enhancing border control measures, an
d improving intelligence sharing among agencies can help mitigate potential risks as
sociated with immigration. Additionally, providing resources for language training, job
opportunities, and cultural integration can support immigrants in their transition while
promoting mutual understanding and respect. By combining these approaches, we ¢
an create a welcoming environment for immigrants while safeguarding the well-bein

g of our country.

Figure D1: Generation example of PersuaSim-Orig.

E.3 Base Model Choices

In our main experiments, we utilized GPT-4o0
for all modules, although our frameworks are de-
signed to be model-agnostic. In preliminary tests,
we explored the use of more advanced LLMs
from OpenAl, such as Ol and O3-mini, to as-
sess their compatibility with our proposed ap-
proach. This section presents the generation qual-
ity of our most developed framework, PersuaSim-
Reinforced-MultiLing, when using the O1 and O3-
mini models as backends.

As illustrated in Figure E4 and Figure ES, dia-
logues generated by O1 and O3-mini demonstrate
that these advanced models can produce clearer
and more assertive stances. However, they often
lack diversity in lexical choice and argumentative
strategies. Given the significantly higher cost of
these models compared to GPT-40, coupled with
their similar performance levels, we opted to use

CHN vs RUS: In terms of the effects of immigration on the development of your country, do you
agree with Increases the risks of terrorism?

As a Hui Muslim chef, | have seen firsthand how immigration can enrich a country'§
culture and cuisine. Diversity often leads to greater understanding and unity among
people. The fear of terrorism should not overshadow the positive contributions that i
mmigrants bring to a nation. It's essential to focus on promoting inclusivity and celeb
rating the unique perspectives that immigrants offer instead of perpetuating stereoty
pes.

(@)

However, it's crucial to acknowledge that immigration can also pose security challen
ges, including the potential risk of terrorism. History has shown that some terrorist at
tacks have been carried out by individuals who entered a country through immigratio
n. While celebrating diversity is important, we must also address and mitigate the ris
ks associated with immigration to ensure the safety and well-being of all individuals i
n a country.

[ It's important to approach the issue of security challenges related to immigration with|
nuance and balance. While there have been instances where immigrants have been
involved in terrorist activities, it's crucial not to generalize or stigmatize entire commu|
nities based on the actions of a few individuals. Implementing thorough screening pr
ocesses and effective integration policies can help address security risks while still
elcoming the benefits that immigrants bring to a country. By fostering dialogue and u

~ | nderstanding, we can work towards building a safer and more inclusive society for e
L veryone. )

However, it's essential to recognize that even with thorough screening processes an
d integration policies in place, there can still be inherent risks associated with immigr
ation, including the potential for terrorist activities. As a historian, | have studied case
s where individuals exploited immigration systems to carry out harmful acts. While fo
stering dialogue and understanding is valuable, we must also prioritize the safety an
d security of the country and its citizens. It's a delicate balance between welcoming
diversity and mitigating risks, but it's crucial for maintaining a stable and harmonious
society.

(It's crucial to remember that the actions of a few individuals should not overshadow t|
he vast majority of immigrants who contribute positively to society. Security is param
ount, but we must also avoid painting all immigrants with the same brush. By promot
ing integration, fostering a sense of community, and addressing root causes of extre
mism, we can create a more resilient society that embraces diversity while safeguar
ding against potential risks. Cooperation and understanding are key to navigating th
() | e complexities of immigration and security effectively. )

We cannot ignore the legitimate security concerns that come with immigration, inclu
ding the potential risks of terrorism. While promoting integration and addressing root
causes of extremism are valuable approaches, we must also acknowledge the need
for robust security measures to safeguard against threats. Balancing inclusivity with
security is a multifaceted challenge that requires careful consideration and action.

Figure D2: Generation example of PersuaSim-Infused
in English. The persuader from China disagrees with
the topic, while the persuadee from Russia agrees with
the topic.

GPT-40 for all our experiments.
F Generation Length Analysis

Herewith, we report two measures to assess how
quickly the framework reaches agreement, both of
which were annotated during the human evaluation
process. First, we record the maximum number
of rounds generated before the judge model deter-
mines that no new information is being introduced
and that consensus has been reached (noting the
model’s generation limit of 15 rounds). The statis-
tics for each model are as follows:

Average Rounds of Generation: PersuaSim-
Reinforced (9.58 rounds) > PersuaSim-Infused
(8.81 rounds) > PersuaSim-Reinforced-MultiLing
(8.42 rounds) > PersuaSim-Orig (8.07 rounds) >
PersuaSim-Infused-MultiLing (6.19 rounds)

Second, during this process, we observed that in
many dialogues, the agents reached an agreement
earlier in the conversation and subsequently shifted
to discussing implementation strategies or repeat-
ing different priorities within a shared stance. As a
result, to further capture where the agents started
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CHN vs RUS: In terms of the effects of immigration on the development of your country, do you
agree with Increases the risks of terrorism?

CHN vs RUS: In terms of the effects of immigration on the development of your country, do you
agree with Increases the risks of terrorism?

TR, (EA—MRIFR, RSTSARERIA—ETE, SEER, 1)
NSERFIMEFIZF MBI ET A 2080, BREHATREOYASSE
gi&%ﬁ.%ﬁ?&ﬁﬁﬁ%ﬁiéﬂmA.mm%i%%%ﬁﬁﬁﬁEWETﬁ

For me personally, as a conservationist, | work with many people from different bac|
kgrounds, including immigrants. Their passion and contribution to environmental and
wildlife protection cannot be ignored. Only a minority of people in the immigrant com
munity are involved in terrorist activities, the vast majority of immigrants are honest a|

~ | nd kind people, they have contributed to the diversity and development of the countr
~ y.
()

MoagoGHble cryyan, kak TepaKTkl, COBEPLIAEMbIE AKCTPEMUCTAMM, KOTOPLIE BOCMOMb
30BanMUCh MMMMIPALIMOHHBLIMM NOTOKaMM, MOAHMMAIOT BaXHblE BOMPOCHI O Ge3onacH
OCTM 1 HeOBXOAUMOCTY Gonee TLIATENLHOMO KOHTPOMS NPU BbE3JE B CTPaHy.

Similar cases, such as terrorist attacks carried out by extremists who have taken adv|
antage of immigration flows, raise important questions about security and the need f
or more thorough control upon entry into the country.

(FREIAHSER— B ERAIARE, (BRI IRERNE R D BEIRGIFIIFRERE
RAEmIFIME, AIRRMED, RESERCEENGRETINE T URSMIEE
BRNE, LUESEFERaIEERes. B, SESMERRIANK, T0E
IEERR SRR,
What you mentioned is indeed a problem that needs attention, but we cannot have p
rejudice and fear against all immigrants just because of a few cases. In practice, ma
ny countries have strengthened security control and intelligence sharing in entry che
Q cks to better identify potential threats. Therefore, instead of seeing all immigrants as
\;} risks, it is better to solve the problem through more precise security measures.

[eiicTBUTENbHO, yNyYLlEHUe CUCTEMbI KOHTPONS Ha rpaHnLax 1 06MeH nHdbopmaLm
eii MeX/ly CTPaHaMM UrPaloT BaxHYH POk B NPEAOTBPALLEHNN TEPPOPUCTUHECKMX Y
rpo3. OaHaKo, Ha MOW B3rfsia, BOMPOC O BAMSIHUN UMMUTPaLIMi Ha pUCK Teppopuama
OCTaéTcs akTyanbHbIM U TpebyeT BHUMaHus. BaxHo HanTu GanaHc.

Indeed, improving border control systems and information exchange between countri
es play an important role in preventing terrorist threats. However, in my opinion, the i
ssue of the impact of immigration on the risk of terrorism remains relevant and requir
es attention. It is important to find a balance

Figure D3: Generation example of PersuaSim-Infused-
MultiLing. The persuader from China disagrees with
the topic, while the persuadee from Russia agrees with
the topic. English translations are posted below each
conversation.

to show agreement with their counterparts, we also
report the round in which the first broad consen-
sus is first identified. This annotation meaningfully
reflects how long the model maintains its original
stance before reaching agreement. The statistics
are shown below:

Average Rounds Towards First Consensus:
PersuaSim-Reinforced (7.86 rounds) > PersuaSim-
Reinforced-MultiLing (7.84 rounds) > PersuaSim-
Orig (5.88 rounds) > PersuaSim-Infused (5.83
rounds) > PersuaSim-Infused-MultiLing (3.33
rounds)

The results suggest that the reinforcement mod-
ule plays an important role in extending the time
agents spend defending their original positions be-
fore reaching consensus.

G Strategy Analysis

G.1 Differences in the Total Number and
Diversity of Strategies at the Topic Level

As discussed in the section 4.3, infusing per-
sonal backgrounds and incorporating additional
agents that align with assigned personas into per-
suasion simulations significantly enhances both
the strategies used and the diversity of strategies
in dialogues. Figures G1, G2, and G3 illus-

/As i in internati [{ I've seen that immigration can be
beneficial for a country's development. In China, we have a long history of integratin
g diverse cultures, which has enriched our society and economy. Rather than focusi
ng on potential risks, it's crucial to appreciate the skills and perspectives immigrants
bring, helping to drive innovation and cultural exchange that align with our goals of h
\i armonious development. )

In terms of national security, the increase in immigration can indeed heighten the ris
ks of terrorism, which is a valid concern that shouldn't be overlooked. It's crucial to st
rike a balance between welcoming diversity and ensuring the safety and well-being
of the country's citizens.

[ While national security is undoubtedly crucial, it's essential to approach the issue of |
mmigration and terrorism with a nuanced perspective. The majority of immigrants ar

() | e notinvolved in terrorist activities, and stringent screening processes can help mitig
() | ate potential risks without compromising the benefits that immigration brings.

| understand that not all immigrants pose a security threat, and many contribute posi
tively to our society. However, considering our country's history and security concern
s, it's important to maintain a cautious approach towards immigration. Implementing
thorough screening processes is vital to safeguard our communities while still allowi
ng us to benefit from the diverse skills and perspectives immigrants bring. Balancing
security with the advantages of immigration is essential for our nation's developmen
i,

[China has a long history of valuing harmony and stability, believing that with eff
ective governance and thorough vetting processes, immigration can be managed to
enhance our society. By promoting cultural exchange and fostering mutual understa
nding, we can mitigate security risks and appreciate the diverse contributions immigr|

.| ants bring. This approach aligns with our focus on maintaining social order while em

() bracing globalization's benefits. Y,

| acknowledge the value of cultural exchange and the benefits it brings. However, co
nsidering Russia's vast borders and diverse population, it's crucial to prioritize n
ational security. Even with strict vetting processes, there can be vulnerabilities that
might be exploited by malicious actors. Therefore, while embracing the positive aspe
cts of immigration, we must ensure that our security measures are robust and effecti
ve to safeguard the country from any potential threats. Balancing openness with vigil
ance is essential for maintaining stability and protecting our citizens.

Figure D4: Generation example of PersuaSim-
Reinforced in English. The persuader from China dis-
agrees with the topic, while the persuadee from Russia
agrees with the topic.

trate the enhancements achieved with PersuaSim-
Reinforced-MultiLing, PersuaSim-Infused, and
PersuaSim-Infused-MultiLing, respectively, com-
pared to PersuaSim-Orig. These figures highlight
improvements in the average number of persuasive
strategies used per round and the average entropy
across dialogues.

G.2 Differences in Scores for Each Strategy

Following the analysis in the paper, we further in-
vestigates the specific differences in strategy scores
for PersuaSim-Reinforced-MultiLing, PersuaSim-
Infused, and PersuaSim-Infused-MultiLing, as il-
lustrated in Figures G4, G5, and G6, respectively.
We compare these frameworks to the base frame-
work, PersuaSim-Orig, highlighting how each
uniquely employs various persuasive strategies.

H Differences in Argumentative Support
Quality, Divided by Conversation Type

Figure H1 displays the average proportion of utter-
ance at different levels of argumentative support
quality per dialogue, categorized by 1) whether the
dialogues occur within group and 2) generation
framework.
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CHN vs RUS: In terms of the effects of immigration on the development of your country, do you
agree with Increases the risks of terrorism?

IERRSIEMRIESERERLEER, BHIANE M IEMIIAERER LR
AJ T"'-PIE BRAZENTBFEETR, MBIIEFIXHNRMAS 2.
AENBER, RIUEREZSNRN, EHT2NEFNRR. REXHE,
&{I]ﬂiﬂ*iﬂﬁ?mﬂ‘ﬁizm".
Strengthening security measures to prevent terrorist attacks is indeed important, but
we should not prejudice all immigrants because of individual incidents. In China, mo
st immigrants come for a better life, and their contributions to the economy and cultu
re cannot be ignored. Through reasonable policies, we can promote social inclusion
and development while ensuring safety. Only in this way can we achieve a harmonio
& us and diverse social environment.

(A BCE e cumTalo, YTO yBENNYEHUE UMMUTPALIN MOXET MOBLICUTL PUCKN TEPPOPU3M)
a. BaxHo obecneunsatb 6e30nacHOCTb M KyNnkTypHOE pasHooBpasue, Ho Heobxoanm
0 TaKKe y4MTbIBaTL BO3MOXHbIE YrPO3bl, KOTOPbIE MOTYT BO3HUKHYTL B pe3ynbTaTe H
€[10CTaTO4HO KOHTPOMMPYEMOTO MOTOKA UMMUTPAHTOB.
| still believe that increasing immigration can increase the risk of terrorism. It is impor|
tant to ensure safety and cultural diversity, but it is also necessary to consider possib)

\le threats that may arise as a result of insufficiently controlled flow of immigrants.

L

ERFERENER, RONEBARRISHEMRHRONE. 18, HISEE
EJIMZ‘EWD?#’E&DWE)&@JW“%@’K BEIORBE, BAJATLURFXHF
QIS ERENNRERE, XREXE TR, FEHPRLNRR,
%%%ﬁﬂ%ﬂgiﬂmmﬁ SHEEBRINEN, NMUEEEF—MEHHRMIKH
ERAE.

While ensuring safety, we must also recognize the value that diversity brings to socie|
ty. In China, we have seen how cultural exchange and diversity promote innovation
and economic growth. By welcoming immigrants, we can enhance cultural richness
and create a more vibrant development environment. The key is to find a balance, e
mbracing the positive contributions of immigrants while maintaining safety. Instead of
viewing immigrants as a threat, we should see them as an opportunity to promote m
& utual growth and understanding

/S noHuMaro, 4To pasHOOBPa3Me MOXET NPUHECTY MOMb3y OBLIECTBY HYepes KymbTypH |
blih 0GMEH 1 3koHOMUYecknin pocT. OaHako, B Poccumn BaxHO ynensTe BHUMaHue Ge3
0NacHOCTK, Tak Kak B NPOLUNIOM 6binn cnyyau, Korga Murpauums Bbi3biBana obecnoko
©HHOCTb M0 NOBOAY Teppopuama. Mbl OMmKHbI GbiTe 6AUTENBHBIMI U NPUHUMATL COO
TBETCTBYIOLLME MEPbI, YTOGbI 3aLLMLLaTL HALLNX FpaXaaH, OHOBPEMEHHO CocoGCTs
Y5l MHTETPaLMA 1 B3aUMOMOHUMAHWIO CPEZIN Pa3HbIX KYMBTYP.
| understand that diversity can benefit society through cultural exchange and econo
mic growth. However, in Russia it is important to pay attention to safety, as in the pa
st there have been cases when migration caused concern about terrorism. We must
be vigilant and take appropriate measures to protect our citizens, while promoting int|

\egration and mutual understanding among different cultures. -

Russian vs Russial
with Increases the

In terms of the effects of immigration on the development of your country, do you agree
s of terrorism?

MHe KaxeTcsi, YTO CBA3LIBATL MMMUTPALIIO C Y puckos -a10 y
[ pHOe YT F , H
OCTb U KOHTPONMPOBATL noroxw MUTPaHTOB, HO FOBOPUTH O TOM, YTO VIMMMI'paLlVIﬂ aBTOMaTUYECKM
Yrpo3 - 3TO He HO Yro Tbl AyM

aelub no aTomy noso/:ly?

| think that linking immigration to an increase in terrorism risks is too simplistic and unreliable stat

ement. Of course, it is necessary to ensure safety and control the flow of migrants, but to say that
Q immigration automatically leads to an increase in terrorist threats is not sufficiently substantiated
() [ What do you think about this?

/OﬂHaKO, 1 CHMTAK, YTO MMMUIPALIUA MOXET Yi b PUCKK n3-za
Henoc‘ramquolh NPOBEPKU MUTPAHTOB NpU NepeceYeHnn rpaHnLbl. Cpeqn NOTOKOB UMMUIPaHTOB
moryT nyeckme , KOTOpble COBEPLUMTDL aTakn. Moato
My, Ha MOV B3rnsifj, BaXHO KOH v per NMMUT ie Ans 06
ecrieyeHns 6e3onacHoCTy CTpaHsI.

However, | believe that immigration can increase the risks of terrorism due to potential insufficient
checks of migrants at the border. Among the flows of immigrants, there may be hidden terrorist el
ements planning to carry out attacks. Therefore, in my opinion, it is important to control and regul |
| ate immigration processes to ensure the country's safety. (

MoaYepKHyTb, YTO CBA3LIBATL UMMUTPALIVIO C pucKanl Teppopu13Ma MOXET NPUBECTY K CTEPE0TU

nam n BO 0 UMMWUIPaHTOB MLLYT nywujeu K13

HW ans cebsi 1 cBOMX cemeit, U HecyT ¢ 6060M LleHHbIE HaBbIKW 1 OMNbIT, KOTOPbIE MOTYT BHECTU BK

naj| B passuTMe CTPaHb!. BaxHo b KXKIOTO obec a
] ol wn b UX.

Emphasize that linking immigration to terrorism risks can lead to stereotypes and discrimination a
gainst migrants. Most immigrants are seeking a better life for themselves and their families, and b
ring valuable skills and experience that can contribute to the development of the country. It is imp

é ortant to evaluate each person individually, provide adequate control and support them.

(Kaxabii venosex y [ 0ro noaxoaa. MHor1e UMMUrpaHTl, A)
©ACTBUTENbHO, WLLYT NyHLIeN M3HW 1 MOTYT BHECTV LieHHbIit BKNaz B passuTve CTpaHL CBOMMM
HaBblkaMy 11 ONbITOM. OAHAKO, MPY BCEM NPU3HaHWM NO3UTUBHOTO BAMSHWS MMUTPALIAK, 5 BCE X
€ cyuTalo, YTO HEOBXOANMO yHNTLIBATL W NOTEHUMANbHLIE PUCKM.

Every person is unique and deserves an individual approach. Many immigrants, indeed, are looki
ng for a better life and can make a valuable contribution to the development of the country with th
eir skills and experience. However, despite recognizing the positive impact of immigration, I still b|
\elieve that potential risks must be taken into account. (o)

Pa3BuTie ah(heKTMBHBIX MEXaHU3MOB KOHTPOTIS! 1 MPOBEPKU MUMPAHTOB, @ TakKe MHTErpaLus ux
B 06LUECTBO, MOMOTYT YMEHBLUIMTL PUCKU TepPPOpPM3Ma. KpoMe TOro, BaxHO He 3a6biBaThb O ryMaHm
ave n K KaXaomy BHE ot ero

The development of effective mechanisms for controlling and checking migrants, as well as their i
ntegration into society, will help reduce the risks of terrorism. In addition, it is important not to forg

é et about humanism and respect for each person, regardless of his origin.

Pasam‘ue 3hhEKTUBHBIX MEXaHWN3MOB KOHTPOSIA M MHTErpauiv MIMMUrPaHTOB - BaXHble wari p.rl

nu puckoB TymaHnam u K Kaxzo
My 4enoBeKy A0MKHbI GbiTb B LIEHTPE BCEX MEPONPUSTHIA, CBA3aHHBIX C UMMUrpaLen. BaxHo no
MHUTb, 4TO KaX/ablil IMMUTPAHT - 3TO JINYHOCTb CO CBOUMM MeuTamu u 6

MU, KOTOpble MOTYT BHECTW CBOVA BKNag, B obLuee 6naro.

Developing effective mechanisms for control and integration of immigrants are important steps fo
r ensuring safety and reducing the risks of terrorism. Humanism and respect for each person sho
uld be at the center of all activities related to immigration. It is important to remember that every i
mmigrant is an individual with their own hopes, dreams, and abilities, which can contribute to the
\common good.

Figure D5: Generation example of PersuaSim-
Reinforced-MultiLing. The persuader from China dis-
agrees with the topic, while the persuadee from Russia
agrees with the topic.

Figure E1: Generation example of PersuaSim-Infused-
MultiLing. The persuader and persuadee are both from
Russia.
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CHN vs RUS: In terms of the effects of immigration on the development of your country, do you agree with
Increases the risks of terrorism?

SEHEFEREASAISERAERNR SRR EEN, SRS RESERH ERRRAER T
IS E XIS, BT SENBERIIAE, BATUSAIREIHIZSIE, FRFIRABRT
SREGEFHNZMaSRE, XA, BRAVMNAILMRIFERRS, EAILUB T SRSHHEINSER,
Implementing strict border controls and effective security measures is very important to ensure th
at immigration policies do not increase the risk of terrorism while promoting national developmen
t. Through reasonable policies and cooperation, we can minimize security risks while taking adva
O | ntage of the economic and cultural benefits brought by immigration. In this way, we can not only p|
() Lrotect national security, but also promote social diversity and prosperity.

(S cuuraro, uTo nmMmurpaums Tpebyet oro ol " noaxoaa, YTobkl |
i, TaKnX Kak y NPEeCTYNHOCTW UNK Yrpo

3bl OpHako npu oM WUMMUrPaHTBLI MOTYT CMOCOGCTBOBATH Ky

NETYpHOMY n # cTabl 0CTU, YTO BaXKHO [N MHOTOHALIMOHANLHOro

obLiecTBa, Kak Halwe. BaxHo HaiTu 6anaHc, 4Tobbl by A

NSl BCEX rpaaaH.

| believe that immigration requires careful control and a thoughtful approach to avoid potential ne
gative consequences, such as an increase in crime or security threats. However, with proper man|
agement, immigrants can contribute to cultural enrichment and economic stability, which is import!
ant for a multinational society like ours. It is important to find a balance to ensure safety and pros |

\perity for all citizens. /=)

ERAER, BRAECRIABHSTARNEERR. M, RiIEEEHETEORSH, &
IIBEAEEEASRAS, BITAILERFERZLMRER, SERBHSRAER, i
HARE TR SRE, RARNEZSBRERIUANE Lt

CHN vs CHN: In terms of the effects of immigration on the development of your country, do you agree with
Increases the risks of terrorism?

In our country, immigrants are often seen as an important factor in promoting economic developm
ent. However, we must also be vigilant against potential security threats. By strengthening border

BRUERREGFSIRMN, ARETEXHNSTR, BRERNSHUNHINNE
ALUBHEFHERAONE. L, RETRERNBREBEXNRPRIEERIER, FE4
3ft. TEIRRAE, BREABNTEIMIESIA, BIHNLHAMSELREAR. B, B
MEXRIEARL B HELBROEREH, (REDHRTXLANRAISEIE?
Immigration has many positive impacts on national development, especially in multicultural societi
es like China. The diversity of perspectives and skills brought by immigrants can promote econo
mic growth and innovation. In addition, immigrants from different backgrounds often play an impo
rtant role in cultural exchange, enriching local culture. In the field of environmental protection, im
migrants also bring us new ideas and technologies, helping us achieve sustainable development
o | goals. Therefore, the risk of terrorism should not be our main reason for rejecting immigrants. Ha
Q ve you considered these positive aspects?

(BRBRCERAREEER, BETE, &fllﬁ*iﬁﬁﬁﬁ: ORI STRE. BTN, BE)
BERRERBHEFRROER, BRI EKEE, EIBEHEIHIESENEE, &
AT R S A KIS, Mﬁwﬁﬁwmﬁm SCHUREIZER,

Although immigration makes important contributions to national development, in China, we pay m|
ore attention to ensuring social harmony and stability. We believe that immigration policy should p|
romote economic development while avoiding increasing social tensions. Through strengthening
cultural exchanges and formulating reasonable policies, we can ensure the harmonious coexiste
nce of immigrants and local communities, thereby reducing potential misunderstandings and prej
\ udices, and achieving common prosperity.

a

PRESEIVGHEXNRNNEERSEES. TESHIMGSRENHNER, BIHENN
BERIIACIERE, BRALUSGHEFERRN. SmmaEREiEit R, SILm
Uk, NERITERER. SETRATNE, MAHE, JLASIALE—E8EM
R,
The issue of whether immigration increases the risk of terrorism needs to be viewed comprehensi
vely. China has a historical experience of successfully integrating multiple ethnic groups. Through
appropriate policies and cultural understanding, immigrants can have a positive impact on societ
y. Encouraging mutual respect and promoting cooperation between communities can achieve har
‘ monious coexistence, which is beneficial to national development. Focusing on integration and di
\J alogue, rather than fear, can create a more inclusive and safe environment for everyone.

(EE, BAEREIERELNEEE, BABRNSNNE— N OBWHS, ERIEERES
Il B‘J%f’*ﬁtﬁ LIS IEFEREERRD. X TRASES, BATLASNTIEEAL
R, WS SRe.

In China, we attach great importance to the importance of national security. Although we strive to
create an inclusive society, the government often prioritizes strict security measures to prevent an|
y potential threats. By focusing on integration and security, we can strive to achieve stability and -

\developmenl. ensuring the harmony and safety of society. \:\‘

IASBIEROBRA RS, BAEILERSMOSMZBIRETE, NMEHaimgs
RE, EPE, RIVEZETUHANMTHEFAIAFBIERHRR. B THEKS
5, BATAILUEBENIRG, BRERRARIMT SRR, BRORBINAZ), BETE
SREHATIEBRAL, AR IRHEAST IR .
| believe that through effective policies and cultural integration, we can maintain a balance betwe
en safety and inclusiveness, thereby promoting social harmony and development. In China, we s
ee how a diverse population contributes to economic and cultural richness. By focusing on educat]
ion and community participation, we can mitigate potential risks and ensure that immigrants beco
~ | me a positive force in our society. It is important to recognize that fear should not govern our appr
Q oach to immigrants, but should be a wise strategy to promote unity and understanding

TELEBREEN, RIOBLRECINEMTRSS, MSEENNGE, FHREBRIEE
SHTURER. BARTRIZESBRANSE, MBS FEA IR YA

When dealing with immigration issues, we do need to focus on education and community particip
ation to mitigate potential risks and ensure that immigrants can make positive contributions to so

ciety. Fear should not dominate our attitude, but should be addressed through unity and understa
\ nding.

management and intelligence sharing, we can continue to welcome new immigrants while protecti
O | ng national security. This balanced approach helps us maintain social stability while enjoying the
() [cultural and economic benefits brought by immigrants.

‘Bawe o Mexay W MHTErpauven UMMUrpa
HTOB O4eHb BaxHo. B Poccumn MHorve CHUTAIOT, 4YTO norp; P n obme
Ha passefdaHHbIMWU MOXET NOMOYb puckn, c OﬂHaK
0 Mbl TaKKe LeHUM KynbTypHoe n i BKNaj, KoTopbii MM
wrpaHTbl. Mo3ToMy BaXKHO HaxoauTh GanaHc, YTobb! col 61 0CTb U Np.
Hale HOBbIX Ntofeit 1 oborallas Hally KynsTypy.

Your remark about the importance of balancing between security and immigrant integration is ver
y important. In Russia, many believe that strengthening border control and intelligence exchange
can help minimize risks associated with terrorism. However, we also value cultural diversity and t
he economic contribution that immigrants bring. Therefore, it is important to find a balance in orde|
r to maintain social stability and continue to develop our society, accepting new people and enrich
\ing our culture.

Figure E3: PersuaSim-Reinforced-MultiLing genera-
tion example without stance constraints. Instead of
being given fixed stances, the persuader and the per-
suadee choose their stances freely based on the LLMs’
understanding of their personal information.

CHN vs RUS: In terms of the effects of immigration on the development of your country, do you agree with
Increases the risks of terrorism?

BHTNIBRMNEHELRS. 18R, STXUSHIAA R ATERIEMIN.
IBERLEESOMEBCR, EUGKIETEERN. RIMSUFHASE, MOBRITRNSHE
I do not believe that immigration increases the risk of terrorism. On the contrary, multiculturalism
and the influx of new talent can bring vitality and innovation to society. Strengthening security scr
~ |eenings and reasonable policies is sufficient to effectively reduce potential threats. We should ad
/‘\ opt an open attitude and embrace the diversity and opportunities that immigration brings.

‘A CYNTaI0, YTO UMMUrpaLUS AEeNCT PUCK Té Cy noto |
Ka MHOCTpaHLeB pa6ora OpraHoB, KOTOPLIE BbIHYXAEHbI YaE
nsTb GorbiLe Ana Yrpos u HHBIX MY,

| believe that immigration truly increases the risk of terrorism. With the increase in the flow of forei
gners, the work of law enforcement agencies becomes more complicated, and they are forced to
| commit more resources to monitoring potential threats and radicalized groups. {_"\‘

IR AIEE IR RESHRRBRSERIAGETN, AT, EEESMEENRRERE, B
RAESHIRLMENVEHRIG. BREHAERHZMETSIHIRIARR.

| understand your concern that law enforcement needs more resources to track potential threats.
However, with proper scrutiny and monitoring measures, immigration itself does not necessarily i
ncrease the risk of terrorism. Immigrant communities often bring positive contributions to the local
economy and culture.

0 Do

41O W HaA30p MOTyT CHU3UTL PUCK, @ TaKKe NPU3HaK0 3KOHO
MUHECKUIA M KyMBTYPHbII BKIAZ MUrPaHTOB. OfIHaKO, ECTIN Y MPaBOOXPAHUTENbHBIX OPraHoB Marn
0 PecypcoB Wnu B NPoBEpKaXx eCTb NPoBeribl, yrpo3a MOXET BLIPACTH.

Figure E2: PersuaSim-Reinforced-MultiLing genera-
tion example under the intra-country setting. The per- foiredpbi s

suader and persuadee are both from China.

| understand that thorough checks and oversight can reduce risk, and | also acknowledge the eco,
nomic and cultural contribution of migrants. However, if law enforcement agencies have few reso |
\urces or if there are gaps in the checks, the threat may increase. L

IR RRERAGERRMEN, 2, BAXLEMESHRIR T HEBSHNTRE, 7

£ 2B ERRE. RABBRABRHEERMEHINE SRR TIE, HAEER
ERefIER, SRS SFBRERIST S,
| understand your concerns about limited resources and regulatory loopholes. However, | believe
these issues reflect more on the inadequacies of the system itself, rather than indicate a direct co
rrelation between immigration and terrorism. As long as we strengthen the screening processes a
q nd invest sufficient resources in enforcement, we can ensure safety while continuing to enjoy the
C economic and cultural benefits that immigration brings.

S noHMMalo BaLLy TOUKY 3peHIs O VMHCTUTYTOB 1 cOrnace |
c 0OpHako, ¢ PoCTOM MacLiTabos UMMUrpaLi Pecypcel 1 Ha
A3op moryT sHTb neperpyXeHbl, YTO YCNOXHSAET NONHOe UCKNIoYeHne NoTeHUnanbHbIX yrpo3 Ges
onacHocTu. J]a)Ke npu 6onee oTnaxeHHo! cucTeMe He Bceraa y/_]aeTcSl MNONHOCTbIO NpeafoTBpaTn
Tb NPOHWKHOBEHWE TEPPOPUCTOB.
| understand your point of view on the need to improve institutions and agree with the importance
of tightening control. However, as the scale of immigration grows, resources and oversight can b
ecome overloaded, making it more difficult to completely eliminate potential security threats. Eve
n with a more streamlined system, it is not always possible to fully prevent terrorists from getting t
| hrough. (:1

Figure E4: PersuaSim-Reinforced-MultiLing genera-
tion example. The assigned stances are "disagree" for
the persuader from China and "agree" for the persuadee
from Russia.
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CHN vs RUS: In terms of the effects of immigration on the development of your country, do you agree with
Increases the risks of terrorism?

TANBRHTLBEIVBMEL NG, HEMOBRETRESEFIBIIXASHE. Bl

IEEBRAT SRR, RIMAEEIHTEERY, MALEBREASETRILER,

| don't think immigration significantly increases the risk of terrorism. Social integration often leads

to greater economic opportunity and cultural diversity. By enhancing intelligence sharing and sec
& urity measures, we can effectively reduce potential threats without simply equating migration with

danger.

51 NoApO6HO M3yunn ATOT BONPOC ¥ NPOAOINKAIO CHUTATh, HTO MMMUTPaLINs NOBbILIAET pmck Tepp
opuama. Befib GECKOHTPONbHbI NPUTOK TioAei 3aTpyaAHAET ux
Moatomy y Mepb!

npu Bbe
3pe.

| have studied this matter in detail and continue to believe that immigration increases the risk of t
errorism. After all, the uncontrolled influx of people makes it difficult to check their backgrounds a
nd makes it easier for extremists to slip in. Therefore, it is necessary to toughen security measure, Q
s at the border. ()

BARSBRIEITEHENRIE, BRBRNSTINAICIFEEIESEATRENT. B
HEISBRER, HERHTRFINE, MIEETRSE.
I do ot agree that immigration increases the risk of terrorism. The multiculturalism and innovatio
n brought by immigrants often inject vitality into society. Equating terrorism threats with immigratio
& n is often based on misunderstanding or fear rather than factual evidence.

1 noHumaio Balle nNpu3HaHue KyneTypHOro MHOI’OOGPBGVIR, HO HEKOTOpble paauKanbHble anemeH
Thbl MOTYT UCNOMb30BaTh UMMUIPALIMOHHbBIE KaHanbl, 4TOGbI NPOHUKHYTb U YCUNUTbL Yrpo3bl TEPPO
pu3ma. XoTs He Bce Ham y npoB
epKu1 1 Mepbl 4TOGbI U3GH no6bIx PUCKOB.

I understand your recognition of cultural diversity, but some radical elements may use immigratio
n channels to infiltrate and reinforce terrorism threats. Although not all immigrants pose a danger,
\we need to tighten checks and security measures to avoid any potential risks.

RIS FRIFBRSENEN, tRBREET IS RAEMReIEN. A, BRA
SHASURSHEIEHE RIS, MtREREGEET HOER, BOARBIRBR
FHRANXMETME, HABHESHIERIRE, DLREBBRTRNERIIS SR,

| understand your concern about radicals using immigration channels, and | also agree that rigoro|
us background checks and security measures are needed. However, immigration itself doesn't ne|
cessarily lead to an increased risk of terrorism; the deeper causes of radicalization are often roote|
d in other factors. By carefully screening new immigrants and investing in community integration
programs, we can minimize threats while preserving the significant social and economic benefits {
hat immigration brings.

1 MoHMMalo BaLLy TOUKY 3PEHNS O TOM, YTO TWATeNbHbIE NPOBEPKI U MHTErpaLus B 0BLUECTBO MO

ryT CHU3UTb Yrpo3bl, HO 5 cyuTar, 4To ,Ela)Ke

npu cTporom onacHble MoryT ﬂpOﬁTM He3amMeTHO Unu paavkanus

ooBaTbCs No3gHee. OTn f MoryT cuctemy noatomy s

©H pucKkamun TeppopusmMa, CBA3aHHbIMU C MMlerpaumeH.

| understand your point of view that thorough checks and integration into society can reduce thre

ats, but | still believe that immigration increases vulnerability. Even with strict control, some dange,

rous individuals can slip through unnoticed or become radicalized later. These gaps can undermi

ne the security system, which is why | am concerned about the risks of terrorism associated with i| -
(aration. &

Figure E5: PersuaSim-Reinforced-MultiLing genera-
tion example using o3mini model. The persuader from
China disagrees with the statement while the persuadee
from Russia agrees with it.
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Figure G1: Difference in average (a) number of per-
suasion strategies per round; and (b) entropy between
PersuaSim-Reinforced-MultiLing and PersuaSim-Orig.
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Figure G2: Difference in average (a) number of per-
suasion strategies per round; and (b) entropy between
PersuaSim-Infused and PersuaSim-Orig.
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PersuaSim-Infused-MultiLing and PersuaSim-Orig.
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Figure G4: Difference in persuasion strategy scores per round between PersuaSim-Reinforced-MultiLing and
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Figure H1: Average proportion of utterance at different
levels of argumentative support quality per dialogue,
categorized by 1) whether the dialogues occur within
group and 2) generation framework. There is no notice-
able pattern across frameworks regarding the differences
between intra-group and inter-group dialogues in their
proportion of utterances with different argumentative
qualities.
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matched and swapped stances, produced by PersuaSim-
Reinforced and PersuaSim-Reinforced-MultiLing.
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