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Abstract

Instruction-tuned large language models
(LLMs) employ structured templates, such as
role markers and special tokens, to enforce
format consistency during inference. However,
we identify a critical limitation of such
formatting: it induces a phenomenon we
term diversity collapse, where the model
generates semantically similar outputs for
open-ended inputs, undermining creativity and
variability. We systematically evaluate this
effect across tasks like story completion and
free-form generation, finding that (1) diversity
collapse persists even under high-temperature
sampling, and (2) structural tokens in templates
significantly constrain the model’s output
space. To contextualize these findings, we
fine-tune the same model using a range
of structured prompts and then evaluate
them across three axes: downstream task
performance, alignment behavior, and output
diversity. Our analysis shows that format
consistency between fine-tuning and inference
is crucial for structure-sensitive tasks (e.g.,
GSMSK, IFEval), but has marginal influence
on knowledge-heavy tasks (e.g., MMLU,
WebQuestions). In contrast, output diversity
is primarily governed by the presence or
absence of structural tokens, with minimal
formatting yielding the most diverse outputs.
These findings reveal that current prompting
conventions, while beneficial for alignment,
may inadvertently suppress output diversity,
underscoring the need for diversity-aware
prompt design and instruction tuning.'

1 Introduction

Instruction-tuned LL.Ms commonly adopt struc-

tured prompt templates that include role mark-

ers such as <|user|> and <|assistant|>, as

well as special tokens like <|begin_of_text|>.
* Corresponding authors.

!Code is available at https://github.com/
LongfeiYun17/diversityCollapse.
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Figure 1: News generation results under simple prompt
(Left) and full chat template prompt (Right). Templated
prompting significantly reduces topic diversity.

These templates organize inputs and outputs into a
dialogue-style format and are widely used in both
open-source (Dubey et al., 2024; Team, 2025) and
proprietary models (Achiam et al., 2023; Anil et al.,
2023).

However, while such formatting improves consis-
tency and alignment, we find that it significantly
reduces the diversity of model outputs in an open-
ended generation. As shown in Figure 1, we gen-
erate 1024 news headlines using the same instruc-
tion (Please generate a random news) under two
prompting strategies, and classify the topics into
predefined categories. The simple prompt yields
a broad topic distribution across domains such as
sports, health, and politics, whereas the templated
prompt produces overwhelmingly Science-related
content, indicating a sharp drop in topical diversity.
This effect persists even under high-temperature de-
coding, suggesting that the loss of diversity stems
not from decoding randomness but from the tem-
plate structure itself. These findings complement
and extend prior work showing that instruction
tuning can reduce output variability due to data
distribution skew (McCoy et al., 2023), training
objectives (Li et al., 2024), and alignment pres-
sures (O’Mahony et al., 2024; Kim et al., 2024).

We hypothesize that instruction-tuned models ex-
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posed to repeated structural templates during in-
struction tuning may internalize these patterns as
strong generation priors, leading to overly deter-
ministic or repetitive outputs in response to open-
ended inputs. To validate this hypothesis, we
empirically investigate the effect across multiple
instruction-tuned LL.Ms and evaluate them on a
suite of creative generation tasks. Our results show
that structured prompts consistently yield lower se-
mantic and topical diversity than simple prompts.
To pinpoint the source of diversity collapse, we
conduct a controlled set of prompt-format ablations
that gradually remove structural elements such as
system tokens, role markers (e.g., <|user|[>), and
dialogue formatting. These prompting strategies
are selected to represent a progression from highly
structured, alignment-driven formats to fully open-
ended instructions, enabling us to isolate the im-
pact of each structural component. We find that
removing or replacing special tokens leads to only
modest improvements in diversity. Even prompts
with plain-text role indicators continue to limit di-
versity. In contrast, prompts presented as simple
task instructions without any formatting achieve the
highest diversity across models and tasks. This sug-
gests that structural cues, even when lightweight,
preserve behavioral priors from instruction tuning.
Fully structure-free prompting remains the most
effective way to recover expressive variation. To
further understand the behavioral constraints im-
posed by templates, we also analyze output entropy
across decoding steps (§4.2) and find that struc-
tured prompts lead to lower entropy early in gen-
eration. This suggests that structural tokens act as
behavioral anchors, causing the model to commit
prematurely to narrow trajectories.

We next study how the impact of instruction tun-
ing varies across tasks. To this end, we perform
instruction tuning using different prompt strate-
gies on the same dataset. We find that prompt
formatting is essential for structure-sensitive bench-
marks such as IFEval (Zhou et al., 2023) and
GSMBS8K (Cobbe et al., 2021), but can hinder per-
formance on knowledge-intensive tasks. Overall,
response quality is primarily determined by the
consistency between tuning and inference, while
the specific prompt format used at inference time
plays a comparatively minor role.

Our contributions are as follows:

* We identify and empirically demonstrate a
significant diversity collapse effect in an

open-ended generation when using structured
prompt templates.

* We conduct prompt ablations to isolate the ef-
fect of structural elements, and show that even
lightweight formatting induces anchoring ef-
fects that reduce semantic diversity.

* We analyze decoding dynamics and find that
structured prompts suppress early-stage en-
tropy, indicating strong anchoring effects
learned during instruction tuning.

* We find that prompt formatting is impor-
tant for structure-sensitive tasks (e.g., IFE-
val, GSM8K) but can hurt performance on
knowledge-intensive ones; overall, response
quality depends more on the consistency be-
tween instruction tuning and inference-time
prompting than on the presence of formatting
templates.

2 Related Work

2.1 Format Following

The study of LLMs’ capability to follow instruc-
tions was initially tackled by IFEval (Zhou et al.,
2023). INFOBENCH (Qin et al., 2024) expanded
on this by covering a wider range of instructions.
FOFO (Xia et al., 2024) is a benchmark dedicated
entirely to evaluating LLMs’ ability to follow for-
mat constraints. UltraBench (Yun et al., 2025) ex-
plores LLMs’ abilities under an extreme number
of constraints. However, these studies do not in-
vestigate whether format instructions impact down-
stream task performance.

2.2 Post-Training and Diversity Collapse

While instruction tuning and RLHF have signifi-
cantly enhanced the reliability and helpfulness of
LLMs, several studies have raised concerns about
their unintended effects on output diversity. Bai
et al. (2022); Ouyang et al. (2022) first identified
the so-called alignment tax, where models exhibit
diminished in-context learning abilities following
Reinforcement Learning from Human Feedback
(RLHF). Subsequent work by Kirk et al. (2023)
further demonstrated that RLHF reduces output di-
versity, highlighting a tendency toward overfitting.
Notably, these effects are not unique to RLHF: sim-
ilar limitations arise under Supervised Fine-Tuning
(SFT) alone, as shown by Ouyang et al. (2022);
O’Mahony et al. (2024). Turpin et al. (2023) for-
malized mode collapse in instruction-tuned LLMs,
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noting sharp reductions in entropy and increased
answer determinism. Li et al. (2024) further shows
that the cross-entropy loss maximizes the likeli-
hood of observed data without accounting for al-
ternative plausible outputs, thereby contributing to
reduced generative diversity.

3 Experiment Setting

Problem Formulation We define the diversity
score as a quantitative measure of variation in
model outputs. Following the evaluation metrics
in §3, we use either the average semantic distance
between sentence embeddings (Tevet and Berant,
2021; Han et al., 2022) or the entropy (Research,
2025; Chen et al., 2024) over generated topics
to evaluate diversity. Embedding-based metrics
capture semantic variation between outputs, while
entropy-based metrics reflect topic coverage across
generations. Together, they offer complementary
views of diversity.
Based on this, we compute two diversity scores for
each task: Dgimple, the average diversity score un-
der the simple prompt condition, and Dieplace, the
average diversity score under the full chat template
condition.
We define diversity collapse as the phenomenon
where

Dtemplate < Dsimple

That is, diversity under the template prompting
mode is significantly lower than that under the
simple prompting mode, even when using high-
temperature decoding.

Target Models We select five instruction-tuned
models with varying architectures and alignment
strategies: (1) Llama-3-8B-Instruct (AI@Meta,
2024), (2) Tulu-3-8B-SFT (Lambert et al., 2024a),
(3) Qwen2.5-7B-Instruct (Team, 2024), (4) Mistral-
7B-Instruct-v0.1 (Jiang, 2024), and (5) Phi-3.5-
mini-instruct (Abdin et al., 2024). This set enables
a robust evaluation of whether diversity collapse
persists across different model design choices.

Tasks We evaluate on nine tasks spanning com-
monsense reasoning (Lin et al., 2019; Fan et al.,
2019; Kwiatkowski et al., 2019), story comple-
tion (Fan et al., 2018; Mostafazadeh et al., 2016,
2017), and preference modeling. This diverse task
set allows us to examine whether diversity collapse
is a universal issue across task types.
1. Commonsense: The model is given either a
question (e.g., How do muscles grow?) or a

set of concepts (e.g., hay, eat, horse) and is
asked to generate a plausible, commonsense-
based response.

2. Story Completion: The model is provided
with an opening prompt (e.g., The moon is
actually a giant egg, and it has just started to
hatch.) and tasked with completing the story
in a coherent and creative manner.

3. Open-ended Generation: We assess the di-
versity of generated content by computing the
entropy of entities (e.g., topics, locations, or
titles) mentioned in the model outputs. For
instance, in the news generation task, we mea-
sure topic diversity by analyzing the distribu-
tion of topics across generated articles.

For the Commonsense and Story Completion tasks,
we randomly sample 512 prompts from the test
split of each dataset and generate 10 responses per
prompt. For the Open-ended Generation tasks, we
generate 1,024 responses in total. All generations
are performed using temperature 7'=1.0 and top-
p=0.9 sampling.

Evaluation Metrics We report semantic diver-
sity for the Commonsense and Story Completion
tasks using sentence embedding distances, follow-
ing prior work (Tevet and Berant, 2021), which
found embedding-based metrics to be more effec-
tive than n-gram-based alternatives. For the Open-
ended Generation tasks, we compute the entropy of
extracted entities to assess label-level diversity. Tra-
ditional metrics such as distinct-n and self-BLEU
are reported in Appendix B.

1. Semantic Diversity: We measure the aver-
age pairwise distance between sentence em-
beddings of responses to the same prompt.
Given N prompts, each with k responses,
we compute sentence embeddings using
the all-MiniLM-L6-v2 model (Reimers and
Gurevych, 2020). The overall diversity score
is:

D = avg, (ani<j (1 — Cos (ein)’egn)»)

where egn) is the embedding of the i-th re-

sponse to the n-th prompt.

2. Label Diversity: For each of the N genera-
tions {y;}¥,, we use GPT-40 (Achiam et al.,
2023) to extract a single entity label e;. Let
P(e) denote the empirical distribution over
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Commonsense (@) Story Completion (1) Open-ended Generation (1)
Model Prompt Mode CommonGen  ELI5 NQ WritingPrompts  ROCStory ~ Story_Cloze ~ News  Travel Books
Full Template 0.2884 0.1438  0.1556 0.3278 0.1922 0.2015 0.0538  1.3098 1.4881
Llama-3-8B-Instruct X
Simple Steer 0.2692 0.2091  0.2115 0.4195 0.3845 0.3792 0.1399 2.5029  4.0250
Tulu-3-8B-SFT Full Template 0.3200 0.4135 0.4250 0.5239 0.3920 0.3977 0.1706  3.8673  4.4450
Simple Steer 0.3627 0.4958  0.4746 0.6160 0.5553 0.5119 0.2185 3.7306  4.8256
Full Template 0.1838 0.1178 0.1196 0.3133 0.1760 0.1786 0.1200 1.0215  4.2973
Qwen?2.5-7B-Instruct X
Simple Steer 0.2390 0.2357  0.2152 0.4293 0.3744 0.3701 0.1090 3.3677  4.0948
. Full Template 0.2884 0.1856  0.2241 0.3696 0.2106 0.1938 0.1037 2.5062  2.2940
Mistral-7B-Instruct-v0.1 N
Simple Steer 0.3020 0.2872  0.4280 0.4821 0.4667 0.3879 0.1492 2.8922  3.1499
. L. Full Template 0.2616 0.1536  0.1900 0.3551 0.2602 0.2528 0.0734 1.6466  2.6115
Phi-3.5-mini-instruct N
Simple Steer 0.2921 0.2127  0.3171 0.4558 0.3721 0.3671 0.1533  3.2307  4.3440

Table 1: Performance comparison of instruction-tuned language models on nine tasks under two prompting
conditions: Full Template and Simple Steer. Simple Steer consistently yields higher diversity than Full Template.

the label set £ = {e;}. The topic diversity is
computed as the normalized entropy:

— > ece P(e)log P(e)
log €] '

Dtopic =

4 Understanding Diversity Collapse

We begin by examining how diversity collapse
presents in model outputs (§4.1), and follow with
an analysis of its underlying causes (§4.2).

4.1 Templates Reduce Qutput Diversity

To test whether prompt templates reduce output
diversity, we compare a natural, minimal prompt
format (simple steer) with the standard full chat-
style template (full template) (See Table 7). For
each model, we fix the SFT data and vary only the
inference-time prompt format to isolate the effect
of prompt structure.

As shown in Table 1, we observe a consistent pat-
tern across all models and task types: full chat
templates significantly reduce output diversity
compared to simple steer prompts. The bar chart
in Figure 2 further confirms this trend: across
all model sizes, simple steer prompts consistently
yield higher semantic diversity. This gap persists
at larger model scales, suggesting that template-
induced diversity collapse is not mitigated by in-
creased capacity.

We also assess structural diversity by computing
the standard deviation of the token count, sen-
tence count, and content word ratio’. As shown
in Figure 4, simple steer prompts consistently lead
to greater structural variation than full templates
across all models. This suggests that chat templates

Z#content words / #total words, where content words ex-
clude stopwords
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Figure 2: Semantic diversity comparison across
Qwen3 (Team, 2025) model sizes under two prompting
modes, excluding the thinking mode. The results show
that diversity collapse occurs consistently across model
scales.

constrain not only what models say, but also how
they say it, reducing variability in form and content,
and thereby narrowing the expressive space.

We further evaluated larger models, and the results
in Table 9 show that the pattern of diversity col-
lapse under full-template prompting, as well as
the improvement from simple steering, persists
across scales up to 70B parameters. These find-
ings confirm that diversity collapse under struc-
tured prompts is not limited to small models, and
that the diversity gains from simple steering remain
robust even for large-scale models.

Figure 3 illustrates a case study where the model
is asked to generate a sentence using the con-
cept set dye, hair, and apply. Under full-template
prompting, the outputs are nearly identical, show-
ing clear signs of repetition and diversity collapse.
In contrast, simple steering prompts yield more var-
ied continuations, with differences in perspective,
phrasing, and event framing. This example high-
lights how templated prompts constrain expression,
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generate a sentence using concept sets “dye," “hair," “apply”

I She decided to apply the new dye to her hair in the cozy
bathroom I

She decided to apply the new dye to her hair in the
bathroom. I
' I like to apply the new dye to my hair in the bathroom.

I T decided to dye my hair in the bathroom and apply the color
| carefully to avoid any stains.

She decided to apply the hair dye in the bathroom before
\The party.

D S ——

Figure 3: Case Study. We ask the model to generate a
sentence with 3 concepts. We observe that templated
prompts lead to highly repetitive expressions.

while simple steering encourages more diverse gen-
erations.

4.2 Dissecting Template-Induced Collapse

Chat Templates as Behavioral Triggers To sys-
tematically examine how prompt structure affects
output diversity, we evaluate four prompting strate-
gies with varying degrees of structural complexity.
An example for LLaMA is shown in Table 2.

1. Full Template: Standard chat-style format
with system/user/assistant tokens, closely
aligned with the conventions used during in-
struction tuning.

2. Fake Template: Retains the structural layout
of chat prompts but replaces standard tokens
with semantically meaningless variants.

3. Minimal Dialog: Removes all special tokens
while retaining plain-text role indicators (e.g.,
User, Assistant) to preserve natural dialogue
flow.

4. Simple Steer: A minimal, structure-free
prompt containing only the task description.

Prompt Mode LLaMA Prompt Example

full_template
[instruction]

<|eot_id|><|start_header_id|>assistant<|end_header_id|>
fake_template
[instruction]

minimum_dialog| user
[instruction]
assistant:

simple_steer [instruction]

<|begin_of_text|><|start_header_id|>user<|end_header_id|>

<##init_text##><#Hfrandom_header##>user<##/random_header##>

<tteod##><#frandom_header##>assistant<##/random_header##>

Table 2: Prompt formats for different modes used with
LLaMA. Here, [instruction] is the task-specific in-
put.

Our results in Figure 6 highlight how different
prompt structures affect output diversity:

1. Simple Steer yields the highest diversity:
Prompts without any structural framing con-
sistently produce the highest semantic diver-
sity and entropy, confirming that fully remov-
ing template structure is the most effective
strategy.

2. Even minimal structure reduces diversity:
Although Minimal Dialog prompts outper-
form Full and Fake Templates, they still yield
substantially lower diversity than Simple Steer.
This suggests that even lightweight structural
cues, such as plain-text role markers can con-
strain generative variation.

Taken together, these findings indicate that diver-
sity collapse is driven not only by rigid templates,
but by structural conventions more broadly. Only
fully structure-free prompting reliably restores ex-
pressive flexibility.

Chat Templates Narrow the Output Space To
quantify how structured prompts affect generation
dynamics, we measure token-level entropy at each
decoding step. Specifically, we sample 128 instruc-
tions and track the entropy of the model’s output
distribution over 50 generation steps. As shown
in Figure 5, chat-style prompts consistently pro-
duce lower entropy than simple steer prompts. This
suggests that chat templates constrain the model’s
output space, resulting in more deterministic and
less varied generations.

4.3 Significance Testing

Task Prompt Mode Mean Diversity Std
WritingPrompts Full Template 0.4031 0.0014
Simple Steer 0.6366 0.0036
CommonGen Full Template 0.3601 0.0020
Simple Steer 0.4918 0.0007
News Generation ~ Full Template 1.0979 (entropy)  0.0247
Simple Steer 1.9995 (entropy)  0.0253

Table 3: Mean and standard deviation of diversity met-
rics across three runs for each task and prompt mode.

We conducted additional analyses by reporting the
mean and standard deviation of diversity metrics
(n = 3) across multiple runs for each prompt mode.
For three representative tasks, the performance
gaps are an order of magnitude larger than the stan-
dard deviations. For example, on WritingPrompts,
mean semantic diversity is 0.4031 (SD = 0.0014)
with the full template and 0.6366 (SD = 0.0036)
with the simple steer. The low intra-group vari-
ances demonstrate that these effects are highly sta-
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Figure 4: Structural diversity across prompting modes in the news generation task, measured by the standard
deviation of content word ratio (left), sentence count (middle), and token length (right).
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Figure 5: Entropy of the output space across decoding
steps with and without templates. The figure shows that
using a template significantly reduces entropy, indicat-
ing a more constrained and predictable output distribu-
tion.

ble and unlikely to result from random variation.
Although we do not perform full significance test-
ing (e.g., t-tests) due to computational constraints,
the consistency of the results strongly supports the
robustness of our conclusions.

4.4 Diversity vs. Response Quality

One potential concern is that increased output di-
versity may come at the expense of response qual-
ity. This trade-off reflects a central challenge in
generation evaluation: ensuring that variation is
meaningfully grounded rather than superficial or
irrelevant.

To directly examine this issue, we conduct a con-
trolled evaluation on the story completion task,
a representative open-ended generation scenario.
Since such tasks lack a single ground-truth answer,
we define response quality as whether the gener-
ated text constitutes a successful continuation of
the narrative, that is, whether it plausibly and coher-
ently follows from the given prompt. We prompt
LLaMA2-7@B-chat with 2,560 story prompts, using
GPT-4o as an external evaluator to judge comple-
tion validity. The results are as follows:

* Simple Steer: 2,146 valid continuations
* Full Template: 2,002 valid continuations

These results suggest that simple steering, while
increasing semantic diversity, does not degrade
alignment with task intent. The model remains
instruction-following even under less rigid prompt-
ing, indicating that the observed diversity is not
caused by irrelevant or off-topic generation.

5 Mitigation Strategies and Further
Analysis

We answer these questions in this section:

1. Can structural prompt variants mitigate diver-
sity collapse? (§5.1, §5.2)

2. How do diversity-preserving prompts affect
downstream task performance and instruction-
following ability? (§5.3)

3. Can higher decoding temperatures (§5.4) or
explicit prompting for creativity restore lost
diversity (§5.5)?

5.1 Experiment Setup

Dataset We use the TULU-3-SFT-MIXTURE
dataset (Lambert et al., 2024a) due to its broad cov-
erage of core instruction-following capabilities. Cu-
rated from high-quality public and persona-driven
sources (Ge et al., 2024), it emphasizes data diver-
sity, quality, and licensing compliance. The dataset
has also undergone rigorous decontamination to
ensure fair evaluation.

Training Settings We fine-tune a LLAMA-3.2-
3B model (Grattafiori et al., 2024) for three epochs
using a batch size of 8, a sequence length of 1024,
and a learning rate of 6 x 1079,

Baselines We investigate whether modifying
prompt structure can mitigate diversity collapse
without compromising generation quality. To this
end, we evaluate five prompting strategies with
varying levels of structural complexity.

15459



common_gen

0.0

Semantic Diversity
®
o)
Semantic Diversity
2 S & < [ S

8
pare

H full_template Il fake_template

writing_prompts

® T\A\U‘3'8B

news_generation

Entropy

<))

2B 3B 3B
Qw e\’\‘3 L\ama‘3 1u\\)‘3 Qw e\’\‘3

B minimum_dialog simple_steer

Figure 6: Performance comparison across prompting modes (Full Template, Fake Template, Minimum Dialog,
and Simple Steer) for three instruction-tuned language models on three representative tasks.

Commonsense (1)

Story Completion (1) Open-ended Generation (1)

Method CommonGen  ELI5 NQ WritingPrompts  ROCStory ~ Story_Cloze  News  Travel Books
Full Template 0.3717 0.4622  0.4992 0.4249 0.3648 0.3765 1.5689 4.2083  4.4126
Simple Steer 0.4474 0.5238  0.6666 0.5513 0.4740 0.4563 2.3552 3.5435  3.6572
Mixed Template 0.3175 04516  0.4487 0.4302 0.3673 0.3762 1.9646 4.7086  4.1715
Natrual Instruction 0.4227 0.5850 0.7162 0.5263 0.3983 0.3911 22312 4.7115  3.9262
Mixed Training 0.3970 0.4635  0.5067 0.4337 0.3846 0.4074 1.9853 4.3866  3.8618

Table 4: Diversity scores (1) on commonsense reasoning, story completion, and open-ended generation tasks. The
best value in each column is in bold, and the second-best is underlined. Removing structural formatting (Simple
Steer, Natural Instruction) generally improves output diversity.

1. Full Template: Uses the standard chat-style
prompt format adopted during instruction tun-
ing, including special tokens and explicit role
markers.

2. Simple Steer: Uses the same instruction-
tuned checkpoint as Full Template, but pro-
vides only the core instruction at inference
time, with no structural formatting.

3. Mixed Template: Randomly selects one
prompt format from a pool of instruction-
tuned templates to introduce format-level vari-
ation during inference.

4. Natural Instruction: Uses the same prompt
format as Simple Steer (structure-free), but
the model is fine-tuned directly on natural in-
structions without any chat-style formatting.

5. Mixed Training: Augments the instruction-
tuning data with pretraining-style samples that
include no prompt formatting, comprising
one-third of the training corpus.

5.2 Main Results

Homogeneity Drives Diversity Collapse Al-
though the Mixed Template setting introduces for-
mat variation, it consistently underperforms com-

pared to other prompting strategies across nearly all
tasks. Our comparison between Full Template and
Mixed Template shows that increasing the number
of formats does not meaningfully improve output
diversity. This suggests that the collapse arises not
from overuse of a single template, but from struc-
tural similarities shared across templates. All five
variants follow the same chat-style pattern with
explicit role markers and turn-taking, which is suf-
ficient to constrain the model’s generative behavior.
These results suggest that structural homogeneity,
rather than format repetition alone, maybe a key
factor contributing to diversity collapse.

Natural Instruction Matches Simple Steer The
Natural Instruction setting, which removes all spe-
cial tokens and role markers, performs on par with
Simple Steer in diversity across tasks. This sug-
gests that in the absence of structural triggers such
as special tokens or role indicators, the model’s
expressive capacity is preserved.

Mixed Training Provides Limited Improve-
ment We augment the SFT data with pretraining-
style samples that contain no template structure.
However, the Mixed Training model shows only
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marginal improvements over the Full Template
baseline. This suggests that limited exposure to
unstructured data during fine-tuning may be insuf-
ficient to counteract the behavioral priors induced
by chat-style prompts at inference time.

5.3 Downstream Performance and
Instruction-Following Tradeoffs

Downstream Tasks

Method MMLU GSMSK HumanEval WebQS IFEval WSC273

Base Model
Full Template

0.5412
0.4870
0.4880
0.5104
0.4912
0.5090

0.2623
0.3935
0.2388
0.4359
0.3972
0.4390

0.2561
0.1646
0.3048
0.1280
0.1098
0.2622

0.0915
0.0349
0.0890
0.0846 03142
0.0492 03179
0.0566  0.5336

0.1799
0.3087
0.1645

0.8168
0.7399
0.7912
0.7729
0.8059
0.7473

Simple Steer
Natural Instruction
Mixed Training
Mixed Template

Table 5: We evaluate models on MMLU, GSMS8K,
HumanEval, WebQS, IFEval, and WSC273 to as-
sess whether prompt formats impact real-world perfor-
mance. Bold indicates the best score for each task, and
underline indicates the second-best.

5.3.1 Downstream Performance

We evaluate each method on six downstream
benchmarks to assess whether diversity-enhancing
prompts affect task performance. The se-
lected benchmarks span a broad range of ca-
pabilities: (1) multi-domain factual reasoning
(MMLU (Hendrycks et al., 2020)), (2) mathe-
matical problem solving (GSM8K (Cobbe et al.,
2021)), (3) instruction following (IFEval (Zhou
et al., 2023)), (4) factual question answering
(WebQuestions (Berant et al., 2013)), (5) struc-
tured code generation (HumanEval (Chen et al.,
2021)), and (6) commonsense pronoun resolution
(WSC273 (Levesque et al., 2012)). Evaluation de-
tails are provided in Appendix C.

Base Model Performance: Alignment May Hurt
Knowledge Tasks The base model in the com-
parison reveals that instruction tuning and prompt
templating do not universally improve downstream
performance. On knowledge-intensive tasks such
as MMLU and WebQuestions, the base model out-
performs all instruction-tuned variants. This sug-
gests that alignment procedures may inadvertently
impair factual recall by overriding the model’s pre-
trained knowledge. In such cases, prompt format-
ting offers limited benefit, indicating that factual
accuracy relies more on internal representations
than on external scaffolding.

Format Consistency Benefits Certain Tasks
We find that for structure-sensitive tasks such as

GSMSK and IFEval, models achieve the best per-
formance when the prompt format used at inference
matches the format seen during fine-tuning. Both
Full Template and Natural Instruction perform well
on these tasks, each maintaining consistency be-
tween training and inference formats. In contrast,
Simple Steer underperforms, likely due to its mis-
match with the structured format used during train-
ing. However, this pattern does not hold universally.
On tasks such as HumanEval, where inputs already
include rich syntactic signals (e.g., function head-
ers, docstrings), Simple Steer outperforms other
formats. This suggests that for tasks with strong
intrinsic structure, additional prompting scaffold-
ing may introduce noise rather than provide benefit.
Other tasks, such as WSC273 and WebQS, show
minimal sensitivity to prompt format.

—eo— full_template
—e— simple_steer
natural_instruction

Win Rate
Now
o o

2.0

1.5

1.0
pass@1

pass@4

pass@8 pass@16 pass@32

Figure 7: Comparison of win rates on AlpacaEval under
different prompting strategies. A reward model selects
the best response among candidates. The win rate (y-
axis) increases with the number of sampled responses
(x-axis, pass@k), but full_template consistently outper-
forms simple_steer across all settings.

5.3.2 Instruction Tuning Enhance Response
Quality

In this section, we demonstrate that although out-
put diversity is affected by prompt structure, chat-
style templates enhance the model’s ability to pro-
duce high-quality responses. We prompt each fine-
tuned model to answer 805 questions from the AL-
PACAEVAL dataset (Li et al., 2023; Dubois et al.,
2024). For each question, the model generates
32 responses, and a reward model selects the best
one. We use SKYWORK-REWARD-LLAMA-3.1-
8B-v0.23, which achieves top performance on RE-
WARDBENCH (Lambert et al., 2024b).

These results suggest that while simple prompt-
ing improves generation diversity, it weakens the

3https://huggingface.co/Skywork/
Skywork-Reward-Llama-3.1-8B-v@.2
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model’s ability to produce high-quality outputs, as
measured by AlpacaEval. Interestingly, we find
that the Natural Instruction setting achieves even
better performance than the full instruction-tuning
template. This suggests that instruction tuning is a
key factor in enhancing response quality, even in
the absence of special tokens or rigid chat format-
ting.
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Figure 8: Effect of decoding temperature on semantic
diversity and entropy across different generation tasks
under simple steer and full template prompts. Higher
temperature consistently increases diversity and entropy,
while using a structured template (full template) notably
limits this effect compared to simple steer prompts.

5.4 Effect of Decoding Temperature on
Diversity

To further investigate the impact of decoding tem-
perature on diversity collapse, we analyze how
output diversity changes under different sampling
temperatures. As shown in Figure 8, higher tem-
peratures reliably increase both semantic diversity
and entropy. However, prompts using full chat
templates exhibit a muted response: their gains
from temperature scaling are substantially smaller
than those under simple steer prompts. This sug-
gests that structured templates impose a significant
constraint on the model’s generative freedom, lim-
iting the benefits typically associated with higher-
temperature decoding.

5.5 Explicit Prompts for Diversity Still Fall
Short

In this section, we examine whether explicitly
prompting the model to “’be creative” can improve
output diversity. Despite such encouragement
within the chat template setting (Full Template w/
Diversity), the resulting diversity remains consis-
tently lower than that achieved by minimal prompts
(e.g., Simple Steer) across most tasks. As shown

Task Full Template Simple Steer Full Template w/ Diversity

Semantic Diversity

CommonGen 0.3242 0.3680 0.3668
ELI5 0.1565 0.2998 0.2550
Natural Questions (NQ) 0.1879 0.3253 0.2570
WritingPrompts 0.3291 0.4767 0.3427
ROCStory 0.1986 0.3768 0.2264
Story Cloze 0.1980 0.3561 0.2261
Entropy
News Generation 0.3186 1.6790 1.5763
Travel Recommendation 2.1002 3.1312 3.5087
Book Recommendation 2.1544 3.2290 0.9539

Table 6: Comparison of semantic diversity and entropy
across tasks using different prompting methods with
Llama-3b model. Green values indicate that explicitly
prompting for diversity achieves comparable or better
results than simple steer. Red values indicate limited
improvement or remaining significantly below simple
steer.

in Table 6, prompting for diversity does yield no-
ticeable improvements over the default template in
some cases (e.g., CommonGen, Travel Recommen-
dation), but still fails to close the gap with Simple
Steer. These results suggest that the structural con-
straints imposed by chat templates cannot be easily
mitigated through surface-level prompting.

6 Conclusion

In this paper, we identified and investigated the
phenomenon of diversity collapse, revealing how
structured chat templates significantly reduce se-
mantic and topical diversity in instruction-tuned
large language models. Through comprehensive
empirical analyses and ablation studies, we demon-
strated the structural factors causing this limitation
and provided practical strategies to mitigate it. Our
findings highlight the crucial role of prompt design
in preserving model creativity, offering valuable
insights for future research and applications of lan-
guage models.
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Limitations

First, our study compares only chat-style and
simple-steer templates, so the observed diver-
sity collapse may differ under other prompting
strategies such as chain-of-thought or retrieval-
augmented approaches. Second, we measure di-
versity using automated semantic and lexical met-
rics at the utterance level, leaving discourse-level
variation and downstream impact for future work.
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A Fine-grained Ablation of Chat
Template

To investigate how structural prompting impacts
output diversity in instruction-tuned language mod-
els, we adopt a stepwise ablation philosophy. The
core idea is to isolate the individual contribution of
special template tokens and dialog-style structure
by incrementally removing formatting elements
from the prompt. This approach allows us to dis-
entangle whether diversity collapse is primarily
driven by explicit tokens (e.g., <|user|>, <s>,
[INST]) or by the broader conversational scaffold
(e.g., system messages, turn markers).

We design four prompting modes with increas-
ing degrees of simplification:

1. full template: uses the model’s native chat for-
mat, including system headers, role markers,
and delimiters;

2. fake template: preserves structural layout
but replaces special tokens with semantically
meaningless placeholders, decoupling struc-
ture from token-level semantics;

3. minimum.dialog: strips system messages and
role tokens, retaining only natural language
cues (e.g., user: / assistant:);

4. simple steer: removes all structural elements,
reducing the prompt to a bare instruction with-
out any dialog framing.

All the prompts are shown in Table 7.

B Traditional Metrics

Even when evaluated with traditional n-gram based
diversity metrics instead of embedding-based se-
mantic evaluations, we observe a consistent ad-
vantage in diversity for prompts without structured
chat templates. As shown in Table 8, across all four
Distinct-N scores (from Distinct-2 to Distinct-5),
the Simple Steer prompt mode outperforms the Full
Template for every model in the News Generation
task. Likewise, self-BLEU, a metric that inversely
reflects diversity (lower is better), is also consis-
tently lower under Simple Steer. These results
demonstrate that the observed diversity collapse is
not an artifact of semantic embedding comparisons:
even at the surface lexical level, the structured chat
format severely restricts the model’s expressive
variety, while a minimal steer prompt encourages
broader lexical and topical generation.

C Downstream Evaluation Details

We follow the standardized evaluation setups pro-
vided by the 1Im-evaluation-harness framework
(Gao et al., 2024) for all downstream tasks. Below,
we outline the key configurations for each bench-
mark:

1. GSMS8K: We use the gsm8k/main dataset in
free-form generation mode (generate_until)
with a deterministic decoding setting (tem-
perature 0.0). The model is prompted with
five few-shot examples (num_fewshot=5), and
predictions are evaluated using an exact match
metric after applying a flexible-extract filter
to extract the final numerical answer.

2. MMLU: We include four subject groups un-
der the mmlu group (mmlu_stem, mmlu_other,
mmlu_social_sciences, mmlu_humanities) and
compute accuracy (acc) as the evaluation
metric. Final performance is aggregated by
dataset size to reflect a balanced view across
subjects.

3. HumanEval: We evaluate the model’s ability
to generate correct Python code using the ope-
nai/openai_humaneval dataset. The generation
is truncated on common code delimiters (e.g.,
\n class, \n def) and evaluated with the
pass@1 metric, which measures the fraction of
problems solved correctly on the first attempt.
We use the canonical check(entry_point) setup
as the target for correctness evaluation.

4. Web QS: We evaluate open-domain factual
QA using the web_questions dataset, fol-
lowing the multiple-choice evaluation proto-
col. Each question is formatted as Question:
<question>\n Answer:, and the model se-
lects one answer from a predefined list of
candidates. The metric used is exact match,
which checks whether the predicted answer
exactly matches any of the ground-truth an-
swers. Aggregation is performed using the
mean over all test examples. We enable de-
contamination filtering by matching questions
against known training data to avoid data leak-
age. This setup follows the v2.0 configuration
of the evaluation suite.

5. IFEval: We evaluate instruction-following
capabilities using the IFEval benchmark
(google/IFEval). Each example consists of
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Model Mode Prompt
full_template <|begin_of_text|><|start_header_id|>user<|end_header_id|> Please write a news about a
random topic.<|eot_id|><|start_header_id|>assistant<|end_header_id|>
LLaMA fake_template <#init_seg><@user_name>user<@/user_name> Please write a news about a random
topic.<#eot><@user_name>assistant<@/user_name>
minimum_dialog user: Please write a news about a random topic. \n assistant:
simple_steer Please write a news about a random topic.
full_template <|im_start|>system You are Qwen, created by Alibaba Cloud. You are a
helpful assistant.<|im_end|>\n<|im_start|>user Please write a news about a random
Qwen topic.<|im_end|>\n<|im_start|>assistant
fake_template <#fmeta_start>sys You are Qwen, created by Alibaba Cloud. You are a helpful
assistant.<#meta_end>\n<#meta_start>usr Please write a news article about a random
topic.<#meta_end>\n<#meta_start>bot
minimum_dialog user: Please write a news about a random topic.\n assistant:
simple_steer Please write a news about a random topic.
full_template <|user|> Please write a news about a random topic. <|assistant|>
Tala fake_template <<@@user@e@>> Please write a news about a random topic. <<@@botee>>
minimum_dialog user: Please write a news about a random topic.\n assistant:
simple_steer Please write a news about a random topic.
full_template <s> [INST] Please write a news about a random topic. [/INST]
Mistral fake_template <@user> <Instruction> Please write a news about a random topic. </Instruction>
minimum_dialog user: Please write a news about a random topic.\n assistant:
simple_steer Please write a news about a random topic.
full_template <|user|>\nPlease write a news about a random topic.<|end|>\n<|assistant|>\n
Phi fake_template <@user> Please write a news about a random topic. <@end> <@assistant>
minimum_dialog user: Please write a news about a random topic.\n assistant:
simple_steer Please write a news about a random topic.

Table 7: Prompt templates used for different models and prompting modes. Each row specifies how a model is
instructed to generate a news article given the same semantic intent. While the wording remains constant across
all conditions, variations in structural formatting (e.g., dialog tags, system headers, special tokens) reflect distinct
learned priors for each model family.
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News Generation
Distinct-2 + Distinct-3 7 Distinet-4 T Distinet-5 T self-BLEU |
Full Template ~ Llama-3-8B-Instruct 0.1556 0.3249 0.4699 0.5826 0.9319

Prompt Mode  Model

Simple Steer  Llama-3-8B-Instruct 0.2107 0.4325 0.5971 0.7098 0.8884
Full Template  Tulu-3-8B-SFT 0.3646 0.6908 0.8615 0.9375 0.8186
Simple Steer  Tulu-3-8B-SFT 0.3987 0.7268 0.8834 0.9451 0.7884
Full Template ~ Qwen2.5-7B-Instruct 0.2158 0.4715 0.6532 0.7654 0.9157
Simple Steer  Qwen2.5-7B-Instruct 0.2469 0.5149 0.6940 0.8012 0.8908
Full Template  Mistral-7B-Instruct-v0.1 0.2192 0.4504 0.6208 0.7368 0.8969
Simple Steer  Mistral-7B-Instruct-v0.1 0.2657 0.5333 0.7066 0.8098 0.8599
Full Template ~ Phi-3.5-mini-instruct 0.2775 0.5943 0.7996 0.9030 0.8792
Simple Steer  Phi-3.5-mini-instruct 0.3515 0.6887 0.8630 0.9384 0.8351

Table 8: News generation diversity scores (Distinct-
N 1 and self-BLEU |) for different prompt modes and
models. In each pair, the better metric is bolded (higher
for Distinct-N, lower for self-BLEU).

a prompt designed to assess compliance with
specific instructions. The task is configured in
generate_until mode with deterministic decod-
ing (temperature = 0.0), and we use zero-shot
prompting (num_fewshot = 0). Evaluation is
performed using one accuracy-based metrics:

(a) Instance-level loose accuracy: Aggre-
gated instance-level score under the re-
laxed matching criterion.

6. WSC273: We evaluate commonsense rea- Model Prompt Mode News Entropy _ WritingPrompts Diversity _CommonGen Diversity
. . . Qwen3-14B lfull Tcn}pl:ntc 1.1615 0.2713 0:284
soning and coreference resolution using the LLaMAZ-13B FalTopae 02358 02940 o1
wsc273 subset of the Winograd Schema Chal- Quens308-A3B B Tonge 09508 s P
. . . Simple Steer 1.9877 03714 0.3350
lenge. Each input consists of a sentence with Quen3-32B-AWQ FulTemple 14045 03350 02201
. LLaMA2-70B-Chat-AWQ  Full Template 0.2598 0.3372 0.2876
an ambiguous pronoun that must be resolved Simple Seer 17630 0293 03597

to the correct antecedent. The model selects
from two choices, which are formed by sub-
stituting each candidate into the sentence pre-
fix up to the pronoun location. The task is
evaluated using multiple choice format, and
accuracy (acc) is used as the evaluation met-
ric. Final results are computed as the mean
accuracy over all test examples. We apply de-
contamination by checking for overlaps with
the original sentence text to prevent potential
data leakage. This configuration follows ver-
sion 1.0 of the benchmark.

Table 9: Comparison of News Entropy, WritingPrompts
Diversity, and CommonGen Diversity across models
and prompt modes.

All tasks use the latest available version from the
benchmark suite, and configurations are aligned
with prior work to ensure comparability and repro-
ducibility.
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