Linguistic Alignment Predicts Learning in Small Group Tutoring Sessions
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Abstract

Cognitive science offers rich theories of learn-
ing and communication, yet these are often
difficult to operationalize at scale. We demon-
strate how natural language processing can
bridge this gap by applying psycholinguistic
theories of discourse to real-world educational
data. We investigate linguistic alignment — the
convergence of conversational partners’ word
choice, grammar, and meaning — in a longitudi-
nal dataset of real-world tutoring interactions
and associated student test scores. We exam-
ine (1) the extent of alignment, (2) role-based
patterns among tutors and students, and (3) the
relationship between alignment and learning
outcomes. We find that both tutors and stu-
dents exhibit lexical, syntactic, and semantic
alignment, with tutors aligning more strongly
to students. Crucially, tutor lexical alignment
predicts student learning gains, while student
lexical alignment negatively predicts them. As
a lightweight, interpretable metric, linguistic
alignment offers practical applications in intel-
ligent tutoring systems, educator dashboards,
and tutor training.

1 Introduction

Cognitive science has developed theories of mind,
learning, and communication (Pickering and Gar-
rod, 2006; Fusaroli et al., 2014; Biggs, 1996),
which aim to explain how individuals construct and
share knowledge. These theories, however, are dif-
ficult to investigate at scale in real-world contexts
which require delving into complex or messy data.
Our work illustrates how natural language process-
ing (NLP) techniques can bridge the gap between
cognitive science theory, real-world outcomes, and
applications in the context of education.

The educational domain lends itself especially
well to this exploration, as teachers and students
have distinct roles, measurable outcomes, and there
is an increasing need for computational tools to
support effective learning processes. While many

factors contribute to effective learning (Nystrand
and Gamoran, 1991; Pollock et al., 2011; Nickow
et al., 2020), the success of human tutoring pro-
grams underscores the central role of interpersonal
communication and individual attention to learning.
We argue that, at a basic level, the language used
during tutoring can provide meaningful insights
into the dynamics and quality of these interac-
tions. This is grounded in the language-as-thought
hypothesis: language reflects underlying psycho-
logical states and processes, including thoughts,
feelings, and motivations within and between indi-
viduals (Boroditsky, 2001; D’Mello and Graesser,
2012; Lira et al., 2023; Pennebaker et al., 2003). As
language arises naturally in many types of interac-
tions and serves a primary role in communication,
it provides unique insights into social processes
including shared knowledge construction, perspec-
tive taking, and emotional regulation (Clark, 1996;
Dowell et al., 2019; Stewart et al., 2019).

In this work we investigate linguistic alignment
(Pickering and Garrod, 2004) as a measurable com-
ponent of interpersonal coordination in small-group
tutoring. Prior work suggests that linguistic align-
ment — convergence on word choice (lexical), gram-
mar (syntactic), and meaning (semantic) — fosters
mutual understanding, reduces cognitive load, and
enhances conversational outcomes (Micklos and
Woensdregt, 2023; Tian et al., 2025; Pickering and
Garrod, 2006; Rahimi et al., 2017). While exten-
sively studied in one-on-one dialogues (Kejriwal
and Betius, 2025; Norman et al., 2022; Sinclair and
Schneider, 2021) and, to a lesser extent, in class-
room and human—computer interactions (Branigan
et al., 2010; French et al., 2024), alignment remains
underexplored in human small-group tutoring, par-
ticularly in relation to learning outcomes. By in-
vestigating the way tutors and students adapt their
language to each other, we hope to gain further in-
sight into their communicative roles and strategies,
and the implications on learning.
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Contribution Using a longitudinal dataset of
small-group tutoring sessions and student learn-
ing metrics collected over an academic year, we
explore the following questions: (1) To what ex-
tent does linguistic alignment occur in small group
tutoring? (2) How do students and tutors differ in
their patterns of alignment? (3) How does linguis-
tic alignment predict student learning outcomes?
We find evidence of lexical, syntactic, and semantic
alignment from both tutors and students, with tu-
tors exhibiting higher degrees of alignment overall.
Importantly, we show that lexical alignment in par-
ticular predicts student learning gains. Linguistic
alignment offers a lightweight, interpretable, and
computationally tractable measure of tutoring in-
teractions. As such, it has a multitude of use cases
in tutor training, real-time feedback for tutors, and
in the design of intelligent tutoring systems — high-
lighting the way NLP techniques can be used for
both scientific research and in research-based ap-
plications.

Novelty We examine linguistic alignment at mul-
tiple levels (lexical, sematic and syntactic) and its
association with student achievement using an au-
thentic and extensive dataset of small group tutor-
ing. Based on our review of the literature (Section
2), our work is novel in the following areas. First,
as opposed to an artificial communicative task (of-
ten conducted in the lab), we examine alignment in
the context of real-world tutoring sessions, where
the goal is to promote engagement and learning.
Second, we use a large corpus of data where stu-
dents from multiple school districts engage in small
group tutoring sessions in a unique semi-hybrid
setup. The extent to which linguistic alignment
emerges in this novel context — both multi-party
tutoring and hybrid tutoring — is an open question.
Third, to the best of our knowledge, our study is
the first to examine whether linguistic alignment
predicts student achievement growth over extended
time frames, i.e., an entire school year.

2 Related Work

2.1 Interactive Alignment

Conversation is complex as it requires simultane-
ous activation of multiple skills — memory, speech
comprehension, speech production, plus physical
movement — the activation of which are closely inte-
grated, both within a single interlocutor’s mind and
between two or more interlocutors (Micklos and
Woensdregt, 2023; Brennan et al., 2010). Clark and

Schaefer (1987) establish a classic model of two
stage conversational units, where one participant
first presents their contribution then the participants
work together to establish (accept) that all partic-
ipants have understood the contribution.Brennan
et al. (2010) describe conversation as a joint activity
during which participants coordinate their internal
mental representations and their actions. The clas-
sic interactive alignment model treats conversation
as driven by automatic priming: successful com-
munication is achieved when speakers align their
linguistic choices and, thus, their internal situation
models (Pickering and Garrod, 2006). In contrast,
Fusaroli et al. (2014) posit that linguistic processes
are not the domain of individual cognitive systems,
but synergies between conversational units. This
perspective emphasizes that coordinated behavior
in dialogue involves both synchrony and comple-
mentarity: interlocutors may converge on shared
terms and structures, but also take complementary
roles conditioned by context and task.

2.2 Linguistic Alignment

Linguistic alignment (also called entrainment or
convergence) refers to the interlocutors’ tendency
to mutually use similar linguistic patterns over the
course of a dialogue (Halberg, 2013; Srivastava
et al., 2025). Linguistic alignment is critical to
conversation, bolstering understanding between
speakers, enabling better cohesion and task suc-
cess (Friedberg et al., 2012; Gonzales et al., 2010;
Ward and Litman, 2007; Xu and Reitter, 2015).
When interlocutors reuse exact words and phrases
from the recent discourse, they align lexically. Re-
search suggests that this helps speakers draw atten-
tion to the salient elements within the conversation
(Duran et al., 2024). When speakers converge at
similar meanings, they align semantically — for
example, puppy and dog are semantically but not
lexically aligned. When speakers reuse syntactic
structures from the conversation, they align syntac-
tically (Branigan et al., 2007).

2.3 Linguistic Alignment in Educational
Contexts

Effective teaching and learning rely on rich commu-
nication between instructors and students. Class-
rooms that allow time for small-group work, col-
laborative problem solving, and whole-class dis-
cussions provide a more engaging and effective
educational experience (Pollock et al., 2011; Nys-
trand and Gamoran, 1991). Beyond the class-
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room, one-on-one tutoring offers opportunities for
high-quality discourse among students and tutors
(Graesser et al., 1995) and is known to be highly ef-
fective in promoting learning gains (Nickow et al.,
2020). Tutors have more time and ability to focus
on individual student needs; they can give personal
and timely feedback, diagnose student knowledge
and misconceptions, and provide students with op-
portunities to have guided interactions with the
material (Bloom, 1984).

Decades of research on key tutoring practices in
novice and expert tutors (D’Mello, 2010) have ad-
vanced our understanding of what constitutes effec-
tive tutoring (Graesser et al., 2011) and informed
the design of intelligent tutoring systems such as
AutoTutor (ITSs; D’Mello and Graesser, 2023).
However, this research has typically involved labor-
intensive human-coding of tutorial transcripts such
as different forms of instruction, question asking,
and feedback (Graesser et al., 1995). As a com-
plementary approach, we suggest that automated
metrics such as linguistic alignment may help pro-
vide insights into the communication strategies that
underlie the effectiveness of human tutoring.

Within the educational settings, much of the re-
search on linguistic alignment has been focused
on a single form (lexical) of alignment, sometimes
in conjunction with acoustic or behavioral align-
ment (Friedberg et al., 2012; Norman et al., 2022;
Sinclair and Schneider, 2021; Srivastava et al.,
2025; Ward and Litman, 2007). Ward and Litman
(2007) examined lexical and acoustic convergence
in dyadic tutoring, showing that these metrics were
helpful in predicting learning gains for physics
concepts, particularly for students with low prior
knowledge. Friedberg et al. (2012) examined lex-
ical alignment in teams of 2-5 engineering under-
graduates working on an project, showing that high-
performing teams were more likely to increase their
lexical alignment over time. Duran et al. (2024)
studied multiple levels of linguistic alignment (lex-
ical, syntactic, and semantic) amongst triads of
undergraduate students working on collaborative
problem-solving tasks, finding that low semantic
alignment (more diversity of ideas) predicts out-
comes.

Outside the educational domain, Rahimi et al.
(2017) showed that in teams of 3-4 participants
playing a board game, combining multiple align-
ment types (lexical and acoustic) was a predictor of
success. Gonzales et al. (2010) found that linguis-
tic style matching was positively correlated with

1 Tutor How are we going to get rid
of the exponent for B squared?

2 Tutor What are we doing?

3 Student | We do opposite operations.

4 Tutor ‘Which is what, love?

5 Student | Oh, finding the square root.

6 Tutor The square root.

7 Tutor So let’s go ahead, right and
square root, both sides.

8 Tutor And what do you think we’re
going to be left with?

9 Tutor What do you think B equals?

10 | Student | B equals the square root of C
squared minus A squared.

Table 1: Transcript excerpt

groups’ cohesiveness and performance.

3 Method

3.1 Research Context and Data Collection

We obtain real-world transcripts of students in a
high-impact (White et al., 2022) hybrid tutoring
setting through a partnership with an organization
that provides tutoring services primarily for Title
I schools. Groups of 2-5 students are physically
present in their school classroom and connect with
the tutor virtually 2-3 times a week through an on-
line platform which integrates video conferencing
with other essential classroom features, such as
a whiteboard, calculators, and chat. The session
recording data are collected and deidentified by the
partner organization, after which the deidentified
transcripts are shared with the research team under
a data usage agreement. The data cannot be shared
publicly. The overarching project studying tutor-
ing and student learning has been approved by the
research organization’s Institutional Review Board.

3.2 Dataset

The dataset is collected across a full school year
(September 2023 to June 2024) from 9th-grade
students in four school districts in the US, to-
taling 58,383 tutorial sessions spanning 104,379
hours. Given the large dataset, we use the open-
source Whisper V2 (Radford et al., 2022) auto-
matic speech recognition system (ASR) to auto-
matically transcribe the audio from the recording.
The average word error rate (WER) is 0.33 for tu-
tor speech and 0.57 for student speech, which is
consistent with prior work finding the transcription
of student speech highly challenging in real-world
classrooms (Southwell et al., 2024). There are a
total of 21,408,147 transcribed utterances, of which
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79.3% were from tutors, 19.3% from other students
and 1.4% from speakers (coaches and other tutors
joining the session). Students complete a 28-item
assessment of both foundational math skills as well
as grade-level concepts at five intervals across the
school year. Each student’s mean score across the
28 items is taken as the measure of their knowledge
at each time point.

3.3 Computing Linguistic Alignment

Preprocessing First, the 56,486 transcripts are
separated into 495,614 conversation snippets based
on inter-utterance gaps of 15 seconds or longer.
As found in manual inspection of the transcripts,
students often take up to 15 seconds to respond
(i.e., when making calculations or thinking about
an answer), but when the gap is over 15 seconds,
the next utterance is likely unrelated, beginning
a new sub-conversation. Snippets with only one
participant are dropped, leaving 458,599 for analy-
sis. Next, adjacent turns by the same speaker are
merged, resulting in similar quantities (but not av-
erage lengths) of total student and tutor utterances.

Alignment Calculation We use word and part-
of-speech token n-gram overlap as our metrics of
lexical and syntactic alignment, respectively, as
they are lightweight, comparable, and psychologi-
cally relevant (Duran et al., 2019, 2024; Dideriksen
et al., 2023). Specifically, we use the validated
Align package (Duran et al., 2019) to assist with
the data preprocessing and computation of linguis-
tic alignment. The unigram, bigram, and trigram
alignment are calculated with both tokenized and
lemmatized words for syntactic and lexical align-
ment. To determine the syntactic alignment be-
tween two turns, first the parts of speech (POS)
are tagged using the NLTK part of speech tagger
(Bird et al., 2009). Next the overlap of the turns is
determined by creating a list of all sets of unigram,
bigram, and trigram POS tags for each sentence.
The n-gram POS tags are vectorized by counting
the number of occurrences of each n-gram, and the
cosine similarity is computed between the vectors
from subsequent turns. The results are between 0
(no overlap) and 1 (complete duplication). This is
repeated for the lemmatized version of the turns. A
similar process is used for lexical alignment, except
that unigram lemmatized words are used instead of
parts of speech. Lastly, we use cosine similarity of
BERT (Devlin et al., 2019) sentence embedings to
calculate semantic similarity.

9 Tutor
Bigrams

What do you think B equals?

What do, do you, you think,

think B, B equals

WP (WH-pronoun), VBP (verb,
non-3rd person singular present),
PRP (personal pronoun), VB (verb,
base form), NN (noun), VBZ (verb,
3rd person singular present)

What, do, you, think, b, equal, ?

B equals the square root of

C squared minus A squared.

B equals, equals the, the square,
square root, root of, of C,

C squared, squared minus, minus A,
A squared.

NN, VBZ, DT (determiner), JJ
(adjective), NN, IN (preposition),
NN, JJ, CC (coord. conjunction),
DT, 1]

B, equal, the, square, root, of,

C, square, minus, A, square, .

POS

Lemmas
10 | Student

Bigrams

POS

Lemmas

Table 2: Transcript excerpt with example unigram align-
ment processing steps. Bi- and tri-grams are additionally
created for POS and lemmas.

Baseline Alignment Because alignment reflects
dependencies across adjacent turns, we compute
baseline alignment scores across non-adjacent
turns. Specifically, we create a shuffled version
of each transcript, where the tutor and student
speaking order and timing are held constant, but
the utterances themselves are shuffled within each
speaker type — i.e., all student responses are ran-
domly mixed and reinserted into the utterance or-
der, and all tutor responses are randomly mixed
and reinserted. Thus, we maintain the topical con-
tent of each transcript but disrupt the flow of the
conversation. This accounts for the uniform nature
of the semantic and lexical content of the conver-
sation (often restricted to a single domain of math)
and allows us to determine if the alignment we find
is due to real changes in response to a partner’s
speech instead of generic speech patterns and word
choice in this domain.

3.4 Measuring Student Learning Rate

A multiple-group latent growth curve model
(LGCM; Duncan et al., 2013) is employed to ex-
amine the trajectory of students’ mathematical
achievement across the five assessment rounds.
The analysis is grouped by three distinct geo-
graphic regions accounting for locational variation.
A robust maximum likelihood estimator (MLR)
is utilized to account for non-normality and het-
eroscedasticity in the data, and full information
maximum likelihood (FIML; Enders and Banda-
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los, 2001) is implemented to handle missing values,
ensuring that students with partial data remained
in the analysis, preserving statistical power and
minimizing bias due to missingness. The LGCM
is specified with two latent factors: the intercept
(D), representing students’ baseline mathematical
achievement and the slope (S), capturing their learn-
ing trajectory over the five assessments. The model
is defined as follows:

Yij :Ij—i-tSj-i-eij, ()

where ;; represents the observed assessment score
for student at time ¢, I; is the student’s initial abil-
ity level, S; is the rate of learning, j is the as-
sessment time point, e;; and is the residual error.
The factor scores of the intercept and slope are re-
tained as individual-level measures of a student’s
baseline ability (prior knowledge) and learning rate
(student achievement growth), respectively. These
estimates provide a measure of each student’s start-
ing proficiency and the extent of their academic
progress over time, while accounting for statistical
error. The average baseline ability is 0.546 (SD =
.161). The average learning gain over the year is
0.0512 (SD =0.017, p < 0.001), with an increase
of roughly 10% per assessment round.

3.5 Data Cleaning and Merging

Actual and baseline alignment scores are computed
across adjacent (or shuffled adjacent) turns, then
averaged by partner pair (i.e., tutor A to student
X; tutor A to student Y; student X to tutor A; and
student Y to tutor A). These averages are computed
across all transcripts for each partner pair (i.e., tu-
tor A to student X and vice versa). Any scores
involving non-student or non-tutor participants are
dropped. As only 3.5% of turns are between stu-
dents, we do not analyze student—student align-
ment. The data are then merged with the student
achievement growth data (i.e., prior knowledge and
learning rates), resulting in data from 1641 students
and 103 tutors from 52,800 transcripts. Some stu-
dents participate in sessions with multiple tutors,
leaving 1737 partner pairs. We address outliers
by winsorizing (Dixon and Yuen, 1974) all three
alignment metrics as well as utterance length and
number of utterances to the 99th percentile on the
right side.

3.6 Variable Selection and Analytics

We select the following alignment measures for
analyses. We use bigram overlap for both syn-

tactic and lexical alignment, as bigrams allow us
to measure purposeful overlap (compared to uni-
grams) without imposing excessive restrictions (tri-
grams). For syntactic alignment we use the bigram
tokens instead of lemmas to preserve fine-grained
information of grammatical structures. Conversely,
for lexical alignment, we desire information about
overlapping word choices, thus allowing different
conjugations of the same word with lemmatized
lexical bigram alignment. Our measure of seman-
tic alignment is cosine similarity of sentence vec-
tors. We use linear mixed effects (LME) models
(Bates et al., 2015) for all statistical analyses due
to the nesting of students within tutors. These mod-
els include a random intercept for tutor as more
complex random effects structures result in con-
vergence errors. We also include utterance length
of each participant and number of utterances be-
tween a participant pair as a covariate to control for
the effects or verbosity. We use the Ime4 package
version 1.1.35.5 (Bates et al., 2015) in R (Team,
2020) and adopt a two-tailed p < 0.05 significance
criterion.

4 Results

4.1 Occurrence of Alignment (RQ1)

The first research question, if there is alignment in
small tutor groups, is addressed by comparing ac-
tual to baseline alignment values. The histograms
(Figures 1 and 2) comparing actual and baseline
values for each alignment score (linguistic, syntac-
tic, semantic) and direction (tutor to student and
vice versa) show a clear separation of actual from
baseline values. The separation of the distributions
is most prominent for lexical alignment, indicating
it is heavily turn-order dependent, and somewhat
larger for syntactic than for semantic alignment.

We fit a series of mixed effects linear regression
models to test for actual vs. baseline differences in
alignment scores for all six variables (three align-
ment scores X two alignment directions). The mod-
els have the following structure:

vij =Bo + B1Actual[vs. Baseline] 2)
+ BoUttLen + B3UttNum + ug; + €5

where +;; is the alignment variable, 3; is the in-
tercept, 51 Actual|vs. Baseline] are the alignment
differences between the baseline and actual con-
ditions, BoUttLen and B3Utt Num are the effects
of utterance number and length, wg; is a random
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Figure 1: Distribution of tutor alignment scores

intercept for each tutor, and e;; is an error term for
student-tutor pair ¢ under tutor j.

Results indicate that actual alignment scores are
significantly higher than baseline alignment for all
models (Figure 3). Effect sizes (3s), i.e., how much
the actual data over the baseline effects the value
of the alignment metric, conform to the following
general pattern for the alignment measures (student,
tutors): lexical (81 = 1.38, 1.61) > syntactic (81 =
0.31, 0.53) > semantic (51 = 0.14, 0.47) alignment
(all ps <0.001). This shows that word choice, or
lexical alignment, is more turn-order dependent,
suggesting a short-term dependency compared to
syntactic and semantic alignment. The effect sizes
for the students are also lower in all metrics, indi-
cating student alignment is less sensitive to turn-
ordering than the tutors.

Student Lexical Alignment

8 4
< @ Actual
E Baseline
o
8 4
&
o
8
&
o
8 |
o J m
T T T T 1
0.00 0.02 0.04 0.06 0.08
Bigram Lemmatized Lexical Alignment
Student Syntactic Alignment
B O Actual
E Baseline

100 150 200 250

50

T T T T T T T 1
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35

Bigram Tokenized Syntactic Alignment

Student Semantic Alignment

@ Actual
@ Baseline

100 150 200 250

T T T T 1
0.0 0.2 0.4 0.6 0.8

Semantic Alignment

Figure 2: Distribution of student alignment scores

4.2 Alignment Trends (RQ2)

Alignment by Student and Tutor We investi-
gate patterns of alignment, first by comparing how
alignment varies between and within each partner
direction. Specifically, we fit three mixed effects
models comparing student versus tutor alignment
for each metric. The structures of these models are
as follows:

vij =Bo + B1Student[vs.Tutor] 3)
+ BoUttLen + BsUtt Num + ugj + €5

where ;; is the alignment metric, 3y is the in-
tercept, 51.Studentvs.Tutor] are the alignment
differences between tutors and students.

The results reveal that all three metrics are signif-
icantly different between tutors and students. Both
semantic and lexical alignment are relatively more
dependent on partner direction, with the effect sizes
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Alignment in Baseline versus Actual Transcripts
Student Tutor
Condition *

Actual B B

Baseline

Avg Value

o

2 | ] _

*
T | | I

*
=
* *
00 —— —

Lexical Syntactic Semantic Lexical Syntactic Semantic
Alignment Type

Figure 3: Mean actual alignment value for students and
tutor versus the baseline ; * p < .001.

indicating greater tutor-to-student over student-to-
tutor alignment (57 = 0.49 and 0.43,p <0.001)

compared to syntactic alignment (87 = 0.21,
p <0.001).
Lexical Syntactic Semantic
£:0.039  7:0.112  7:0.531
0:0.014 0:0.047 o:0.047
Lexical
7:0.030 0.457 0.300 0.589
0:0.013
Syntactic
%:0.102 0.264 0.893 0.533
o:0.047
Semantic
Z:0.524 0.531 0.336 0.927
0:0.048

Table 3: Pearson correlations of conversation metrics
within tutor (blue; upper triangle) and student (red;
lower triangle), and between student and tutor (diag-
onal). The mean (Z) and standard deviation (o) are
shown below each variable, with tutors in the column
headings and students in the rows.

Correlations among Alignment Measures
Next, we investigate correlations between the
three types of alignment scores for students
and tutors along with student—tutor correlations.
The correlation matrix, Table 3, reveals that the
correlation of semantic to lexical alignment is
moderate for both students and tutors (rs of 0.531
and 0.589), whereas the correlation of syntactic to
semantic alignment is higher for tutors (r of 0.533)
as compared to students (r of 0.336). Correlations
between lexical and syntactic alignment are lower
and comparable for both students and tutors (rs
between 0.264 and 0.300). Syntactic and semantic

alignment between students and tutors are very
highly correlated (rs of 0.893 and 0.927) compared
to lexical alignment (r of 0.457).

4.3 Alignment and Student Outcomes (RQ3)

Prior Knowledge and Alignment We first inves-
tigate if students’ prior knowledge predicts align-
ment, fitting six mixed effects models:

vij =Bo + B1Prior Knowledge “)
+ BoUttLen + BsUttNum + ug; + e;;

where v;; is the alignment metric, 3y is an inter-
cept term, and (31 Prior Knowledge is the effect
of students’ prior knowledge on alignment.

We find that prior knowledge predicts alignment,
even when accounting for the effects of utterance
length and number (Table 4). Specifically, student
prior knowledge negatively predicts the degree to
which a student aligns with their tutor along all
three measures of alignment. Conversely, student
prior knowledge positively predicts the degree to
which the tutor aligns (lexically and semantically),
but not syntactically, with that student. Thus, the
more knowledge a student has, the more their tutor
aligns with them, and the less they align with the
tutor.

Alignment and Student Learning Next, we
regress student achievement growth on the align-
ment scores (controlling for prior knowledge and
utterance length and number). To avoid multi-
collinearity we average the student and tutor values
for: syntactic alignment, semantic alignment, and
number of utterances. Results (Table 5) indicate
that tutor lexical alignment is a predictor of student
achievement growth, and student lexical alignment
is a negative predictor thereof. Neither syntactic
nor semantic alignment are predictors. Prior knowl-
edge is not a predictor due to being incorporated
into the growth curve modeling framework used
to measure student learning gains (Section 4.4).
While utterance length does not predict student
score growth, number of utterances (how much
they participate) does.

5 Discussion

Conversation is a joint task that involves partici-
pants presenting information, then seeking or in-
dicating understanding; a process referred to as
grounding (Clark and Schaefer, 1987; Brennan,
1990), which involves some degree of both inter-
nal and synergistic cognitive processes (Dale et al.,
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Lexical Student Syntactic Student Semantic Student

Predictors B p | B p | B p
(Intercept) 0.02 0.571 -0.02 0.770 0.00 0.991
Prior Knowledge -0.08 <0.001 | -0.09 <0.001 -0.07 <0.001
Avg Num Utt. 0.05 0.025 | -0.02 0.483 0.09 <0.001
Utt Len Student  0.33  <0.001 | 0.30 <0.001 0.67 <0.001

Lexical Tutor Syntactic Tutor Semantic Tutor
Predictors I3 P ‘ 15} P ‘ 15} P
(Intercept) 0.03 0.659 0.01 0.880 0.03 0.453
Prior Knowledge 0.15 <0.001 | 0.01 0.542 0.12 <0.001
Avg Num Utt 0.06 0.011 0.00 0.975 0.12 <0.001
Utt Len Tutor 0.01 0.683 | -0.09 0.001 -0.42  <0.001

Table 4: Regression results showing how prior knowledge and utterance length and number predict alignment for

students and tutors

Predictors A3 p the tutor. These distinct pedagogical roles of tu-
tors and students likely influence their alignment
(Iqtercept) -0.02 0.687 behaviors as we elaborate on below.
Prior Knowledge  -0.01 0.597
Lexical Tutor 0.06  0.023 Alignment Reliably Occurs in Small-Group Tu-
Lexical Student ~ -0.08  0.004 toring We first ask whether alignment occurs in
Syntactic Avg -0.02 0.510 small group tutoring sessions. In these sessions,
Semantic Avg -0.01  0.729 the content is highly topically constrained, and
Avg Num Utts 0.12  <0.001 the roles and amount of speech are imbalanced
Utt Len Tutor 0.04 0.220 between students as tutors. To determine if the
Utt Len Student ~ -0.00  0.902 degree of alignment extends beyond chance over-
Random Effects lap of phrasing, we compare actual alignment to a
o2 0.63 within-session shuffled baseline and find a signif-
Too tutor 032 icant difference between the two. Semantic align-
ICC 0.34 ment is most similar to the bas‘eline, suggestin'g
Nyvtor 103 longer-term te'mporafl dependencies of th_e semantic
content. Lexical alignment, however, is substan-
Observations 1736 tially above baseline, indicating that while the con-
Marginal R*/ 0.0197/ tent of the discourse remains stable, the specific
Conditional R?  0.353

Table 5: Student Achievement Growth

2013). Unlike general conversation, in tutoring,
the goal is not only mutual understanding of a nar-
rative, but facilitating student learning of content.
Thus, one basic role of the tutor is to provide expla-
nations, assess student understanding, and provide
feedback, while also scaffolding the conversation
and adapting to the student (Cade et al., 2008).
Conversely, a key role of the student is to listen,
comprehend the content, and demonstrate under-
standing through problem solving or question an-
swering. They do not especially need to adapt to

word choices within turns fluctuates considerably.
Syntactic alignment is between the two, suggest-
ing a moderate degree of repetition of syntactic
structures across the discourse.

Students Demonstrate Lower Alignment Com-
pared to Tutors Students consistently align less
than tutors across all alignment measures. As tu-
tors are responsible for guiding the discussion and
scaffolding problem solving, they might be more
likely to match student phrasing and terminology
and follow their lead to facilitate student compre-
hension and reduce the cognitive load of processing
novel speech. It might also signal tutors’ uptake
(i.e., building on) student ideas, which is a key
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pedagogical strategy (MacNeilley, 1998).

Prior Knowledge predicts Lexical Alignment
We further found that the degree of alignment of
both students and tutors were predicted by the stu-
dents’ prior knowledge. The more knowledge a
student has, the more (lexical and semantic) align-
ment they elicit from the tutor, and the less they
lexically, syntactically, and semantically align to
the tutor. One possibility is that students with more
prior knowledge give more varied responses, such
as answering questions or asking new ones. And
the tutor might be acknowledging their responses
through repetition. But further research is needed
to confirm this and other patterns.

Lexical Alignment Predicts Student Achieve-
ment Growth We also find that, the student lexi-
cal alignment negatively predicted their learning .
We speculate that high levels of student alignment
might suggest superficial mimicry of the tutor’s
speech rather than more elaborative discussions
such as such as asking questions or providing elabo-
rations that have been shown to positively correlate
with achievement (Webb, 1991). Conversely, more
tutor alignment predicts better student outcomes.
Perhaps more tutor alignment signals higher qual-
ity discourse and pedagogical strategies (such as
rephrasal or increased uptake) where tutors use rep-
etition to build on students’ responses.

That said, further cross-dataset and causal anal-
yses are required to thoroughly understand the un-
derlying cognitive and behavioral mechanisms that
may underlie these patterns.

5.1 Applications

Our findings have important implications regard-
ing tutor training, automated feedback systems for
tutors and other educators, and Intelligent Tutoring
Systems (ITSs). While tutoring is known to be
very effective, expert tutors are scarce and in high
demand, and less experienced tutors may struggle
to accurately assess student understanding and di-
agnose misconceptions (Nickow et al., 2020; Chi
et al., 2004). However, tutors who receive peda-
gogical training engage better with students even
compared to tutors trained in the subject matter
(Hsiao et al., 2015), suggesting the efficacy of tutor
professional learning. Tutor professional learning
programs and automated feedback systems could
use alignment as an additional tool to understand
and guide interactions with students. Specifically,
as found here, student alignment is related to their

prior knowledge and learning, suggesting that it
might provide a useful cue for tutoring interac-
tions. Similarly, because tutor alignment also pre-
dicts student knowledge, it may serve as a potential
feedback mechanism into the quality of their in-
teractions. Of course, alignment should not be
the only measure used, but could be coupled with
other measures of tutorial discourse (Sawaya et al.,
2025). In particular, lexical alignment could be
important as a measure of the dynamics of ongo-
ing tutoring sessions since it prospectively predicts
learning outcomes. Thus, alignment can comple-
ment existing metrics in these curricula and sys-
tems, such as student-to-tutor talk ratio, uptake
(building on ideas), and discourse moves, such as
academically productive talk (Booth et al., 2024;
Demszky et al., 2024). Moreover, comparing align-
ment scores across students within the same group
could provide a measure into balanced interactions
to foster more collaborative and successful tutoring
sessions (Friedberg et al., 2012).

Lastly, alignment measures can also be included
in ITS evaluations, which facilitate access to adap-
tive and personalized learning. For example, re-
search can examine the extent to which conversa-
tional ITSs elicit similar patterns of alignment as
human tutors to ascertain their naturalness.

For both tutor feedback tools and ITSs, the com-
putational efficiency of linguistic alignment makes
it particularly useful. Unlike data-intensive Al ap-
proaches, computing alignment requires no training
data and is subject domain agnostic.

6 Conclusion

This study investigates linguistic alignment in small
group tutoring and its association with student
learning. Our findings indicate that linguistic align-
ment occurs naturally in tutoring interactions, with
students exhibiting lower levels of alignment than
tutors. We show that lexical alignment varies more
in the short term, while semantic content is more
consistent. We demonstrate that lexical alignment
predicts learning outcomes and the relationship
varies based on the source of the alignment (stu-
dent vs. tutor), suggesting that alignment may serve
as a meaningful indicator of tutoring processes and
outcomes. The practical implications of these find-
ings extend to tutor training, automatic feedback
tools, and ITSs.
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Limitations

While this work provides insights into linguistic
alignment in small-group tutoring, several limita-
tions should be acknowledged. One primary lim-
itation is that the tutoring sessions analyzed in
this study were conducted in a hybrid environment
where students were in person and tutors were on-
line, which may not fully generalize to fully in-
person or remote settings. Differences in student
engagement, tutor interaction styles, and external
distractions may influence linguistic alignment in
ways that were not captured in this dataset. Future
research could compare alignment patterns across
different interaction modalities to determine the ex-
tent to which these findings apply broadly. Another
limitation pertains to the reliance on automatically
transcribed data from an ASR system, which, de-
spite moderate accuracy, may still introduce errors
in alignment measurements. Certain linguistic fea-
tures, lower-frequency vocabulary, or subtle syn-
tactic structures may not be accurately captured,
potentially affecting the alignment scores. Addi-
tionally, while we examined student—tutor align-
ment, we could not account for student—student
interactions within the same sessions, since they
occurred too infrequently. Peer discussions and
collaborative problem-solving activities play a role
in learning outcomes, and further investigation is
needed to explore how alignment between students
contributes to overall comprehension and engage-
ment. Our study design was correlational so re-
lationships between alignment scores and student
outcomes cannot be interpreted causally. Finally,
the transcripts used only represented one specific
subject area of mathematics, thereby limiting the
generalizability of the findings to other domains.
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