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Abstract

Intent prediction in information-seeking di-
alogs is challenging and requires a substan-
tial amount of data with human-labeled intents
for effective model training. While Large Lan-
guage Models (LLMs) have demonstrated ef-
fectiveness in generating synthetic data, exist-
ing methods typically rely on human feedback
and are tailored to structured, task-oriented
intents. In this paper, we leverage LLMs
for zero-shot generation of large-scale, open-
domain, intent-aware information-seeking di-
alogs to serve as training data for intent predic-
tion models. We introduce SOLID, a method
that generates dialogs turn by turn using novel
self-seeding and multi-intent self-instructing
strategies. Additionally, we propose SOLID-
RL, a finetuned version that generates an en-
tire dialog in one step using data created with
SOLID. SOLID and SOLID-RL are each used
to generate over 300k intent-aware dialogs,
significantly surpassing the size of existing
datasets. Experiments show that intent predic-
tion models trained on sampled dialogs gen-
erated by SOLID and SOLID-RL outperform
those trained solely on human-generated di-
alogs. Our findings demonstrate the potential
of LLMs to expand training datasets, as they
provide valuable resources for conversational
agents across multiple tasks. Our self-seeding
and self-instructing approaches are adaptable
to various conversational data types and lan-
guages with minimal modifications.

1 Introduction

Understanding user intent in information-seeking
dialogs is essential for conversational agents to ful-
fil the user’s information need. Specifically, iden-
tifying the underlying intent behind each conver-
sational turn enables the dialog system to respond
appropriately. For instance, if a user exhibits signs
of confusion regarding the previous dialog turn,
the system can reiterate its response with a more
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Can you provide details on integrating Slack with 
other messengers and cloud apps?

Sure! This depends on your personal needs. In 
which context would you like to use these 
integrations?

I would like to use it at work in project 
management. Can you provide some examples of 
doing so for team collaboration?

A: Certainly! Slack has integrations with [...] Slack 
app allows you to share files directly from 
Dropbox or [...]. 

Thank you for your help in understanding Slack's 
integrative capabilities. It's great to [...]

Intents
Original Q

(conversation starter)

Information Request 
and Clarification Q

Further Details 
and Follow-Up Q

Potential Answer

Greeting/Gratitude

Dialog

Figure 1: Example dialog with sequence of intents.

clear phrasing. A thorough definition of intents
can be found in Appendix A.1. The turn-level in-
tent identification task is called Intent Prediction1

(IP) (Zamani et al., 2023). Leveraging predicted
intents has been shown to benefit various Infor-
mation Retrieval (IR) and Natural Language Pro-
cessing (NLP) tasks, e.g., response selection (Yang
et al., 2020; Kumar et al., 2019), answer selec-
tion and user satisfaction estimation (Deng et al.,
2023, 2022). Figure 1 illustrates an example of
intents in an information-seeking conversation ex-
tracted from the MSDialog-intent dataset (Qu et al.,
2018a). These are the intents referenced through-
out this study. The full taxonomy of MSDialog
intents can be found in Table 7 in Appendix A.7.
Notably, intents are defined at the utterance level,
with each utterance being associated with one or
potentially multiple intents. Using MSDialog in-
tents ensures compatibility with existing datasets,
however, our methodology is inherently flexible, as
it can accommodate finer-grained taxonomies or
additional annotations.
Motivation. Intent Prediction (IP) is a challeng-
ing task (Qu et al., 2019b). Recent work (Zhao
et al., 2023a) has shown that prompting ChatGPT
to handle IP tasks in a few-shot manner reaches lim-
ited performance, with ChatGPT performing worse

1Intent prediction and intent classification are used inter-
changeably in this work.
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than supervised IP methods. Supervised meth-
ods, however, require a large number of human-
annotated information-seeking dialogs to achieve
satisfactory performance, and often fail to gener-
alize across different datasets. For example, Qu
et al. (2019a) show that their IP model trained on
MSDialog-intent achieves a precision of 69% com-
pared to only 47% on the Ubuntu dialog corpus.
This large gap in effectiveness might be due to
the small size of existing datasets, which limits
the ability to generalize. Furthermore, manually
annotating intents is resource-intensive, leading
to limited training data for IP models (Qu et al.,
2019a; Penha et al., 2019a). Using LLMs directly
for intent classification is not a reliable alternative,
since it has been shown that LLMs have limited
effectiveness in accurately labeling intents (Zhao
et al., 2023b; Hu et al., 2023; Zhao et al., 2023a).

We employ LLMs for large-scale synthetic data
augmentation, where each dialog utterance has
one or more associated intents. Our proposed
method generates each dialog by following a turn-
by-turn sequence of real-world intents extracted
from MSDialog-intent (Qu et al., 2018a). Lever-
aging these intents from existing human-labeled
dialogs ensures that our synthetic data aligns and
possesses the same level of diversity as real-world
data. While MSDialog-intent is built on question
answering (QA) interactions between information
seekers and product specialists on Microsoft prod-
ucts, it is presented as a dialog dataset. Each dialog
is entity-centric, i.e., it is constructed around a spe-
cific entity as the object of discussion.

Challenges. We identify two main challenges in us-
ing LLMs for generating intent-aware information-
seeking dialogs: (i) Information-seeking dialogs
are typically centred around a topic or entity that
serves as the foundation of the conversation. In
dialog generation, this information is known as
the seed of the dialog, providing the starting point
and context of the conversation (Kulkarni et al.,
2024). An example of a dialog seed is shown in
Figure 2. While the common practice is to lever-
age seed information from external resources (e.g.,
Wikipedia) (Ding et al., 2023), recent work has
shown that feeding such seeds to an LLM often
results in low-quality generations, as LLMs tend
to underperform when prompted with unfamiliar
information. (ii) Our preliminary results show that
prompting an open-source LLM to generate an en-
tire dialog yields low performance, often producing

1. Entity type: Person

2. Entity type attribute: Occupation

3. Entity name: Albert Einstein

4. Entity background document: Albert Einstein was a 

German-born theoretical physicist who is …

5. Conversation starter: Can you delve into the efforts and 

contributions of Albert Einstein in the field of physics?

6. Intents sequence: [original question, clarifying 

question and information request, further details]

Figure 2: Example of a seed generated through self-
seeding via SOLID.

too many or too few utterances that do not follow
the intent sequence. However, generating utter-
ances one by one improves generation quality.

SOLID. To address these challenges, we pro-
pose SOLID: a Self-seeding and multi-intent
self-instructing method for generating Large-
scale Intent-aware Information-Seeking Dialogs.
SOLID has novel self-seeding and multi-intent self-
instructing features: (i) self-seeding involves query-
ing the LLM to generate a seed, which is then used
in a subsequent step to prompt the same LLM to
produce a dialog. (ii) multi-intent self-instructing
allows our framework to generate utterances condi-
tioned on multiple intents simultaneously.

SOLID-RL. While SOLID creates high-quality,
intent-aware conversations by generating dialogs
turn by turn, it incurs significant computational
costs. To enhance efficiency, we propose SOLID-
RL, which enables the generation of the full dialog
in a single pass. Although prompting an LLM to
generate an entire dialog reduces quality, similar
to how solving complex tasks without step-by-step
breakdowns results in less coherent reasoning (Wei
et al., 2022), SOLID-RL mitigates this problem by
fine-tuning the LLM on the high-quality dialogs
produced by SOLID. This method preserves dialog
quality while significantly reducing computational
overhead. The framework is illustrated in Figure 3.

Contributions. Our contributions are as follows:
• SOLID: We propose a novel Self-seeding and

multi-intent self-instructing method for gen-
erating Large-scale Intent-aware Information-
Seeking Dialogues.

• SOLID-RL: We propose a fine-tuned method
for efficiently generating entire dialogs using
SOLID-generated synthetic dialogs.

• We provide two large-scale synthetic intent-
aware information-seeking dialog datasets:
SOLISpeak and SOLITurbo, each consisting of
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316,697 dialogs. Our implementation is open-
sourced as a Python library.2

• We demonstrate that IP methods trained on a mix
of limited available human data and a subset of
SOLISpeak and SOLITurbo achieve significantly
higher effectiveness than those trained solely on
human-labeled datasets.

2 Related work

Data augmentation with LLMs. Data augmenta-
tion using LLMs has gained significant attention in
recent research (Abolghasemi et al., 2024; Askari
et al., 2023b; Tunstall et al., 2023; Abbasiantaeb
et al., 2023; Liu et al., 2024b). For example, Con-
vSDG is a framework that improves conversational
search performance by leveraging synthetic train-
ing data generated at the dialog, session and query
level (Mo et al., 2024). Similarly, LAPS (Joko
et al., 2024) introduces a data augmentation frame-
work where LLMs guide a human worker into con-
structing personalized multi-session dialogs, en-
abling the creation of large-scale conversational
datasets that reflect real-world user preferences.
(Lin et al., 2024) further contributes with a zero-
shot method to generate refined data for intent de-
tection, expanding the versatility of generated data
for downstream tasks. The Self-Instruct method
(Wang et al., 2022) allows LLMs to augment their
own prompt instructions (Taori et al., 2023; Chiang
et al., 2023; Zheng et al., 2023). Dialogic (Li et al.,
2022) employs in-context learning to generate an-
notated dialogues in a controllable fashion, leading
to a more structured data augmentation framework.
Meanwhile, SynTOD (Samarinas et al., 2024) in-
troduces an approach that simulates task-oriented
dialogues using both state transition graphs and
LLMs. However, none of these existing datasets
have user intents associated, therefore they can-
not be used for training IP models. Additionally,
some studies use LLMs to augment training data
for intent classification, but the utterances lack di-
alog context (Sahu et al., 2022) or are limited to
"yes" and "no" responses (Kim et al., 2022), which
differs from intent-aware conversation generation.

Intent Prediction in information-seeking di-
alogs. Utterance-level IP in dialog systems is a
well-studied task aimed at identifying the intent
at each utterance within a dialog (Meng et al.,
2023; Colombo et al., 2020). MSdialog-Intent (Qu

2https://anonymous.4open.science/r/solid_repo/README.md

et al., 2018b) and MANtIS (Penha et al., 2019b)
are the largest available datasets on intent-aware
information-seeking dialogs (statistics are shown
in Table 4). However, these datasets still remain
relatively small, because of the high cost of hu-
man annotations. As stated by (Qu et al., 2019a)
annotating utterance intents of 2,100 information-
seeking conversations costs approximately 1,700
dollars using Amazon MTurk. This study focuses
on open-domain information-seeking dialogs, ex-
cluding research on IP in other types of dialogs,
such as chit-chat dialogs (Ghazarian et al., 2022;
Qu et al., 2023), dialogs with evidence from single
or multi-knowledge sources (Wu et al., 2023), and
task-oriented dialogs (Shah et al., 2018; Rastogi
et al., 2020; King and Flanigan, 2024; Arora et al.,
2024; Askari et al., 2023a).

3 Intent-Aware Dialog Generation

3.1 SOLID
SOLID generates dialogs almost entirely based on
its internal knowledge, without relying on external
seeds or conversations, with the exception of using
intent labels from MSDialog-intent. This ensures a
self-contained generation process.

Seed Generation. SOLID is initiated by producing
dialog seeds that serve as the starting point for dia-
log generation. Using the same model for both seed
and dialog generation ensures that the LLM has in-
ternal knowledge of the entity and its attributes, en-
abling a more informed dialog generation process.
Methods such as Liu et al. (2024a) employ external
seeds, relying on predefined content to generate
dialogs using LLMs. While external seeds ensure
factual background content, they do not guarantee
that the LLM is familiar with specific information.
See Figure 2 as an example of a seed that can be
generated by SOLID. We take multiple steps to
generate high-quality dialog seeds:
• Entity type and attribute generation: We first

prompt the LLM to generate 100 entity types
(e.g., ‘Person’, ’Artist’), along with 10 entity
attributes associated with each entity type (e.g.,
‘Occupation’, ’Financial’).

• Entity name generation: For each entity type, we
ask the LLM to generate an entity name (e.g.,
‘Albert Einstein’). To encourage diversity in the
data, we prompt the LLM to generate 100 names
for each letter in the English alphabet across all
entity types (26×100×100), resulting in 50K en-
tity names after automatic filtering. More details
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Generating 
intent-aware dialogs via SOLID

Self-Seed and
Sequence of intents

InIF current intent maps to 
a single intent:

Generate one utterance constrained on current intent

SOLID

SOLID-RL

Loop over seq. of intents

4

5

3

1

2

Training on SOLID 
data

Single manual 
instructing

IF current intent maps to 
multiple intents:

Multi-intent 
self-instructing

Figure 3: Illustrating SOLID and SOLID-RL: Starting with a self-generated seed and a sequence of real-world
intents, SOLID produces utterances sequentially, with each utterance conditioned on one or more intents. During
phase 3, each utterance falls into one of two categories: it either corresponds to a single intent, based on a definition
from taxonomy 7, or combines multiple intent definitions. In the case of multiple intents, SOLID employs multi-
intent self-instruction to merge these into a single cohesive instruction.

on filtering entities in Appendix A.4.
• Background document generation: Inspired by

Yu et al. (2022), we prompt the LLM to generate
a background document for each entity name
(e.g., “Albert Einstein was a ...”).

• Conversation starter: Given the seed informa-
tion generated so far, we prompt the LLM to
create the first utterance, namely, the conversa-
tion starter (e.g., “Can you delve ...”). This is
done by using the prompt shown in Figure 7.

• Intent sequence: We randomly sample a se-
quence of intents from the existing MSDialog-
intent dataset (Qu et al., 2018a), which defines a
set of intents for information-seeking conversa-
tions. By performing sampling with replacement,
we expect the distribution of intent sequences
to closely match the original distribution of the
dataset. This intent set allows us to capture the
natural flow and complexity of real dialogs. The
number of intents in the sampled sequence of
intents indicates the length of the dialog to be
generated. E.g., the number of intents in Figure 1
is five, resulting in a dialog with five utterances.

Figures 4 and 16 illustrate the seed generation pro-
cess in more detail. All generated entity types
are illustrated in Appendix A.5. Furthermore, all
prompts are available in Appendix A.6.

Dialog Generation. Given a seed, we prompt the
LLM to generate each subsequent utterance based
on its associated intent. If the utterance is asso-
ciated with a single intent, we extract the corre-
sponding prompt instruction from Tables 8 and
9 (details in Appendix A.2). If the utterance is
associated with multiple intents, i.e. any combi-

Dataset # Dialogs Avg.
# Turns

Avg. Length
(by token)

Avg. Utt. Length
(by token)

MSDialog 2,199 4.56 297.12 65.16
MANtIS 1,356 5.90 492.65 131.48
SOLISpeak (Ours) 316,697 4.57 1064.70 236.60
SOLITurbo (Ours) 316,697 4.57 1097.10 241.80

Table 1: Statistics of intent-aware information-seeking
dialog datasets. ‘T’, ‘Dial’, ‘Utt’, and ‘L’ refer to Turns,
Dialogs, Utterances, and Length respectively.

nation of two or more without repetition, we first
retrieve the prompt instructions for each intent in-
dividually, and then query the LLM to create a
customized prompt by merging the extracted in-
structions. Multi-intent self-instructing is essential,
as manually creating prompt instruction for Ck

12 as
k approaches larger values becomes unmanageable
and impractical. Following Algorithm 1, we gener-
ate each utterance and iteratively prompt the LLM
with the seed, the next corresponding instruction,
and the current dialog history.

Post-processing. In the final step, we post-process
the generated dialogs and filter out the noisy ones.
This involves three steps: (i) trimming to the last
punctuation, as LLMs can reach their maximum
token capacity without ending the last utterance,
(ii) removing empty lines, and (iii) removing the
dialog turn keywords, i.e., “User” or “Agent.” 3

3.2 SOLID-RL

SOLID employs an utterance-by-utterance genera-
tion process. While this approach results in highly

3Post-processing implementation is available at
https://anonymous.4open.science/r/solid_repo/
solid_conversation/utils.py
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3. Generated background document2. Generate entities for each entity type

e.g., Einstein
4. Generate type’s attributes e.g., Name

e.g., Albert Einstein was a German-born…
1. Generate entity types

e.g., Person

5. Generate conversation starter constrained to (entity 
name, type, attribute,  and background document)

e.g., Can you delve into the specific efforts and 
contributions made by Albert Einstein in the field of 

physics?"

Figure 4: The illustration of seed generation through self-seeding via SOLID.

coherent dialogs that closely follow the dialog seed,
it brings significant computational costs. To ad-
dress this, we propose SOLID-RL, a method that
enables the generation of an entire dialog in a single
step. We leverage Direct Preference Optimization
(DPO) (Rafailov et al., 2023) for our RL-training.
DPO requires chosen and rejected samples for train-
ing. We label the generated dialog in an utterance-
by-utterance manner by SOLID as ‘chosen’ and
dialogs generated by a single instruction as ‘re-
jected’. The prompt for generating a dialog given
a single instruction is presented in Figure 9 in the
appendix. Since the quality of synthetic data gener-
ated by SOLID can vary significantly, establishing
a dialog-level quality metric that can be used to
guide the training process of SOLID-RL is crucial.

Through human assessment, we observed that
shorter dialogs exhibit higher quality. We aimed
to inject this observed signal during training by
designing prefixes constrained to the length of the
dialog. These prefixes are independent of the ’cho-
sen’ or ‘rejected’ labels of the dialog and are only
injected at the beginning of the dialog given its
length. For the shortest dialogs, we add the pre-
fix “excellent dialog.” During inference, we use
the prefix “excellent dialog” for all of our gener-
ations, regardless of the length of the dialog that
is going to be generated. This approach triggers
the LLM to generate dialogs that are more simi-
lar to higher-quality dialogs than to lower-quality
ones. Our method is inspired by OpenChat (Wang
et al., 2024) that proposes prefix-conditioned train-
ing, where different labeled data are annotated by
more expert assessors. However, in our setup, both
datasets are generated by the same LLM, but the
length has a direct impact on the quality of the data.

We define this approach as Length-based qual-
ity estimation for Mixed-Quality training (LMQ),
where dialog length serves as a quality indicator
(See Appendix A.8.1 and A.8.2 for examples of
low-quality training instances). We propose a sim-
ple yet effective heuristic. Before each dialog, we
add a textual prompt representing its assessed qual-
ity: “excellent quality dialog:” for 1-3 utterances,
“good quality dialog:” for 4 utterances, “average
quality dialog:” for 5-10 utterances, “poor qual-

ity dialog:” for 11-15 utterances, and “very poor
quality dialog:” for 16-20 utterances. Below is an
example of distinct initial prompt tokens for the
highest quality:
[3 utterances] Seed<|assisstant|> Excellent quality dialog:

[9 utterances] Seed<|assisstant|> Poor quality dialog:

Since longer dialogs often contain coherence
issues, topic drifts, and repetitions, dialog length
serves as a useful quality proxy. During inference,
we assume that SOLID-RL has learned to distin-
guish higher-quality data distributions, considering
that our objective is to exclusively generate high-
quality responses by prompting them with:

[for any dialog] Seed<|assisstant|> Excellent quality dialog:

3.3 Dataset Creation

Using SOLID to generate dialog data results in
a 300k conversational dataset called SOLISpeak.
Subsequently, we train SOLID-RL on SOLISpeak
to generate dialogs more efficiently, resulting in a
second dataset of 300k conversations called SOLI-
Turbo. Both datasets are large-scale and intent-
aware, with SOLITurbo benefiting from the en-
hanced data quality and efficiency provided by the
fine-tuning and optimization process of SOLID-RL.
Details for both datasets are presented in Table 4.

4 Experimental Setup

Training and Evaluation. We demonstrate the util-
ity of SOLISpeak and SOLITurbo by using them to
train IP models and evaluating their performance
on existing human-annotated datasets. Given the
large scale of our generated datasets, a small sub-
set of the data is sufficient for effectively training a
model. Therefore, we explore some training scenar-
ios in which our generated datasets can be used in-
dependently or jointly with human-generated data
to improve the trained models. We evaluate the
synthetic data in two training scenarios:
• Scenario 1: Synthetic-Only Training. In this

scenario, the models are trained exclusively on
our synthetically generated data. We can utilize
the entire dataset or strategically selected subsets,
as using subsets reduces computational costs and
potentially improves model effectiveness by fo-
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cusing on the most relevant instances. To cre-
ate these subsets, we employ a retrieval-based
strategy: we randomly pick instances from the
existing real dialog datasets, and then retrieve
the top-k most relevant dialogs from SOLISpeak
and SOLITurbo based on a dot product met-
ric. In other words, we treat the real dialogs
as queries, and the synthetic dialogs as a docu-
ment collection. Note that in this scenario, the
actual dialogs are used for retrieval purposes
only, and not for model training. We use two re-
trieval models: BM25 (Robertson and Zaragoza,
2009; Elasticsearch, 2023) and a BERT-based
bi-encoder (Transformers, 2023). We use 1,760
dialogs from the training partition of MSDialog-
intent as queries, and retrieve k = 15 dialogs
from SOLISpeak/SOLITurbo for each, yielding
26,400 dialogs. After removing duplicates, we
end up with 25,779 dialogs.4

• Scenario 2: Mixed Real-Synthetic Training. In
this scenario, we train a model using a combina-
tion of human-labeled dialogs and synthetically
generated data. We employ three sampling strate-
gies to create balanced training sets. As in the
previous paragraph, sampling is conducted on the
synthetic data relative to the human-labeled data,
to address label imbalance in the latter. SeqInt-
Bal samples from synthetic data (SOLISpeak/-
SOLITurbo) to ensure that, when combined with
the human-labeled dialogs, the final dataset’s in-
tent sequence labels are balanced. SeqInt-Bal
ensures that all intent sequences have at least
1000 data samples. Int-Bal works similarly to
SeqInt-Bal, but focuses on balancing the indi-
vidual intents rather than full intent sequences,
ensuring that all intents are represented by the
same number of samples. Finally, to demonstrate
the effectiveness of balanced sampling, we com-
pare the results with Random-EQ that randomly
samples a fixed number of data points, ensuring
a one-to-one correspondence.

LLM for generating data. We chose Zephyr-7b-
beta as our LLM for data generation, as it was one
of the most competitive and robust 7B models at
the time of our experiments.

LLM supervised fine-tuning. We use Hugging-
face’s trainers for Supervised Fine-Tuning (SFT)
of SOLID-RL. We use QLora 4bit (Dettmers et al.,

4We experimented multiple values of k ∈ [5, 20] in in-
crements of 5, and found k = 5 as optimal, although the
effectiveness across values was relatively similar.

2023) for efficient fine-tuning. We employ a batch
size and gradient accumulation of 4, and train for
4000 steps for both SFT and DPO, which takes
about 7 hours to be trained on a single NVIDIA
GPU P6000 40GB GPU memory.
Datasets. We use the MSDialog-Intent (Qu et al.,
2019a) dataset to extract real-world user intents,
ensuring a realistic order and distribution. We also
use it for evaluating the IP models trained on our
synthetic dataset, along with MANtIS (Penha et al.,
2019b).
Intent Prediction models. For intent prediction,
we use the IP models: (i) cnn-context-rep, a
top-performing model on MSDialog; (ii) BERT,
which has shown state-of-the-art results on
MANtIS; (iii) We also fine-tune T5 for in-
tent prediction, adapting it for intent generation;
(iv) zephyr-7b-beta in a few-shot intent predic-
tion setup. Further details and implementations
link can be found in Appendix A.3.
Performance Assessment. We evaluate the effec-
tiveness of our framework using MSDialog-intent
dataset. We also assess our RL-trained LLM us-
ing the benchmark datasets from the Huggingface
leaderboard (Huggingface, 2024). Although this
leaderboard does not directly measure the conver-
sational quality of chat models, it provides a useful
signal to validate whether fine-tuning has intro-
duced regressions on the base model’s reasoning
and truthfulness capabilities. Further details can
be found in Appendix A.9. Moreover, we veri-
fied there is no data leakage between Zephyr and
Mistral, and our chosen evaluation datasets. More
details can be found in Appendix A.10.

5 Results

We address the following research questions:
• (RQ1) How effective is SOLISpeak in training

intent predictors across different scenarios with
either zero or partial availability of human data,
and to what extent does using the SOLITurbo
dataset enhance the effectiveness of these intent
predictors compared to SOLISpeak?

• (RQ2) What is the impact of self-seeding on
SOLID compared to alternative external-seeding
methods?

• (RQ3) How does SOLID-RL’s ability to gen-
erate a full intent-aware dialog from a single
zero-shot instruction improve computational ef-
ficiency compared to SOLID’s utterance-by-
utterance dialog generation?
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Table 2: The evaluation results of the ‘cnn-context-rep’
model (Qu et al., 2018a) on the MSDialog-intent dataset
with utilizing all designed sampling methods for each
scenario. We also trained on MANtIS as reference.
The terms ‘# of SOLISpeak’ and ‘# of MS’ denote the
number of dialogs sampled from our synthetically gen-
erated dataset (SOLISpeak) and the human-annotated
MSDialog-intent dataset, respectively. ‘P’ and ‘F1’ re-
fer to Precision and F1 score.

Sampling # of # of P
F1

method SOLISpeak MS Micro Macro

Cross-Dataset Evaluation
MANtIS 0 0 .5324 .5523 .4871

Scenario 1: Synthetic-Only Training
— 316,697 0 .7167 .7197 .6406
Bi-Encoder 25,779 0 .7626 .7989 .7228
BM25 25,779 0 .7600 .7745 .7198

Scenario 2: Mixed Real-Synthetic Training
— 0 1,760 .7321 .7562 .6713
SeqInt-Bal 111,889 1,760 .7641 .8076 .7246
Int-Bal 19,635 1,760 .7613 .7857 .7211
Random-Eq 1,760 1,760 .7402 .7640 .6940

Main results (RQ1). As a preliminary quality eval-
uation of the generated dialogs by SOLID, we man-
ually reviewed a sample of 100 dialogs to ensure
alignment between intents and utterances. Further-
more, table 2 presents the impact of different sam-
pling methods within each scenario on MSDialog-
intent. We use the state-of-the-art IP method for
this dataset, aiming to compare the utility of gen-
erated data across different sampling approaches
and offer insights rather than evaluate various IP
models. Our findings indicate that the most effec-
tive sampling method is sequence of intents bal-
ancing (SeqInt-Bal), which incorporates a higher
proportion of SOLID data. Intent balancing is the
second-best method, using approximately six times
less SOLISpeak data. We find that for all sampling
methods, training the IP model on a combination
of human and SOLISpeak leads to higher effective-
ness than using human data alone. Furthermore,
we find that using a bi-encoder for sampling ranks
as the second most effective approach. An inter-
esting observation is that Random-Eq outperforms
scenarios where only the human-labeled data or
only SOLID-generated data are used. Training ex-
clusively on SOLISpeak achieves slightly lower
effectiveness than using human data, demonstrat-
ing SOLISpeak’s strong utility in cases where hu-
man data is unavailable or restricted for IP model
training. Moreover, we observe that the IP model

trained solely on our dataset (Scenario 1) achieves
a precision of 0.7167, compared to 0.5324 for a
model trained on the MANtIS human-annotated
dataset. This shows that training on our large and
diverse synthetic datasets can build effective IP
models that are generalizable to other datasets.

To further explore RQ1, we investigate utility of
the SOLISpeak and SOLITurbo datasets on an addi-
tional dataset and across various IP models. Focus-
ing on Scenario 2, where a small human-generated
dataset is available, we apply the most effective
sampling method, SeqInt-Bal, alongside Random-
EQ. We also consider Zephyr in a few-shot setup
to determine whether it can serve as a slower but
effective IP method. Our main observations from
Table 3 are: (1) utilizing our synthetic dataset im-
proves all three of the supervised IP methods com-
pared only using human data by a large margin; this
proves the usefulness of our dataset in downstream
tasks; (2) SOLID-RL generates more valuable data
for IP, as the T5 model trained on a combination
of human and SOLID-RL data achieves the highest
effectiveness compared to other IP methods; (3)
Zephyr cannot predict the intents effectively in a
few-shot setup, showing the challenge of prediction
for LLMs, even though they can generate content
following specific intents. This aligns with previ-
ous studies’ findings (Zhao et al., 2023b; Hu et al.,
2023) and can be due to the fact that following
instructions is a more natural task for LLMs than
acting as an IP method in a few-shot setup.

To better assess the necessity of constructing an
intent-annotated dialog dataset for IP prediction,
we evaluate Zephyr-7b and GPT-4o (Zhao et al.,
2024) in a few-shot setting as intent predictors. Ta-
ble 5 shows that intent prediction models trained on
SOLID and SOLID-RL significantly outperform
strong few-shot models such as GPT-4o, even with
20 provided examples. We would also like to high-
light the efficiency and cost benefits of using the
T5 model trained on SOLID or SOLID-RL data,
which has only 220 million parameters. Deploying
such a model is much more feasible compared to
using larger LLMs with 70B or 405B parameters.
As a result, our approach is not only more effective
but also far more efficient in practical applications.
While the T5-base (SOLID-RL) model performs
significantly better than the other models, there are
’hard’ dialogs on which all models fail. We present
an example of such a dialog in Appendix A.11.

Analyzing self-seeding impact (RQ2). We ex-
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Table 3: The Results of intent predictors on the most effective sampling method (SeqInt-Bal) and the most simple
while effective (RandomEq) in addition to the using only human as training data. ‘P’ refers to the precision.

Model Sampling method MSDialog MANtIS
P F1-Micro F1-Macro P F1-Micro F1-Macro

cnn-context-rep
SeqInt-Bal .764 .808 .725 .801 .786 .625
Random-Eq .740 .764 .694 .784 .744 .595
Only human .732 .756 .671 .777 .736 .572

BERT-base
SeqInt-Bal .810 .831 .743 .855 .814 .644
Random-Eq .762 .792 .711 .814 .772 .617
Only human .734 .758 .674 .779 .738 .591

T5-base
SeqInt-Bal .839 .868 .771 .877 .833 .669
Random-Eq .791 .828 .737 .824 .812 .650
Only human .750 .772 .685 .780 .745 .587

T5-base on SOLID-RL SeqInt-Bal .846 .879 .786 .881 .839 .677
Random-Eq .807 .835 .746 .829 .814 .656

Zephyr-fewshot 3-shots .416 .479 .405 .486 .437 .344

3. Generated background document2. Generate entities for each entity type

e.g., Einstein
4. Generate type’s attributes e.g., Name

e.g., Albert Einstein was a German-born…
1. Generate entity types

e.g., Person

5. Generate conversation starter constrained to (entity 
name, type, attribute,  and background document)

e.g., Can you delve into the specific efforts and 
contributions made by Albert Einstein in the field of 

physics?"

Figure 5: The illustration of seed generation through self-seeding via SOLID.

Model Precision F1 (Micro) F1 (Macro)

GPT-4o (20-shots) 0.546 0.589 0.424
Zephyr-7b (3-shots) 0.416 0.479 0.405
T5-base (SOLID-RL) 0.846 0.879 0.786
T5-base (SOLID) 0.839 0.868 0.771

Table 4: Evaluation of LLMs in few-shot settings as IP
predictors.

amine the impact of self-seeding in comparison
to three alternative external seeding methods. For
external seeding, we employ various sampling ap-
proaches and prompt an LLM to generate 10,000
intent-aware dialogs about 1,000 entities. This is
achieved by first generating ten different questions
for each entity to serve as the starting point of
the conversation. The alternative external-seeding
methods are as follows: Top-most-popular enti-
ties, we prompt the LLM with the top 1,000 most
popular entities from Wikipedia; in Sampling from
popular entities, we prompt the LLM with 1,000 en-
tities randomly sampled from the top 10,000 most
popular entities on Wikipedia; and for Sampling
random entities, we randomly sample entities from
Wikipedia. It is crucial to note that the sequence
of intents remains consistent across this analysis.
Table 5 shows that the IP models trained on data
generated by the external seeding methods achieve
lower effectiveness than those trained with self-
seeding. This confirms the intuition behind self-
seeding, which shows that it could improve the

Table 5: Comparative effectiveness of dialog generation
using self-seeding vs. random selection of popular enti-
ties. The utterance classification model is T5 evaluated
on MSDialog. ‘P’ refers to the precision.

P
F1

Micro Macro

Self-seeding (ours) .7085 .7251 .6240

External-seeding methods
Top-most-frequent entities .6457 .6604 .5748
Sampling frequent entities .6460 .6633 .5769
Sampling random entities .5839 .6101 .4976

quality of data generated by the LLM.

SOLID-RL efficiency (RQ3). We evaluate the
efficiency of SOLID-RL, which can generate an en-
tire dialog given a single instruction, compared to
SOLID’s utterance-by-utterance generation process
that requires N LLM passes to generate a dialog
with N turns. Using a batch size of 16, we measure
the time required to generate 1,000 dialogs with
each method. Our results indicate that SOLID takes
23,000 seconds to generate these dialogs, whereas
SOLID-RL completes the task in just 2,000 sec-
onds, making SOLID-RL nearly 12 times more
efficient for intent-aware dialog generation.

6 Discussion

Multi-intent Self-instruction Analysis. We as-
sess the effect of multi-intent self-instructing on
IP models by generating dialogs with 10,000 seeds
using SOLID, and comparing the self-instruction
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Table 6: Analyzing the impact of self-instructing and
length-based quality estimation for mixed-quality train-
ing in SOLID-RL. ‘P’ refers to the precision.

Model P
F1

Micro Macro

SOLID (ours) .708 .725 .624
W/o self-instructing .515 .537 .428

SOLID-RL (ours) .741 .778 .68
W/o L-based MQ .532 .554 .457

approach to an alternative rule-based method that
combines multiple instructions with “and.” The
top section of Table 6 reveals a significant per-
formance difference between models trained on
SOLID with self-instruction and those using the
rule-based method, showing the potential of multi-
intent self-instructing as a promising strategy.
Length-based mixed-quality training. Using the
same 10,000 seeds as above, we examine the im-
pact of LMQ on intent-aware dialog generation. To
assess this, we train SOLID-RL both with and with-
out LMQ’s class-conditioned input, starting from
scratch in the latter case. For further details on the
exclusion process, see Appendix A.8.2. Results in
the bottom section of Table 6 reveal a significant
advantage for SOLID-RL trained with LMQ, indi-
cating that LMQ effectively optimizes and avoids
low-quality dialogs impacting the LLM’s perfor-
mance. It also shows that conditioning the model
with LMQ for high-quality output during inference
aids in generating higher-quality data.

7 Conclusion

This work presents a novel approach for automati-
cally generating intent-aware, information-seeking
dialog datasets through two zero-shot generation
methods: SOLID and SOLID-RL. SOLID em-
ploys a novel zero-shot, multi-step process that
uses self-seeding and self-instructing. SOLID-RL,
optimized with supervised fine-tuning followed by
DPO optimization, is trained on SOLID’s output.
With the ability to generate dialogs from a sin-
gle instruction, SOLID-RL achieves an efficiency
level 11 times greater than SOLID’s utterance-by-
utterance generation process. This efficiency is
further enhanced by a unique length-based mixed-
quality training method that dynamically assesses
dialog quality. Leveraging these methods, we cre-
ate two synthetic datasets that can significantly im-
prove intent prediction accuracy. Despite LLMs’

current limitations in intent prediction, our re-
sults highlight their potential to enhance training
datasets. Our generated datasets provide valuable
resources for other related tasks such as next in-
tent prediction and conversational search. Our self-
seeding and self-instructing approaches are adapt-
able to various conversation types and languages
with minimal modifications.

Limitations

In this paper, we demonstrated that LLMs can gen-
erate data to effectively train intent predictor mod-
els within the context of information-seeking di-
alogs. It is important to emphasize that this pa-
per did not explore all aspects of evaluation, par-
ticularly the impact of biased information in the
generated dialogs or the biases within the LLM’s
conversational abilities, that shows through factu-
ally incorrect generations. In our study, we did not
examine how these biases affect the performance
of intent predictors, which could lead to a tendency
for certain utterances to be predicted with biased
intents. Factually incorrect generations in the gen-
erated data (as a result of LLM’s hallucination) are
not likely to be harmful to the intent prediction
models, as only information contained in human
dialog will serve as input for the intent predictors in
the test and real-world scenarios. Moreover, these
predictors are limited to only the defined intents
and cannot hallucinate new intents. We did not
systematically investigate or quantify the impact
of hallucinated data on the performance of intent
predictor models and the potential bias they could
introduce in the prediction. In the Appendix, we
provide more information on this and estimate a
generated entity that does not exist in sources like
Wikipedia as a hallucination, but this is suscepti-
ble to errors. While our method intuitively could
work effectively with other large language models
(LLMs), we have not empirically tested its perfor-
mance across a broad range of LLMs, as we aimed
to limit the scope of this paper. We leave the com-
prehensive evaluation of our method using different
LLMs to future work, where potential variations in
performance and biases can be thoroughly explored.
Our methodology can accommodate finer-grained
taxonomies or additional annotations, thus its flexi-
bility allows researchers to extend SOLID for more
detailed tasks. Exploring these directions, includ-
ing intent hierarchies and contextual annotations,
is an exciting opportunity for future work.
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A Appendix

A.1 Intents

In the context of an information-seeking conver-
sation, we refer to intent as the role or function
that an utterance plays in the conversation. It can
include acts like requesting information, giving pos-
itive/negative feedback, requesting further details,
or repeating the question. Table 7 shows the list of
12 unique utterances that exist in the SOLID (ours)
and MSDialog datasets. Intents can be used to help
the chatbot understand the context and purpose
of a user’s message and to determine how to re-
spond appropriately. While similar in intuition, FQ
(Follow-Up Question) and CQ (Clarifying Ques-
tion) are distinct in their definitions, as established
in prior studies. CQ focuses on clarification regard-
ing specific aspects of a prior utterance, while FQ
expands the discussion to related but broader topics.
We followed these existing definitions to maintain
consistency with established research and thus be
able to compare with previous and future work.

Table 7: Intent taxonomy and distribution in MSDialog

CodeLabel Description %

OQ Original Question The first question from the user to initiate the dialog. 13
RQ Repeat Question Other users repeat a previous question. 3
CQ Clarifying Question User or agent asks for clarifications. 4
FD Further Details User or agent provides more details. 14
FQ Follow Up QuestionUser asks for follow up questions about relevant issues.5
IR Information RequestAgent asks for information from users. 6
PA Potential Answer A potential answer or solution provided by agents. 22
PF Positive Feedback User provides positive feedback for working solutions. 6
NF Negative Feedback User provides negative feedback for useless solutions. 4
GG Greetings/Gratitude Greetings or expressing gratitude. 22
JK Junk No useful information in the utterance. 1
O Others Utterances cannot be categorized using other classes. 1

A.2 Manually-crafted instructions for User
and Agent Intents

A total of 24 manually crafted instructions were
created, covering 12 distinct intents, with separate
instructions for both the user and agent sides, as
shown in Tables 9 and 8. We want to note that the
difference between the FQ and CQ is very fine, in
linguistic nuance:

• Further Question (FQ): A question that
builds on the previous information, i.e., it is a
new question. This is emphasized by using the
keyword further. Example: “How does this
relate with the concept of supervised learn-
ing?” where this refers to the information in
the previous turn.

• Clarification Question (CQ): A question that
asks for more rephrasing, i.e., clarification,
of the previous turn, because the user/sys-

tem cannot understand the meaning behind
it. Example: “What exactly do you mean by
image classification?” where the subject of the
previous turn was still image classification.

The prompts were carefully engineered to cap-
ture this difference, and unfortunately, using the
straight definition from Table 7 (which seems in-
tuitive as human readers) did not yield satisfactory
generations.

Table 8: Manually-crafted intent instructions. Actor
type: Agent

Intent Instruction

CQ Reply with one follow-up response in conversation
style.

FD Reply with further details in conversation style.

GG Continue the conversation by expressing gratitude
for the user’s questions.

PA Provide a potential solution or answer in conversation
style.

IR Ask the user to provide relevant information needed
for their previous question.

OQ Formulate an original question posed by an agent.

FQ Formulate a follow-up question from an agent, seek-
ing further clarification or information.

RQ Now you are talking from the point of view of a third
participant in the conversation. Repeat Question:

PF Express satisfaction and appreciation for the conver-
sation.

NF Convey dissatisfaction for the previous response.

JK Reply with gibberish information. It can contain
emojis.

O Reply with a system error. Return N/A

A.3 Details of intent predictors
We fine-tune BERT as the intent predictor model
with a cross-entropy loss function. We fine-tune
T5 for a seq-to-seq generation task with a cross-
entropy loss function, using the prefix of "multi-
label classification: " prompted to the input. For
cnn-context-rep (Qu et al., 2019a), we utilized the
released code by the original paper and used the
most effective reported hyperparameter. The imple-
mentation of the baselines are available at baseline
folder of our repository which can be accessed at
baselines folder.

A.4 Impact of hallucination
We categorize an entity as likely hallucinated if
it cannot be located within Wikipedia. To facil-
itate this identification process, we leverage the
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Table 9: Manually-crafted intent instructions. Actor
type: User

Intent Instruction

CQ Reply with one question asking for clarification in
conversation style.

FD Reply with more details in conversation style.

GG Continue the conversation by expressing gratitude
for the agent’s help.

PA Provide a potential solution or answer in conversation
style.

IR Reply with relevant information.

OQ Formulate the first question posed by a user that initi-
ates a QA dialog.

FQ Formulate a follow-up question from a user, seeking
further clarification or information.

RQ Now you are talking from the point of view of a third
participant in the conversation. Repeat Question:

PF Express satisfaction and appreciation for a working
solution.

NF Convey dissatisfaction for the previous response.

JK Reply with gibberish information. It can contain
emojis.

O Reply with a system error. Return N/A

Wikipedia search API (Mediawiki, 2023). It is
important to acknowledge that our methodology,
being automated, would inevitably generate hal-
lucinated content. In Table 10, we examine the
influence of hallucinated entities on subsequent
tasks. Surprisingly, the results show that including
hallucinated entities leads to higher effectiveness
for intent prediction. We believe the reason lies in
the nature of the task itself: intent prediction fo-
cuses on understanding the intent of the text rather
than ensuring the factually correctness of the text.

Table 10: Analyzing impact of hallucination in
SOLISpeak as training source on T5 intent predictor
evaluated on MSDialog dataset.

MSDialog

P F1

Micro Macro

Only hallucinated .7295 .7498 .6692
Only non-hallucinated .7289 .7502 .6684

Full .7321 .7580 .6710

A.5 Self-seed generation process
Figure 16 presents a detailed illustration of the
seed generation process. Additionally, Table 12
provides all 98 distinct entity types we generated
for SOLISpeak and SOLITurbo. Entity types that
look like duplicates are removed.

A.6 Prompts
We have provided the content of all of the prompts
used in our experiments. Our prompts are designed
empirically, based on a comprehensive analysis of
dialogue quality across various prompt configura-
tions.

A.6.1 Prompt for generating entity types
We utilize a simple prompt asking ‘Provide a list
of 100 entity types.’ to generate entity types.

A.6.2 Prompts for generating entity names
We empirically figured out that this task cannot be
addressed effectively without providing a one-shot
example to the LLM. Therefore, we provide 10
examples of generated entities, and ask the LLM to
generate 100 entities. We exclude lines with more
than 20 characters and remove special characters.
The prompt is shown in Figure 6.

A.6.3 Prompt for generating conversation
starters

The prompt for generating a conversation starter is
shown in Figure 7.

A.6.4 Prompt for building self-instruct
instruction

When an utterance has more than one associated in-
tent, we ask the LLM to generate it own instruction
by merging the manually-crafted individual instruc-
tions presented in Tables 8 and 9. The prompt is
shown in Figure 8.

A.6.5 Prompt for generating an intent-aware
conversation

We combine the base prompt with the intent in-
structions. The base prompt is: ‘I will give you
an entity, its type, a background document, a
conversation history that ends in a...’. We em-
pirically tested various prompts and refined our
choices using ChatGPT, aiming to identify rela-
tively the most effective prompt. The prompt we
used was selected based on preliminary experi-
ments that showed promising results in achieving
the desired information-seeking dialog compared
to other tested prompts. Using this prompt, we
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ask the LLM to generate the next utterance based
on the current conversation history. Our current
approach involves a one-way forward pass to gen-
erate the dialog sequentially. To further enhance
data quality, we propose a backward pass—starting
from the final utterance and working back to the
first. In this reverse process, we would prompt
the LLM to rewrite each utterance so that it better
aligns with the intended next utterance, ensuring
that the assigned intents are better reflected.

Example1:
Instruction: Provide a list of at least 10 entities categorized as 
'Person' whose names begin with the letter 'A' Please include a 
new line after each entity.
Entities: 
Abraham Lincoln
Albert Einstein
Alexander Graham Bell
Amelia Earhart
Anne Frank
Anton Chekhov
Arthur Conan Doyle
Audrey Hepburn
Auguste Rodin
Abraham Lincoln

Example 2:
Instruction: Provide a list of at least 100 entities categorized as 
'{entity_type}' whose names begin with the letter '{letter}' Please 
include a new line after each entity.
Entities: 

Figure 6: Prompt for generating entity names.

Entity name: {entity_name}
Entity description: {entity_description}
Entity type: {entity_type}
Attribute: {attribute}
Come with a specific question that can initiate an 
information-seeking conversation about the information above.
Question:

Figure 7: Prompt for generating a conversation starter

Example1:
Instruction1: Reply with more details in conversation style. # 
Instruction for the first intent that the utterance should have. Here 
it is “further detail” intent.
Instruction2:  Convey dissatisfaction for the previous response. “ 
# Instruction for the second intent that the same utterance should 
have. Here it is, for the “negative feedback” intent.
Merged Instruction: In a conversational style, reply with more 
details and express dissatisfaction for the previous response. # A 
merged instruction so the utterance can have multiple intents of 
“further detail and negative feedback”.

Example2:
{instructions_for_each_of_intents} 
Merged Instruction: 
# For an utterance that should have multiple intents. The LLM 
generates a merged instruction based on instructions for each of 
the intents that are provided above. We then pass this instruction 
to the LLM itself for generating the utterance in intent-aware 
dialogue generation phase.

Figure 8: Prompt for generating self-instructions for
utterances with multiple intents.

<|system|> You are a chatbot who generates dialogues, in which 
each utterance has a specific intent.
Here is the definition of intents:
Intent: Name: "Original Question"
Definition: "The first question by a user that initiates the QA dialog."
Example: "If a computer is purchased with win 10 can it be 
downgraded to win 7?"
Intent: Name: "Repeat Question"
Definition: "Posters other than the user repeat a previous question." 
Example: "I am experiencing the same problem ..."
Intent: Name: "Clarifying Question"
Definition: "Users or assistants ask for clarification to get more 
details." Example: "Your advice is not detailed enough. I'm not sure 
what you mean by ..."
Intent: Name: "Further Details"
Definition: "Users or assistants provide more details." Example: "Hi. 
Sorry for taking so long to reply. The information you need is ..."
Intent: Name: "Follow Up Question"
Definition: "Users ask follow-up questions about relevant issues." 
Example: "Thanks. I really have one more simple question -- if I ..."
Intent: Name: "Information Request"
Definition: "Assistants ask for information from users." Example: 
"What is the make and model of the computer? Have you tried 
installing ..."
Intent: Name: "Potential Answer"
Definition: "A potential answer or solution provided by assistants." 
Example: "Hi. To change your PIN in Windows 10, you may follow 
the steps below: ..."
Intent: Name: "Positive Feedback"
Definition: "Users provide positive feedback for working solutions." 
Example: "Hi. That was exactly the right fix. All set now. Tx!"
Intent: Name: "Negative Feedback"
Definition: "Users provide negative feedback for useless solutions." 
Example: "Thank you for your help, but the steps below did not 
resolve the problem ..."
Intent: Name: "Greetings/Gratitude"
Definition: "Users or assistants greet each other or express 
gratitude." Example: "Thank you all for your responses to my 
question ..."
Intent: Name: "Junk"
Definition: "There is no useful information in the post." Example: 
"Emojis. Sigh .... Thread closed by moderator ..."
Intent: Name: "Others"
Definition: "Posts that cannot be categorized using other classes."
The user passes to you an entity name, entity background, and 
sequence of intents. Next, the dialogue you generate should have the 
requested sequence of intents. This is the format that the user 
passes the information to you:
Example of an input format by user: {entity name} {entity 
background document}
Sequence of intents: [utterance2 by assistant: further details, 
utterance3 by user: clarification question, utterance4 by assistant: 
positive feedback and potential answer].
Utterance1 is already given by the user. "utterance by assistant" 
means the utterance should be generated in assistant style, and 
"utterance by user" means the utterance should be generated in user 
style. <|user|> Entity Name: {Entity name}
Entity Background Document:
{Background document}
Sequence of Intents:
[Utterance1 by user: Original Question, Utterance2 by assistant: 
{intent(s)}, … UtteranceN by user:  {intent(s)}].

Figure 9: Prompt for generating ‘rejected’ dialogs for
DPO training.

A.7 Generating intent-aware dialogs.

We first initialize the dialog with the conversa-
tion starter. For each intent i in sequence S,
we prompt the LLM to generate a new conver-
sational turn. An intent can be either simple
or complex. A simple intent is i ∈ keys(I),
whereas a complex intent is a combination of two
or more intents i = {i1, i2, ...in}, where ik ∈
keys(I) and k ∼ Uniform(1, 12). If the intent is
complex, we apply the multi-intent self-instructing
schema. For each intent in the sequence, the algo-
rithm: (1) Retrieves its corresponding instruction
or generates a merged instruction, (2) Concatenates
the general instruction, entity, dialog history, and
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new intent-specific instruction, (3) Passes the mes-
sage to the LLM to generate a new utterance, (4)
Applies post-processing on the new utterance, and
(5) Inserts the new utterance at the end of the dialog.
When the whole sequence S has been processed,
the algorithm returns the complete generated dialog
D.

A.8 Example of LMQ training instances.

Whether a sample is selected or rejected during
LMQ-based DPO training, a textual prefix on dia-
log length is added to construct a class-conditioned
input. When LMQ is not used, this prefix is omitted.
Examples for each setup are provided below.

A.8.1 Including LMQ

We constrain the class-conditioned input only
based on the dialog length. As a result, both the
rejected and accepted samples have the same class-
conditioned output "excellent quality dialog" due
to their equal length in terms of the number of
utterances.

excellent quality dialog:

Utterance 1:
Text: Can you delve into the specific efforts
and contributions made by Albert Einstein in
the field of physics?
Intent: original question

Utterance 2:
Text: Sure! Albert Einstein made ground-
breaking contributions to physics, especially
with his theory of relativity. What aspect
would you like me to focus on or any specific
topic you’re interested in?
Intent: clarifying question

Utterance 3:
Text: Could you provide more details about
his theory of relativity and how it revolution-
ized our understanding of space and time?
Intent: further details

Figure 10: A chosen training sample with LMQ.

excellent quality dialog:

Utterance 1:
Text: Can you delve into the specific efforts
and contributions made by Albert Einstein in
the field of physics?
Intent: original question

Utterance 2:
Text: Absolutely! Albert Einstein made
revolutionary advancements in the field of
physics, particularly through his theory of
relativity.
Intent: clarifying question

Utterance 3:
Text: How is the weather?
Intent: further details

Figure 11: A rejected training sample with LMQ.

A.8.2 Excluding LMQ

Utterance 1:
Text: Can you delve into the specific efforts
and contributions made by Albert Einstein in
the field of physics?
Intent: original question

Utterance 2:
Text: Sure! Albert Einstein made ground-
breaking contributions to physics, especially
with his theory of relativity. What aspect
would you like me to focus on or any specific
topic you’re interested in?
Intent: clarifying question

Utterance 3:
Text: Could you provide more details about
his theory of relativity and how it revolution-
ized our understanding of space and time?
Intent: further details

Figure 12: A chosen training sample without LMQ.
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Utterance 1:
Text: Can you delve into the specific efforts
and contributions made by Albert Einstein in
the field of physics?
Intent: original question

Utterance 2:
Text: Absolutely! Albert Einstein made
revolutionary advancements in the field of
physics, particularly through his theory of
relativity.
Intent: clarifying question

Utterance 3:
Text: How is the weather?
Intent: further details

Figure 13: A rejected training sample without LMQ.

A.9 SOLID-RL on LLM benchmarks

We analyze the effect of using SOLID-RL through
performance of Zephyr-7b-beta on multiple LLM
benchmarks on the Open LLM Leaderboard (Hug-
gingface, 2024). We gain insights into whether
SOLID-RL introduces regressions on the base
model’s reasoning and truthfulness capabilities. Ta-
ble 11 provides an in-depth analysis of the im-
pact of different training strategies for SOLID-
RL on its performance. Our results demonstrate
that SOLID-RL enhances Zephyr’s performance on
both MMLU (Hendrycks et al., 2021) and Truth-
ful QA (Lin et al., 2022) benchmarks. Our find-
ing is relatively aligned with previous studies that
show LLMs can enhance themselves when trained
on high-quality self-generated data (Huang et al.,
2022; Yuan et al., 2024; Chen and Li, 2024; Chen
et al., 2024). The results indicate that excluding
length-based mixed-quality training can signifi-
cantly harm the general capability of SOLID-RL.
We highlight the positive impact of DPO after SFT.
We further investigate the effect of reversing cho-
sen/rejected outputs in DPO training by using the
output generated by SOLID as the rejected output
during DPO optimization. This setup results in
lower performance, confirming the chosen setup
in SOLID-RL. We also experiment with training
SOLID-RL alongside Zephyr’s training dataset in
a multi-task setup; we found that this led to a de-
crease in the effectiveness of the LLM and to a
generation of lower-quality dialogs. Our analysis
suggests that SOLID-RL is the most robust method

compared to the variations investigated. Further-
more, we demonstrate the performance of SOLID-
RL on 57 tasks on MMLU compared with Zephyr-
7b, as illustrated in Figure 15. An example of an
MMLU task is illustrated in Figure 14.

A 6-sided die is rolled 15 times and the results
are: side 1 comes up 0 times; side 2: 1 time;
side 3: 2 times; side 4: 3 times; side 5: 4 times;
side 6: 5 times. Based on these results, what
is the probability of side 3 coming up when
using Add-1 Smoothing?
(A) 2/15 (B) 1/7 (C) 3/16 (D) 1/5

Figure 14: A Machine Learning example of MMLU
benchmark (Hendrycks et al., 2020).

A.10 Safeguard Data Leakage

To ensure there is no data leakage between the eval-
uation and training datasets used for Zephyr, we
reviewed the Zephyr and Mistral training documen-
tation (Tunstall et al., 2023). We checked if any
of the BEIR collection data, such as MSDialog
or MANtIS, exist in the training data of Mistral
or Zephyr. We made sure that there is no mutual
dataset within the used LLM training data, X (Tun-
stall et al., 2023) and our evaluation datasets.

A.11 Hard Examples

We include an example of a ’hard’ dialog, which
has been wrongly predicted by all models in our
experimental setup:

User: Hi, the best way to view photos in Windows
10 is by using the Photos app. For us to better
assist you, may we know how you are accessing
your photos?

Agent: What changes have you made prior to get-
ting this issue? What troubleshooting steps have
you done so far? Can you provide a screenshot of
the error message you’re getting?

User: We’ll be waiting for your response.

For this specific example, the predicted intents
by each model are:

• GPT-4o: [’Further Details’]
• T5 (SOLID): [’Potential Answer’,
’Clarification Question’]

• T5 (SOLID-RL): [’Potential Answer’,
’Clarification Question’]

while the ground truth intents are:
• [’Information Request’, ’Potential
Answer’, ’Clarification Question’]
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Table 11: The evaluation results on the Open LLM Leaderboard (Huggingface, 2024), which measures the
performance of LMs across four multiclass classification tasks: ARC (Clark et al., 2018), HellaSwag (Zellers et al.,
2019), MMLU (Hendrycks et al., 2021), and Truthful QA (Lin et al., 2022). There are 57 tasks in MMLU - a
detailed report on the effectiveness of SOLID-RL on all of them is shown in Figure 15. The bottom section of the
table provides various analyses on SOLID-RL including: an ablation study on our length-oriented mixed-quality
training, ablation study on DPO, reverting the preference data in DPO, and an analysis on multi-task training. The
base model of SOLID-RL-7B is Zephyr-7B.

Model Accuracy
Truthful QA Hella Swag MMLU ARC

UltraLM-13B (Touvron et al., 2023) 52.00 61.32 50.45 57.25
Zephyr-7B (Tunstall et al., 2023) 57.44 84.52 61.44 62.03
SOLID-RL-7B (Ours) 58.13 83.82 61.68 60.78

Analysis on SOLID-RL-7B:
W/o length-oriented MixedQ training 55.25 80.69 58.40 59.24
W/o DPO (i.e., only SFT) 53.77 81.72 60.47 59.73
Reverse chosen/rejected for DPO 52.36 79.82 60.14 58.96
W/ multi-task training 57.58 82.53 59.60 59.56

Algorithm 1 Generate Dialog
Input: G (global task instruction), I (intent instructions dictionary), E (entity), D0 (conversation starter), S (sequence of
intents)
Output: D (generated multi-turn dialog)

1: Initialize dialog D← D0

2: for each intent i in sequence S do
3: if multiple_intents(i) then
4: Set instruction← SelfInstruct(i)
5: else
6: Retrieve instruction← I[s]
7: end if

8: message← Concat(G,C,D, instruction)
9: utterance← GenUtterance(message)

10: utterance← PostProcess(utterance)
11: D← InsertNewTurn(D,utterance)
12: end for
13: return D
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While it may seem clear to a human that the mes-
sage encompasses all three intents in the ground
truth, neither GPT-4o nor our models can suc-
cessfully detect all of them. However, T5 mod-
els trained on SOLID and SOLID-RL are able to
capture two out of the three ground truth intents,
whereas GPT-4o fails to detect any of the correct
intents.
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Table 12: Diverse set of 98 entity types generated via SOLID.

  Person Î Historical Event Ò Beverage = Galaxy z Author ♀ Deity
[ Book   Constellation f Artist ½ Mythology À Song Ô Astronomical Object
¹ Politician � Mythical Creature t Animal W Natural Disaster c Actor x Supernatural Being
s Game Í Weather Phenomenon ¸ Musician 4 Character (Fictional) P Gadget È Disease
� Celebrity r Organization � Software � Medication Y Actress ï Company
 App N Medical Procedure Ð Athlete i Government Agency � Website 8 Law
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Figure 15: Effectiveness of SOLID-RL-7B vs. Zephyr-7B in terms of accuracy over tasks of Measuring Massive
Multitask Language Understanding (MMLU) benchmark (Hendrycks et al., 2020).
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Figure 16: Comprehensive depiction of the self-seed generation process in SOLID, illustrated through examples
and prompts, alongside a summary of intent-aware dialog generation leveraging these self-seeds.
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