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Abstract

Facilitating financial technology with the large-
language model (LLM) has been developing
in recent years. To address the challenges in
one of the biggest world-wide markets, China,
Chinese-expertise financial LLM has also been
studied. The related works focus on conven-
tional NLP tasks in finance, while developing
LLM for specific tasks is also required. Be-
sides, in the credit loan business, the exist-
ing AI-based approaches are largely related to
“Credit” like Credit rating and Fraud predic-
tion, while credit product customization is still
missing. In China, “Inclusive Finance” and
“Rural Finance” become two hot topics that
raise critical challenges in flexibly customiz-
ing credit products to meet the variable fund
requirements of small & micro businesses, indi-
vidual businesses, and agricultural businesses
of local character. In this paper, the credit
product customization is studied by develop-
ing an LLM-based financial AI assistant for the
credit loan business. It is proposed to satisfy
the business requirements of customer counsel-
ing, recommendation, and question-answers re-
garding credit loans. The proposed LLM is de-
veloped by Chinese prompt data automatically
constructed based on a small set of real-world
credit products. The experiments demonstrate
its effectiveness in credit loan-related ability
while maintaining comparable performance in
conventional finance NLP tasks.

1 Introduction

With the development of large-language model
(LLM) technology, how to use LLM to empower
specific businesses in vertical domain has become a
research topic. In the financial domain, inspired by
the excellent reading&comprehension ability and
open-domain question answering ability of LLMs,
using LLM in the financial domain to empower
financial businesses and improve work efficiency
has received increasing attention.

Developing LLM in the financial domain in-
volves using pre-trained general-domain models
as the foundation model, conducting continuous
pre-training on finance-domain data, and super-
vised training on various downstream task datasets
related to finance business. These downstream
tasks generally include text classification (Ashtiani
and Raahemi, 2023; Ma et al., 2023), sentiment
analysis (Fazlija and Harder, 2022), entity recog-
nition (Shah et al., 2023; Zhang and Zhang, 2023;
Zhang et al., 2023c), event detection (Xia et al.,
2023; Zhan et al., 2023), document summariza-
tion (Li et al., 2023a; Hasan et al., 2023) and re-
port generation (Yepes et al., 2024; Yan and Zhu,
2022) in the specific implementation of financial
business. Generally speaking, large-scale general-
domain models have basic abilities in solving com-
mon finance-related NLP tasks because of their
high model capacity and complexity. However, for
complex financial business requiring high accuracy,
it is necessary to develop LLM specialized for the
financial domain.

Early financial LLM is developed under the
English context, using English financial data to
fine-tune the general-domain foundation model,
such as BloombergGPT (Wu et al., 2023), Fin-
GPT (Yang et al., 2023a; Zhang et al., 2023b,a;
Wang et al., 2023), and PIXIU (Xie et al., 2023,
2024). In the Chinese context, some research
work is dedicated to develop financial LLM based
on Chinese financial data, such as BBT-Fin (Lu
et al., 2023), XuanYuan (Zhang and Yang, 2023b,a;
Zhang et al., 2023d), Cornucopia (Yu, 2023), DISC
FinLLM (Chen et al., 2023), and CFGPT (Li et al.,
2023b, 2024). These LLMs have achieved excel-
lent performance in various tasks in the financial
domain, demonstrating the feasibility of empower-
ing financial companies in the Chinese context. In
terms of specific financial business, there are few
LLM works studied while they are usually used as
certain applications developed by internal data.
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This paper focuses on LLM in credit loan busi-
ness in the Chinese context. From the perspective
of machine learning, the research of credit business
can generally be divided into two aspects: “Credit
Estimation” and “Loan Product Design”. “Credit
Estimation” estimates customers’ loan repayment
ability, including credit rating prediction (Song
et al., 2023; Agosto et al., 2023), default predic-
tion (Song et al., 2023; Yan et al., 2025), and
fraud identification (Gandhar et al., 2024); while
“Loan Product Design” focuses on the actual needs
of customers, including product recommendation,
product-customer matching, and credit products
personalization. Currently, China’s finance is ac-
tively developing “Inclusive Finance” and “Rural
Finance” to empower the physical industry with
finance and benefit the whole society. On this
basis, for diversified and non-standard customer
needs (such as “funding needs for local charac-
teristic agricultural products”), credit business is
more reflected in personalized customization of
credit products. Unlike existing works, this pa-
per focuses on using LLM to diversified person-
alized credit business customization. By a few
data of credit products, the instruction-following
data of credit business is automatically constructed,
covering four kinds of downstream tasks: credit
product counseling, product-customer matching,
credit product recommendation and credit knowl-
edge Q&A. Meanwhile, we uses the foundation
LLM pretrained on Chinese finance-domain as the
base model to further develop a finance AI assistant
for credit business, named CreditLLM.

The contributions of this paper are three folds,

• A categorization framework of customer com-
munication for credit business is proposed,
where four kinds of downstream tasks are
covered: credit product counseling, product-
customer matching, credit product recommen-
dation, and credit knowledge Q&A;

• A large-scale instruction-following data is au-
tomatically constructed by a few real-world
credit product data, which is used to develop
LLM with the credit loan-related ability;

• A finance AI assistant for credit loan business
is developed, which verifies the feasibility of
developing LLM with specific business capa-
bilities by a few real-world data.

2 Literature Review

Nowadays, with the success of pre-trained lan-
guage models (PLM), expanding the capabilities
of PLM by large scale setting has become a new
research hotspot. The generative pre-trained trans-
former (GPT) has been publicly released and its
excellent reading comprehension and question an-
swering interaction capabilities further mark the
LLM as a new milestone in language model re-
search. Today, existing LLMs (OpenAI, 2021b,a)
demonstrate their exceptional natural language un-
derstanding (NLU) capabilities guided by instruc-
tions without further training.

The outstanding ability of LLMs in NLG has
also attracted the attention of research in the fi-
nancial domain. As a pioneering work of LLM
in the financial domain, Bloomberg, the world’s
largest financial information company, proposed
the first financial LLM BloombergGPT (Wu et al.,
2023), which is trained based on various finan-
cial data to develop universal NLP ability in the
financial domain. Subsequently, InvestLM (Yang
et al., 2023b), which focused on investment-related
capabilities, was proposed to explore the fully
fine-tuning approach in the construction of finan-
cial LLM. By fine-tuning LLM with instruction-
following data, its ability in domain transfer learn-
ing has been validated. For instance, FinGPT (Yang
et al., 2023a; Zhang et al., 2023b,a; Wang et al.,
2023) and PIXUE (Xie et al., 2023, 2024) worked
on constructing financial LLM based on instruction-
following data. In the Chinese context, research
of the Chinese financial LLM has also received at-
tention. In the Q&A scenario, XuanYuan (Zhang
and Yang, 2023b,a; Zhang et al., 2023d) achieves
high-level model performance in the general and
financial fields, while Cornucopia (Yu, 2023) fur-
ther improves causal inference related to finance.
CFGPT (Li et al., 2023b, 2024) uses the large vol-
ume of Chinese financial data to further train on the
basis of InterLM (Cai et al., 2024), enhancing the
ability of financial LLMs in various tasks related
to the financial domain.

3 Instruction-Following Data of Chinese
Credit Loan Business

3.1 Seed Data of Credit Loan Product

Seed data of credit loan products is collected from
credit services regarding “Inclusive Finance” and
“Rural Finance” in the websites of nine domestic
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banks, resulting 238 credit products 1. The credit
products and their classification are shown in Fig-
ure. 1. Noted that, there are slight differences in
the organization and expression of credit product
information between different banks. Therefore,
based on the product information, this paper further
structures the details of credit products, extracts the
aspect information of each credit product, and en-
sures that each product includes a fixed number of
module information. The structured modules de-
signed in this paper include: Product introduction,
Applicable objects and requirements, Loan Limit,
Interest rate, Guarantee, Scope of loan usage, Loan
Term, Lending and Repayment.

Figure 1: Numbers of credit products collected from
different banks.

For detailed information on each aspect of the
product, this paper further extracts key-value pairs
from its text as the possible attributes and their
values. For example, in the product information
segment “This credit product requires that the enter-
prise applying for a loan must meet the operating
time of at least three years and the annual sales
revenue exceeds 10 million”, the Aspect / Attribute
/ Value of this segment are “Applicable objects and
requirements” / “Operating time” / “Three years”,
and “Applicable objects and requirements” / “An-
nual sales revenue” / “10 million”. In different
credit products, the same product aspect may con-
tain different attributes. Therefore, in this paper,
there are no specific restrictions on the types and
quantities of aspect attributes, which ensures the
diversity and universality of credit product.

1The data collection period is from October 1, 2024 to Oc-
tober 7, 2024. To avoid comparison, this paper omits specific
bank names and uses only numbers to refer to them

3.2 Hierarchical Categorization of Customer
Communication

In order to better model the functionality of LLM,
this paper categorizes customer communication
of the credit business hierarchically in Figure 2.
Firstly, based on whether customer inquiries
involve specific credit products, inquiries will
be divided into “Specific credit products” or
“Non-specific credit products”. Secondly, in the
“Specific credit product”, inquiries will be divided
into “Product counseling" that does not involve
customer information and “Product-customer
matching” that involves customer information. For
the category of “Non-specific credit products”,
inquiries are divided into “Credit product recom-
mendations” and “Credit knowledge Q&A” based
on whether they involve credit product content. In
summary, all customer inquiries are divided into
10 subcategories as follows:

Credit Product Counseling Product Counseling
is a common part of the customer service business,
generally divided into intelligent customer service
and manual customer service. This paper focuses
on the intelligent customer service part, focusing on
the Q&A scenarios related to product information.

1) Product-based Question Answer. Credit prod-
ucts usually have a large number of information
elements, and sometimes the corresponding infor-
mation is complex to ensure correct information
transmission, making it easy for customers to forget
after reading or requiring a second reading to con-
firm. Therefore, customer Q&A for product infor-
mation is a basic function for AI assistants. Based
on the information about the aspects of the credit
product, the corresponding single round Q&A data
is designed to simulate the communication scenario
between customers and customer managers.

2) Product Information Completion. Each credit
product is typically designed for a specific cus-
tomer group, so the product information of a credit
product usually uses multiple information elements
to describe the characteristics of the customer
group and is connected by specific parallel con-
ditions (and / or / not). Customers usually need to
confirm multiple times whether they meet the cor-
responding necessary conditions or non-necessary
conditions. Therefore, the completion function
for product information can enable AI credit assis-
tants to help customers quickly understand product
content, further confirm their own needs, and find



144

Specific

Product

Non-Specific

Product

Credit Product

Recommandation

Professional

Knowledge Q&A

Product-

Customer

Matching

Product

Counselling

Q&A

Completion
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Product

Aspect

Aspect

Attribute

Product

Aspect

Keyword

What is the loan limit of this credit product?

What other requirements are there for the
admission of this credit product besides a
credit rating of A- or above?

Can the loan target of this credit product be
small and micro business owners?

Does my business meet the admission
requirements for this credit product if it has
been in operation for more than 3 years

Please recommend me a credit product that
uses pure credit guarantee.

Please recommend a credit product that meets
the admission criteria for enterprises with an
annual income of less than 10 million yuan

Please recommend a credit product for me
that can be used to purchase a tractor.

Credit-related

Other Finance

What is the individual housing loan?

What are the four biggest banks in China?

Customer

Communication

Comparison
Do two credit products above have the same
requirements for the consumers?

Figure 2: Categorization of credit product-related customer communication and the corresponding examples.

suitable credit products.
3) Similar Product Comparison. The content of

credit products may involve complex professional
terminology and multiple similar but not identical
language expressions, so customers also have the
need to compare multiple similar credit products.
Based on the modules of credit products and the at-
tribute information they may contain, we construct
the pair data between “different” and “same” sim-
ilar products through pre-defined rules that main-
taining semantic and invariant changes, simulating
the scenario of customers consulting and compar-
ing multiple similar credit products.
Product Customer Matching Matching the credit
product with the customer’s needs. Determining
whether existing credit products can meet customer
needs is one of the most common tasks in commu-
nication with customers in the credit business.

4) Product Aspect-level Matching. The content
of credit products is structured and usually con-
tains several aspects, such as available credit limits,
terms, and scope of application. Customers usually
start by matching their own conditions and needs
with these aspect information of the credit prod-
uct. For example, the match between the available
loan limit of the credit product and the loan limit
required by the customer can be directly judged by
comparing in numerate form.

5) Aspect Attribute-level Matching. In addition
to matching basic product modules with customer
information, some module information may
contain complex and diverse attribute information.
These attribute information may have multiple
logical relationships, such as multiple parallel
relationships, multiple subdivision points with
specific numerical requirements, etc. Based on
the structured information of each module of
credit product information, this paper extracts
the attributes and corresponding values con-
tained therein as possible matching key points
and generates corresponding floating values
according to rules to simulate the actual situation
of diverse customers in product customer matching.

Credit Product Recommendation The ability to
recommend credit products that best meet customer
needs is one of the key functions of conducting the
credit business.

6) Keyword-based recommendation. When cus-
tomers have preliminary loan ideas, they usually
look for loan products that can meet their spe-
cific needs. For example, “Are there any spe-
cial credit products related to agricultural green-
houses?”. This paper extracts noun part of speech
phrases and corresponding dependency relation-
ship phrase sets based on the text of credit product
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content, which serve as the main topic keywords
for customer questions, and constructs correspond-
ing query response data. This data is in financial
domain used to simulate the scenario where cus-
tomers use the specific vocabulary to search for AI
assistants to recommend relevant credit products.

7) Product Aspect-based Recommendation. The
modules that customers use to retrieve credit prod-
uct information typically include loan amount, loan
term, guarantee method, applicable objects, etc.
Based on these product modules, this paper also
designs the recommendation needs of potential cus-
tomers who meet or do not meet their relevant re-
quirements, simulating the scenario of customers
seeking suitable credit products based on product
module related situations.

8) Aspect Attribute-based Recommendation.
Similarly to 4), this paper focuses on the complex
attribute information contained in the modules
of credit products, generates the corresponding
floating values based on rules, and simulates the
scenario where customers seek suitable credit
product recommendations based on specific
module attribute related information.

Credit Knowledge Q&A. In addition to under-
standing credit products, customers also have real-
time access to credit related knowledge in order to
better describe their needs and read and understand
the differences between different credit products.

9) Loan-related Q&A. Searching for knowledge
and professional terminology related to the credit
business is a scenario that directly responds to the
real-time communication and interaction of cus-
tomers in the credit business process. This paper ex-
tracts relevant content on professional terminology
from Chinese textbooks related to credit as (profes-
sional terminology, explanation) pairing data. The
“response explanation based on professional termi-
nology” and “response professional terminology
based on the user query” are converted into single
round Q&A data, thus simulating customer chat
dialogue scenarios related to credit knowledge.

10) Finance-domain Q&A. In the financial
domain, there is a certain correlation between
various financial businesses, and conversations
related to the credit business may also involve
other businesses in the financial domain. Based on
the NLP data set related to the Chinese financial
domain, this paper uses a general prompt word
engineering method to construct instruction data
for basic tasks in the financial domain, as well

Figure 3: Numbers of Prompts and their data sources.

as open domain Q&A data related to finance,
to simulate chat dialogue scenarios in which
customers discuss other financial knowledge.

Based on the ten types of customer communica-
tion questions defined above, this paper generates
a total of 52,751 training data from the text con-
tent of 238 credit products by defining a series of
manually designed rules (as shown in Table. 1).
The statistics for each type of customer question
are shown in Figure 3. For each type of customer
question, the corresponding prompts are designed.

# of credit product 238
Avg. # of tokens per credit product 233
# of prompt data 52,751
Avg. # of prompts generated per credit product 222

Table 1: The data of credit products and prompts.

The quality of the LLM prompt determines the
accuracy and reliability of the generated results.
The high-frequency words in the question and an-
swer parts of the prompt words in this paper are
shown in Figure 4.

4 Applying Financial LLM to Credit
Loan Business

4.1 LLM-based Credit AI Assistant
In this work, the proposed approach focus on the
Chinese financial large-language model to build
an AI assistant, CreditLLM, for credit business
communication. It focuses on personalized prod-
uct counseling, matching, recommendation, and
knowledge Q&A according to customer needs.
CreditLLM’s workflow includes three parts: ques-
tion classification, prompt word generation, and
large language model call (as shown in Figure 6).
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I. Query part

II. Response part

Figure 4: WordClouds of high-frequency words in the
instruction-following data regarding credit business.

According to the customer’s question, the system
first classifies it and calls the corresponding large-
language model generation strategy. For the credit
product information that may be involved in the
customer’s question, the CreditLLM proposed in
this paper calls the retrieval augmentation func-
tion based on (a) whether external dynamic data
are needed to call retrieval augmentation and (b)
whether numerical calculation judgment is needed
to call manual rules for numerical operation. In
the modeling of this paper, in customer questioning
tasks, recommend relevant questions (5-7). By de-
fault, the retrieval enhancement function is called
to embed the most relevant retrieved results (Top-
K) that match the customer’s query into the prompt,
thereby improving the coverage of the results gen-
erated by LLM. In addition, for questions (4, 6,
7) that may contain numerical values, the system
first extracts key-value pairs from the query text,
normalizes them, and embeds them into the prompt
instruction, thus improving the accuracy of the re-
sults generated by LLM.

CreditLLM uses the same architecture of the
foundation LLM specialized on Chinese finance
domain and further develops it using 50k origi-
nal credit business-related training data. It also
adopts a two-stage approach for domain knowl-
edge reinforcement and downstream task capability
training, thereby minimizing data resource require-
ments. The optimization strategy is to use exist-
ing pre-trained financial domain-related LLM as
a base, continuously pre-training based on finan-
cial domain data and credit related data (and mix
supervised optimization stage data), and then use
mixed financial domain and credit related data for
supervised optimization.

LLM

Query
Classification

User Query

RAG

Vector DB Doc DB

Prompt
Engineering

CreditLLM

Response

Figure 5: System Workflow of LLM-based AI Assistant
for credit business.

4.2 Concept Aligning of Credit Knowledge

In the continuous pre-training phase (CPT), this pa-
per conducts the pre-training of the base model on
data that reinforces the credit concepts, while mix-
ing some of data from the next stage in advance to
improve the performance of the model in the next
stage. As the base model used has been fine-tuned
on data of the Chinese financial domain, in the con-
cept alignment stage, only financial basic data and
credit concept data need to be mixed to strengthen
the connection between credit knowledge and other
financial knowledge. Therefore, the pre-training
data in this section include financial domain data
(FinCorpus (Zhang and Yang, 2023b), 20k random
samples), credit related textbook data (3k samples),
and credit business data (20% of CreditData, au-
tomatically generated in this paper, 10k random
samples). The batch size, the learning rate and
number of epochs are set to 16, 5e-6 (10 times
lower than the CPT stage learning rate of the base
model CFGPT), and 1. The training is run on an
NVIDIA A100-80G GPU.
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FinCorpus

CFDataCOIG-CQIA

Credit Concept Alignment
Continual Pre-Training

CreditLLM

Credit-related
Prompt Engineering

CFGPT

General-Doman
Prompts

Chinese-Finance
Prompts of BaseLLM

Finance-Domain
Corpus

Credit Business Task 
Supervised Fine-Tuning

Chinese-Finance
BaseLLM

Credit-related
Ontology

CreditData

Figure 6: Developing Workflow of LLM-based AI As-
sistant CreditLLM for credit business.

4.3 Instruction-tuning of Credit Business
After completing the concept alignment, this pa-
per uses the aligned model in Sec. 4.2 to perform
supervised training on instruction-following data
of credit business. Similarly to the CFGPT tuning
strategy, in this section, the fine-tuned data is com-
posed of a mixture of general- and finance-domain
data, and QLoRA (Dettmers et al., 2024) is used for
supervised fine-tuning (SFT). The fine-tuning data
consists of general-domain Chinese dialogue data
(COIG-CQIA data (Bai et al., 2024), 30k random
samples), financial domain data (CFData (Li et al.,
2023b), 3k samples), and credit-related data (Cred-
itData, automatically generated in this paper, 50k
samples). The batch size, learning rate, and number
of epochs are set to 16, 2e-5 2, and 1. The model is
tuned and trained on an NVIDIA A100-80G GPU.

5 Experiment

5.1 Data and Evaluation Metrics
We split the CreditData into training / validation
/ testing sets by 16:1:3, resulting 42,208 / 2,638 /
7,915. During training, the sampling method en-
sures that each batch of data contains at least 20%
instruction data from CFData (repeated sampling
is allowed), thereby ensuring that the base model
CFGPT of CreditLLM trained with similar CFData
data reduces degradation or forgetting, and contains
at least 10% instruction data from COIG-CQIA to

210 times smaller than the SFT stage learning rate of the
base model CFGPT.

maintain the understanding ability of LLM for in-
structions. For fixed-option responses generated by
the model, the generated response is first converted
into corresponding labels according to pre-defined
rules as prediction labels. The F-1 measurement is
calculated as the evaluation score. For open-ended
responses generated by the model, the generated
and the ground-truth responses are encoded as lan-
guage embedding by a language model BGE (Xiao
et al., 2023), and the cosine similarity is calculated
as the evaluation score.

5.2 Experimental setting and baselines
The benchmark model involved in this experiment
and the CreditLLM proposed in this paper were
trained or inferred on the same server. One epoch
of training took 9 hours. As a comparison, the pro-
posed CreditLLM will be compared in performance
with XuanYuan (6B), CFGPT (SFT-7B Full),
and CFGPT (SFT-7B LoRA). The goal is to ver-
ify whether new business capabilities can be fur-
ther developed on the basis of pre-trained financial
models with a few data. Thus, the parameters of
the baselines are kept frozen. Besides, this experi-
ment further evaluates the performance impact of
the fine-tuning data used in this paper. Specifi-
cally, CreditLLM fine-tuned by different data are
divided into three versions: i) Sub-domain Corpus:
developing by only credit related data, ii) +Domain
Corpus using credit-related data and Chinese finan-
cial data (Li et al., 2023b), and iii)+Sub-domain
Ontology using credit-related data, Chinese finan-
cial data (Li et al., 2023b), and textbook data of
concept ontology related to credit loan.

5.3 Comparison with Baselines
Fixed-option Response For credit business associ-
ated with fixed-option responses, the task includes
Counseling-Similar product matching (Compr.)
and Product-Consumer Matching-Section match-
ing (Sec.) and Attribute matching (Attr.). The
experimental results are shown in Table 2. It is ob-
served that in tasks with limited response content,
CreditLLM tuned on each kind of domain-specific
base LLM obtains the first or second best scores
in all tasks. It may indicate the positive effect of
multiple mixed vertical- domain data on the devel-
opment of new capabilities for LLMs.
Open-ended Response For credit business associ-
ated with open-ended response, the task includes
Counseling-Product query (Prod.) and -Product
completion (Cmpl.), Product recommendation-
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Model Counseling Matching Recommendation Knowledge Q&A
Prod. Cmpl. Cmpr. Sec. Attr. Kw. Sec. Attr. Loan Other

XuanYuan 0.543 0.475 0.363 0.402 0.439 0.619 0.680 0.649 0.646 0.515
->CreditLLM 0.466 0.476 0.362 0.428 0.455 0.644 0.696 0.690 0.667 0.512

CFGPT(Full) 0.426 0.399 0.371 0.399 0.429 0.497 0.446 0.531 0.528 0.437
->CreditLLM 0.457 0.463 0.364 0.419 0.539 0.726 0.723 0.749 0.447 0.466

CFGPT(LoRA) 0.302 0.277 0.346 0.408 0.535 0.474 0.465 0.497 0.313 0.347
->CreditLLM 0.350 0.263 0.355 0.419 0.539 0.501 0.519 0.505 0.337 0.372

Table 2: Performance evaluation of fixed-option and open-ended response tasks regarding Chinese credit loan
business. Each row of LLM baseline is followed with the CreditLLM developed based on it.

SFT Data Counseling Matching Recommendation Knowledge Q&A
Prod. Cmpl. Cmpr. Sec. Attr. Kw. Sec. Attr. Loan Other

Sub-domain Corpus 0.399 0.397 0.360 0.402 0.532 0.704 0.698 0.745 0.435 0.417
+ Domain Corpus 0.420 0.446 0.360 0.402 0.529 0.719 0.716 0.747 0.385 0.435

+ Sub-domain Ontology 0.417 0.463 0.364 0.419 0.539 0.726 0.723 0.749 0.447 0.466

Table 3: Performance evaluation of fixed-option credit-related Q&A. The upper section (above the dash line) shows
the results of models initialized with full-tuned parameters, while the bottom section (below the dash line) shows
the results of models initialized with LoRA-tuned parameters.

Keyword awareness (Kw.), Section awareness
(Sec.) and Attribute awareness (Attr.), and Credit
knowledge Q&A-Loan domain (Loan) and -Other
finance domain (Other). The experimental results
are shown in Table. 2. As observed, CreditLLM
shows significant improvement in credit-related
tasks compared to CFGPT (LoRA), achieving the
first or second best score in most open-ended re-
sponse tasks. The new capabilities possessed by
CreditLLM could support the effectiveness of de-
veloping domain-specific LLM with new business
capability by a few data in the same domain. In ad-
dition, the evaluation results also indicate that fully
fine-tuned LLM, such as XuanYuan, have more ad-
vantages in open-ended question response. A possi-
ble explanation could be that the higher proportion
of open-ended response generation tasks trained in
this LLM enhances generalization ability.

In summary, CreditLLM uses few data to de-
velop a subdomain business capability based on
domain-specific LLM while significant perfor-
mance is demonstrated (as shown in Table. 4).

5.4 Ablation Study

It is also observed that models that only use credit
data and Chinese financial data CFData for fine-
tuning (i.e., +Domain Corpus) have performance
lower than their base CFGPT (LoRA). This may indi-
cate that there is still room for further optimization
in the current training methods and the construction
of the instruction-following data. How to ensure

the effectiveness of the instruct-following data to
develop newly business ability is still opening.

CPT Data of (CreditLLM / Base LLM) 1.65%
SFT Data of (CreditLLM / Base LLM) 5.28%
Information Gain of CreditLLM 155.45%

Table 4: The comparison of data used for CreditLLM
and its Base LLM. “CPT” and “SFT” stand for “contin-
ual pre-training” and “supervised fine-tuning”.

6 Conclusion

A framework for developing credit business ca-
pabilities in the Chinese financial domain using
a large-language model is proposed in this paper.
The framework constructs a customer communi-
cation categorization of credit loan business and
the method of credit product structuration. Then,
with a few real-world credit products, the instruc-
tion fine-tuning data is automatically constructed
for developing the finance AI assistant for credit
loan business. However, the catastrophic forget-
ting of the original capability is still observed.
The possible directions for future research work
could include constructing large-scale instruction-
following data of credit loan products by Chat-
based LLM models and artificial templates, alle-
viating catastrophic forgetting, and editing LLM
memory of irrelevant content.
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A Appendix

A.1 Data
The training data used in both credit-related con-
cept alignment in continual pre-training (CPT) and
credit business tasking in supervised fine-tuning
(SFT) is shown in Table. 5.

A few instruction-following data of prompt-
ing CreditLLM in supervised fine-tuning stage is
shown in Fig. 7.

A.2 Performance on Base Model Benchmark
In terms of basic tasks in the original financial do-
main, this experiment also evaluated the model
performance of CreditLLM on CFBenchmark data.
The results are shown in Table 6. As observed,
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Stage Data Size
(×103) Content

CPT

FinCorpus (Zhang and Yang, 2023b) 20 Financial domain corpus
Credit-related Ontology (Ming and Dang, 2021) 3 Terminology of Credit Loan

CreditData (proposed) 10 Prompts of credit business

SFT

COIG-CQIA (Bai et al., 2024) 30 Prompts of general domain.
CFData (Li et al., 2023b) 3 Prompts of financial domain.

CreditData (proposed) 50 Prompts of credit business

Table 5: The data used in developing CreditLLM (CFGPT) by two-phrase fine-tuning.
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Figure 7: Examples of prompts constructed from the real-world credit loan products and the categorization hierarchy
proposed.

there is a certain degree of loss in some of the
original financial domain-related capabilities, but
the performance of CreditLLM is still within an
acceptable range on most basic tasks. The experi-
mental results reflect the proposed solution can de-
veloping new vertical business capabilities, while
still maintaining the original domain-related uni-
versal capabilities. However, it is still challenging
to reduce the catastrophic forgetting for developing
LLM with specific business ability.
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Model Entity Recognition Classification Generation
Company Product Section Event Sentiment Summarization Risk Suggestion

CFGPT (LoRA) 0.765 0.295 0.464 0.702 0.761 0.572 0.594 0.589
+CreditLLM 0.417 0.216 0.415 0.668 0.641 0.306 0.378 0.294

Sub-domain Corpus 0.311 0.187 0.443 0.651 0.645 0.334 0.301 0.368
+Domain Corpus 0.363 0.212 0.391 0.653 0.629 0.360 0.307 0.399

+Domain Ontology 0.417 0.216 0.415 0.668 0.641 0.306 0.378 0.294

Table 6: Performance evaluation of CFBenchmark-basic data.
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