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Abstract

This paper presents our contribution to the Fi-
nancial Document Causality Detection (Fin-
Causal) task 2025. The FinCausal challenge
centers on the extraction of cause-and-effect re-
lationships from financial texts written in both
English and Spanish. We introduce KULFi,
a novel Knowledge Utilization framework de-
signed to augment the capabilities of Large
Language Models (LLMs) by leveraging the
expertise of more advanced reasoning models.
Through the utilization of Teacher LLMs to
generate task-specific instructions, KULFi op-
timizes the performance of Student LLMs via
automated prompt optimization. We evaluate
the efficacy of KULFi on the Financial Doc-
ument Causality Detection Task, where Stu-
dent LLM achieves a similarity score compara-
ble to human-guided prompt optimization for
the same LLM, demonstrating significant im-
provements in causal reasoning performance.
Our results demonstrate that KULFi enables
effective knowledge transfer from more robust
models to less capable ones, as well as effi-
cient learning from training data, minimizing
the need for human input in prompt design and
enabling more precise causal analysis in finan-
cial contexts. Our system attained SAS and
Exact Match scores of 0.92 and 0.35 on the
English dataset, and 0.92 and 0.09 on the Span-
ish dataset, respectively. This framework has
far-reaching implications, with potential appli-
cations in enhancing decision-making across
complex financial environments.

1 Introduction

The Financial Document Causality Detection Task
(Moreno-Sandoval et al., 2025) focuses on deter-
mining the causes of changes in the financial en-
vironment to generate concise financial narrative
summaries. It evaluates how events or chains of
events lead to transformations in financial objects
within specific contexts. Participants were tasked

with identifying either the cause or effect for par-
ticular segments of text. The task consists of two
subtasks, one in English and one in Spanish, us-
ing datasets from UK and Spanish financial an-
nual reports to test the performance of multilingual
models. Different from earlier editions (Moreno-
Sandoval et al., 2023; Mariko et al., 2022) that
used extractive methods, the 2025 task redefines
the challenge as a generative AI problem, where
systems generate cause-effect responses, assessed
through exact match and similarity metrics.

Recently, the potential of LLMs to identify
causal relationships and perform reasoning within
natural language contexts has garnered signifi-
cant attention (Section 2). Existing work (LYU
et al., 2022) analyzes the approach of distin-
guishing between causal relationships (X → Y)
and their reverse (Y → X) by framing an input-
output learning task between the two variables.
While this approach is effective for many task-
specific models trained on input-output pairs, con-
tinued task-specific training may be impractical or
prohibitively expensive for these general-purpose
LLMs. In the era of Large Language Models
(LLMs), Knowledge Distillation (KD) (Xu et al.,
2024) is pivotal for transferring advanced capa-
bilities from powerful models to weaker models
on specific domains or tasks. This process mim-
ics a skilled teacher imparting knowledge to a stu-
dent, enhancing the performance of weaker models
through the expertise of stronger ones.

In this work, we present Knowledge Utiliza-
tion framework, KULFi, where a model with lim-
ited reasoning ability learns from a more capable
reasoning model, specifically targeting Financial
Causal Reasoning. Although not yet evaluated, this
framework has the potential to be generalized to a
wide range of tasks where prompt optimization or
knowledge transfer is required to enhance perfor-
mance.

mailto:neelesh.kumar.shukla@oracle.com
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2 Related Works

2.1 Causal Reasoning with LLM

Recent studies have investigated the causal reason-
ing capabilities of LLMs. (Shukla et al., 2023)
conducted an investigation of LLMs on FinCausal-
2023 task using RAG based Few-Shot learning
approach. (LYU et al., 2022) conducted a post-
hoc analysis using natural language prompts to
describe various potential causal narratives behind
X-Y pairs. Despite the advancements, some stud-
ies (Zečević et al., 2023) argue that LLMs often
function as "causal parrots," reiterating embedded
causal knowledge without deep causal understand-
ing. Overall, while numerous studies (Gao et al.,
2023; Kiciman et al., 2024; Jin et al., 2024; Chen
et al., 2024) acknowledge the strengths of LLMs
in causal reasoning tasks, they also emphasize per-
sistent limitations in reliably discerning causal re-
lationships.

2.2 Knowledge Distillation

(Gu et al., 2024) introduced MINILLM, a novel
approach using reverse KL divergence to help stu-
dent models focus on key distribution modes, im-
proving generative tasks’ reliability. (Latif et al.,
2024) demonstrated KD’s effectiveness in edu-
cational tasks by distilling BERT-based models
for automatic scoring, showing compact models’
performance parity with larger ones in resource-
constrained environments. (Xu et al., 2024) sur-
veyed KD’s role in compressing and self-improving
LLMs, noting techniques like data augmentation to
enhance training and make distilled models more
cost-effective. These studies underscore KD’s piv-
otal role in making LLMs more deployable while
maintaining performance. We employed teacher-
student learning to optimize prompts, enhancing
overall results.

3 Definition of Causality and Task
Dataset

3.1 Causality

The task defines causality as a relationship where
a cause triggers an effect. Causes may involve
agents or facts, while effects must be factual and
not based on expectations or projections. Causes
can be categorized as:

• Justification of a statement. (e.g., This is my
final report since I have been succeeded as

President of the Commission as of January 24,
2019).

• The reason explaining a result. (e.g., In Spain,
revenue grew by 10.8% to 224.9 million euros
due to increased cement volume and moderate
price hikes).

3.2 Dataset Description

The dataset consists of three parts: context, ques-
tion, and answer:

• Context: The original paragraph from the an-
nual reports.

• Question: It is formulated to find the other
part of the relationship, either the cause or the
effect. It will always be abstractive, meaning
it should reflect the content of the cause or ef-
fect being asked about, but not exactly match
the provided context. For example:

– Why did X (effect) happen?
– What is the consequence (effect) of X

(cause)?

• Answer: The answer will be the cause or ef-
fect previously questioned, extracted verbatim
from the text, making it extractive. If a com-
plex relationship appears (such as a causal
chain of three or more elements or a complex
relationship that is not a causal chain), a max-
imum of two questions will be asked.

The English dataset is drawn from various
2017 UK financial annual reports provided by the
UCREL corpus at Lancaster University. The Span-
ish dataset is compiled from Spanish financial an-
nual reports spanning 2014 to 2018. These datasets
are aligned in both languages to facilitate multilin-
gual model testing.

4 Initial Approach

4.1 Baseline: Default Prompt

The default prompt includes the definitions of
causality and dataset, as specified in sections 3.1
and 3.21. Additionally, it incorporates the Persona
and Task outlined below.

Persona: You are an expert in identifying causal
relationships in financial reports.

1https://www.lllf.uam.es/wordpress/fincausal-25/fnp-
2025/
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Figure 1: KULFi Framework

Figure 2: Auto Task Alignment: LLM as Optimizer

Task: You will be provided an original para-
graph from the annual reports as ’CONTEXT’ and

’QUESTION’ which is formulated to find the other
part of the relationship, either the cause or the
effect.

Input
CONTEXT: %s
QUESTION: %s
ANSWER:

4.2 Data Analysis and Human-Guided
Alignment Prompt

A manual review of the dataset confirmed that the
ground truth answers were extractive. While the
LLM-generated answers were similar to the ground
truth, they were not extractive in nature. To bet-
ter align the answers, we incorporated additional
manual instructions to make the task explicitly ex-
tractive and review the answer post generation.

Additional Instruction: Your task is to extract
an ’ANSWER’ directly from the provided CON-
TEXT. The ’ANSWER’ must be a verbatim excerpt

from the CONTEXT, meaning it should not be para-
phrased or altered in any way. This is an extractive
task. After extraction, review the ’ANSWER’ to en-
sure it exactly matches the wording in the original
text, without any modifications.

5 KULFi Framework

While human-guided prompt engineering improves
LLM performance, it requires domain-specific ex-
pertise, making it labor-intensive, dataset-specific.
Fine-tuning LLMs on the given training data re-
quires substantial computational resources, which
can be a significant barrier for smaller teams and
limited budgets. Fine-tuned models also risk lim-
ited adaptability to new information and may suffer
from catastrophic forgetting (Luo et al., 2024).

An alternative approach could be automatic
prompt optimization using training data, which
reduces both cost of training LLM and human
involvement in designing prompts. Our prelimi-
nary analysis shows that some LLMs possess inher-
ently stronger reasoning abilities than others. We
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Figure 3: Alignment Instructions Generated by LLM as Optimizer

present KULFi—Knowledge Utilization for Opti-
mizing LLMs, an automated framework (Figure 1)
that employs Prompt Optimization using a Teacher-
Student model. The Teacher refines prompts based
on the Student’s performance, iteratively enhancing
output quality. Its functions as follows:

• The Student LLM harnesses the reasoning
abilities of the Teacher LLM via Chain-of-
Thought (CoT) generation, (Auto CoT Trans-
fer).

• The Teacher LLM generates task-specific in-
structions, functioning as an optimizer to
align the Student LLM with task requirements
(Auto Task Alignment).

Optimized prompt instructions were generated
as outlined in the following sections and added to
the default prompt (Section 4.1) for the Student
LLM.

5.1 Auto CoT Transfer
Chain-of-thought (CoT) prompting enables com-
plex reasoning through intermediate steps (Wei
et al., 2023). The Teacher LLM was provided with
training examples <Context, Question, Answer>
and default prompt (Section 4.1), with added in-
structions to generate and then summarize CoT for
each example

Prompt Instruction for generation of CoT:
Please explain your chain of thought to reach to
the answer. We want to convert that to a framework

which can help improve weaker LLMs.
CHAIN OF THOUGHT:

Chain of Thought Instructions Generated by
Teacher LLM:

Follow step-by-step approach that involves:
1. Identifying key elements: Recognize the key

elements in the context, such as the cause and ef-
fect.

2. Determining the question type: Determine
whether the question is asking for a cause or an
effect.

3. Locating the causal relationship: Find the
sentence or phrase that describes the causal rela-
tionship between the cause and effect.

4. Extracting the answer: Extract the relevant
information from the context that answers the ques-
tion, ensuring it is a verbatim excerpt.

5. Verifying the answer: Review the extracted
answer to ensure it matches the original text and
logically answers the question.

5.2 Auto Task Alignment using LLM as
Optimizer

We propose leveraging LLMs as optimizers (Figure
2) ,with the optimization task described in natural
language, similar to the approach of (Yang et al.,
2024). In each iteration, the Student LLM is given
training examples in the form <Context, Question,
Answer> and generates an answer using the de-
fault prompt. The Teacher LLM then evaluates the
generated answer against the ground truth based
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Model Approach SAS EM ROUGE-L Dataset
Command R+ Default Prompt 0.765 0.009 0.515 EN-Practice
Command R+ Default Prompt + Human Alignment 0.887 0.218 0.814 EN-Practice
Command R+ Default Prompt + KULFi Framework 0.880 0.079 0.766 EN-Practice
Command R+ Default Prompt 0.767 0.009 0.422 ES-Practice
Command R+ Default Prompt + Human Alignment 0.859 0.079 0.778 ES-Practice
Command R+ Default Prompt + KULFi Framework 0.845 0.04 0.700 ES-Practice
Command R+ Default Prompt 0.766 0.002 0.477 EN-Test
Command R+ Default Prompt + Human Alignment 0.885 0.174 0.814 EN-Test
Command R+ Default Prompt + KULFi Framework 0.878 0.072 0.771 EN-Test
Command R+ Default Prompt 0.770 0.004 0.466 ES-Test
Command R+ Default Prompt + Human Alignment 0.895 0.094 0.810 ES-Test
Command R+ Default Prompt + KULFi Framework 0.885 0.048 0.736 ES-Test
Command R+ Default Prompt 0.754 0.002 NA EN-Eval
Command R+ Default Prompt + Human Alignment 0.876 0.144 NA EN-Eval
Command R+ Default Prompt + KULFi 0.853 0.064 NA EN-Eval
Command R+ Default Prompt 0.772 0.002 NA ES-Eval
Command R+ Default Prompt + Human Alignment 0.899 0.059 NA ES-Eval
Command R+ Default Prompt + KULFi Framework 0.879 0.044 NA ES-Eval

Table 1: Results of Command R+ (Student LLM) on English (EN) and Spanish (ES) datasets, where the KULFi
framework achieves performance comparable to human-guided prompts.

on the objective function and provides alignment
instructions. These prompt instructions serve as
pseudo-weights, which the Teacher LLM optimizes
in each iteration to optimize the objective function.

Optimizer Prompt and Objective Function
1. Evaluate both the SYS_ANSWER and AC-

TUAL_ANSWER based on semantic similarity and
exact match metrics.

2. Provide detailed instructions to ad-
just the SYS_ANSWER to align with the AC-
TUAL_ANSWER, taking into account the CON-
TEXT and QUESTION, and ensuring the system’s
response optimizes these metrics.

We used 100 randomly selected training exam-
ples and performed iterations over them. Figure 3
shows the answer alignment instructions generated
by the optimizer, or Teacher LLM.

6 Experiment Setup

We utilized the Llama3.1-405B2 and Cohere Com-
mand R+3 models, available as OCI GenAI Ser-
vices offerings4. For both models, the temperature
and frequency penalty were set to 0.0, and the top-
p value was set to 0.95, with all other parameters

2https://ai.meta.com/blog/meta-llama-3-1/
3https://docs.cohere.com/v2/docs/command-r-plus
4https://www.oracle.com/in/artificial-

intelligence/generative-ai/generative-ai-
service/features/#models

left at their default values. Llama3.1-405B demon-
strated superior performance with default prompts
(Table 1, 2), and was selected as the Teacher model
to guide Command R+ within the KULFi frame-
work. To prepare the dataset, we randomly selected
25% of the training dataset as a test set. The ap-
proach was further evaluated on the organizers’
practice and evaluation datasets. Metrics included
exact matching, semantic similarity (SAS). We also
used ROUGE-L (Lin, 2004) for assessing extrac-
tiveness using the longest common subsequence
(LCS), providing a more suitable alternative to Ex-
act Match.

7 Results Discussion and Error Analysis

Using the KULFi framework, the performance of
the Student LLM, Command R+, consistently out-
performed the default prompt and matched the
performance of human-guided prompts (Table 1).
This underscores the effectiveness of KULFi’s au-
tomated prompt instruction generation approach.
The Llama3.1-405B model performed well with the
default prompt, and its performance improved fur-
ther with human-guided prompt engineering (Table
2).

With a similarity score of approximately 92%,
the system exhibits robust performance, with errors
primarily concentrated in specific cases. A detailed
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Model Approach SAS EM ROUGE-L Dataset
Llama 3.1 405B Default Prompt 0.872 0.039 0.773 EN-Practice
Llama 3.1 405B Default Prompt + Human Alignment 0.916 0.287 0.870 EN-Practice
Llama 3.1 405B Default Prompt 0.875 0.03 0.751 ES-Practice
Llama 3.1 405B Default Prompt + Human Alignment 0.862 0.069 0.797 ES-Practice
Llama 3.1 405B Default Prompt 0.887 0.010 0.785 EN-Test
Llama 3.1 405B Default Prompt + Human Alignment 0.924 0.258 0.886 EN-Test
Llama 3.1 405B Default Prompt 0.891 0.004 0.767 ES-Test
Llama 3.1 405B Default Prompt + Human Alignment 0.910 0.116 0.859 ES-Test
Llama 3.1 405B Default Prompt 0.884 0.014 NA EN-Eval
Llama 3.1 405B Default Prompt + Human Alignment 0.924 0.353 NA EN-Eval
Llama 3.1 405B Default Prompt 0.893 0.008 NA ES-Eval
Llama 3.1 405B Default Prompt + Human Alignment 0.922 0.090 NA ES-Eval

Table 2: Performance of LLama 3.1-405B (Teacher LLM) on Practice, Test, and Evaluation Datasets in English
(EN) and Spanish (ES).

Question Context Actual Answer System An-
swer

SAS Error Analysis

What helps
ensure
that the
selected can-
didates bring
diverse per-
spectives?

Non-Executive Directors are ap-
pointed to the Board following a
formal, rigorous and transparent
process, involving external re-
cruitment agencies, to select in-
dividuals who have a depth and
breadth of relevant experience,
thus ensuring that the selected
candidates will be capable of
making an effective and relevant
contribution to the Group.

Non-Executive
Directors are
appointed to the
Board following
a formal, rigorous
and transparent
process, involving
external recruit-
ment agencies, to
select individuals
who have a depth
and breadth of
relevant experience

a depth and
breadth of
relevant
experience

0.3 The predicted answer is
incomplete, providing
only part of the sentence.
The full answer, which
includes details on the
appointment process,
may be truncated by
the system or lacks the
subject (Non-Executive
Directors) for context

What does
the eval-
uation
conducted
by the
Committee
entail?

The main responsibilities of the
Committee, in relation to nom-
ination, are: evaluating the cur-
rent balance of skills, experi-
ence, independence and knowl-
edge of the Board and within the
senior management team and, in
light of this evaluation, prepar-
ing a description of the role and
capabilities required for particu-
lar appointments

preparing a descrip-
tion of the role
and capabilities re-
quired for particu-
lar appointments

evaluating
the current
balance
of skills,
experience,
indepen-
dence and
knowledge
of the Board
and within
the senior
manage-
ment team

0.55 In this case, we believe
the system provides the
correct output, includ-
ing the necessary evalua-
tion components that the
ground truth lacks.

What is
the reason
behind the
importance
of drawing
directors
from the
widest talent
pool?

Board composition I believe that
a board sets the tone for the
entire business that it governs.
This is why it is so important
that the directors are drawn from
the widest talent pool, best re-
flecting our society, as well as
bringing the right mix of skills,
diversity and experience

I believe that a
board sets the tone
for the entire busi-
ness that it governs

so that the
directors
best reflect
our society,
as well as
bring the
right mix
of skills,
diversity and
experience

0.45 The system’s predicted
answer is partially correct,
while the ground truth
provides fuller reasoning
("sets the tone for the en-
tire company"). This may
indicate the system’s lim-
ited grasp of causal rea-
soning in case of alter-
native or supplementary
causes.

Table 3: Error Analysis of Examples with Low Similarity Scores
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error analysis (Table 3) reveals that errors mainly
arise from responses that are either overly detailed
or incomplete, often omitting key causal elements
in cases with multiple causes and trasitive causes.
Additionally, some inconsistencies are attributed to
inaccuracies within the ground truth data.

Limitations

The dataset in this study primarily consists of brief
contexts, generally limited to 2-3 sentences. Fu-
ture research could investigate how reasoning per-
formance is affected with longer contexts. We
observed that LLMs exhibit limited capability in
capturing complex causal reasoning, especially in
cases involving transitive causation or multiple
causal relationships. Although our optimizer is the-
oretically expected to surpass few-shot examples
in effectiveness, it is unlikely to reach the perfor-
mance level of supervised fine-tuning (SFT). Given
SFT’s high computational costs, it was excluded
from this study, though it remains a promising di-
rection for future exploration.

Ethical Considerations

This research emphasizes ethical considerations by
basing all claims on experimental results, ensur-
ing transparent documentation of methodologies,
and sourcing datasets ethically with the necessary
permissions.
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