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Abstract

This paper investigates the use of large lan-
guage models (LLMs) for financial causality
detection in the FinCausal 2025 shared task, fo-
cusing on generative and multilingual question
answering (QA) tasks. Our study employed
both generative and discriminative approaches,
utilizing GPT-4o for generative QA and BERT-
base-multilingual-cased, XLM-RoBerta-large,
and XLM-RoBerta-base for multilingual QA
across English and Spanish datasets. The
datasets consist of financial disclosures where
questions reflect causal relationships, paired
with extractive answers derived directly from
the text. Evaluation was conducted using Se-
mantic Answer Similarity (SAS) and Exact
Match (EM) metrics. While the discrimina-
tive XLM-RoBerta-large model achieved the
best overall performance, ranking 5th in En-
glish (SAS: 0.9598, EM: 0.7615) and 4th in
Spanish (SAS: 0.9756, EM: 0.8084) among 11
team submissions, our results also highlight
the effectiveness of the generative GPT-4o ap-
proach. Notably, GPT-4o achieved promising
results in few-shot settings, with SAS scores
approaching those of fine-tuned discriminative
models, demonstrating that the generative ap-
proach can provide competitive performance
despite lacking task-specific fine-tuning. This
comparison underscores the potential of gen-
erative LLMs as robust, versatile alternatives
for complex QA tasks like financial causality
detection.

1 Introduction

The increasing complexity of financial documents
necessitates advanced methodologies to extract and
analyze causality within such texts. The FinCausal
2025 shared task introduced a hybrid question-
answering (QA) framework for detecting causal
relationships in financial disclosures across English
and Spanish languages. The task required partic-
ipants to address a combination of extractive and

generative QA challenges. Questions were formu-
lated abstractly, focusing on either the cause or
the effect of a relationship, while answers were
required to be extracted directly from the provided
financial texts.

Evaluation of the task was based on two metrics:
Exact Match, which measures the strict correct-
ness of answers, and Semantic Answer Similarity
(SAS), which evaluates the semantic alignment be-
tween predicted answers and ground truths. The
multilingual nature of the task, combined with the
hybrid QA format, offered a unique opportunity
to test the performance of state-of-the-art models
in addressing causality detection across different
linguistic contexts.

This paper outlines our approach to the task,
which involved experimenting with multiple pre-
trained large language models (LLMs), includ-
ing GPT-4o, XLM-Roberta (base and large), and
BERT-base-multilingual-cased. The results demon-
strate the effectiveness of XLM-Roberta-large,
which achieved the best performance among the
tested models, securing a 5th-place rank in En-
glish and 4th-place rank in Spanish. These findings
highlight the importance of leveraging multilingual
large language models for nuanced tasks like fi-
nancial causality detection. The code and dataset
are available in GitHub: https://github.com/
yemen2016/FinCausal-2025

2 Related Work

The task of causal relationship detection in finan-
cial texts has garnered significant attention in recent
years, particularly with the rise of advanced Natural
Language Processing (NLP) models (Ghosh and
Naskar, 2022). Early approaches in this domain
often relied on rule-based systems and traditional
machine learning methods, such as Support Vector
Machines (SVMs) and decision trees (Verma et al.,
2021), to detect causal patterns in financial reports

https://github.com/yemen2016/FinCausal-2025
https://github.com/yemen2016/FinCausal-2025
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and news articles. These models, however, required
extensive feature engineering and often struggled
to capture the complex nuances of causal relation-
ships in the language of finance. In recent years,
the advent of deep learning and transformer-based
models, such as BERT and its multilingual variants,
has revolutionized this field by providing models
capable of understanding and extracting contex-
tual information with little to no manual feature
extraction (Yang et al., 2019).

A significant body of work in causal relation-
ship extraction from financial text has focused on
the use of pre-trained large language models like
BERT and its multilingual variants (Wan and Li,
2022). Researchers have fine-tuned these models
on domain-specific datasets, achieving state-of-the-
art results in both causal relationship extraction
and other financial text analysis tasks, such as sen-
timent analysis and event extraction (Mariko et al.,
2020). For instance, studies have shown that XLM-
R and XLM-Roberta models, which are trained
on a diverse set of multilingual corpora, can gen-
eralize well to a variety of languages, including
English and Spanish, making them ideal for multi-
lingual financial text analysis tasks (Akermi et al.,
2020). Fine-tuned PLMs have been demonstrated
to achieve competitive performance, outperform-
ing traditional machine learning approaches, par-
ticularly when working with large and complex
datasets like financial reports (Jin et al., 2023).

Alongside fine-tuned models, there has been
growing interest in leveraging generative models,
such as GPT-3 and GPT-4, for causal relationship
detection (Kim et al., 2023). Unlike extractive
models, which pull information directly from the
text, generative models produce new text based
on the input provided, offering more flexibility in
handling abstract and complex questions. While
GPT-3 and GPT-4 have been primarily used in con-
versational AI, recent studies have explored their
potential in tasks like question answering (QA) (Ro-
drigues et al., 2024; Zhang et al., 2023; Kalpakchi
and Boye, 2023), euphemism detection (Firsich and
Rios, 2024; Keh, 2022). Research has shown that
generative models can be particularly useful in sce-
narios where few-shot learning is beneficial, as they
can adapt to new tasks with minimal training data.
However, while generative models show promise,
they often require careful prompt engineering to
achieve optimal results, as their performance can
vary depending on the context and number of exam-
ples provided (Xiao et al., 2022; Pan et al., 2024).

3 Methodology

3.1 Dataset

Financial Causality Detection (FINCausal 2025)
shared task is the dataset used in this experi-
ment which comprises financial disclosures in En-
glish and Spanish and is structured for a hybrid
question-answering task(Moreno-Sandoval et al.,
2025). Each example includes four components: an
identifier (ID), a context (Text), a question, and an
answer. The context is a paragraph extracted from
financial annual reports. Questions are designed
abstractly, focusing on either the cause or effect
within the text. For instance, questions might ask,
"Why did X (effect) happen?" or "What is the con-
sequence (effect) of X (cause)?" The answers are
extracted verbatim from the context, adhering to
an extractive approach. In cases involving complex
causal relationships, such as chains or non-linear
connections, up to two questions are included for
clarity. This dual-language dataset challenges mod-
els to combine abstractive question generation with
precise extractive answering, making it a robust re-
source for evaluating financial causality detection
systems. We merged the training and development
datasets for both English and Spanish, resulting in
a combined training set of 3,999 samples. The test-
ing set, comprises 999 samples, were kept separate.
This facilitates independent performance evalua-
tion in both English and Spanish languages during
the testing phase.

3.2 Experimental Setup

The evaluation metrics in the shared task is Seman-
tic Answer Similarity (SAS) and Exact Match, with
SAS serving as the primary ranking metric. We uti-
lized the following models in our experiments:

• Generative QA: GPT-4o

• Multilingual QA: XLM-Roberta (base and
large), and BERT-base-multilingual-cased

Generative QA: GPT-4o For the Generative
QA setup, GPT-4o (model: gpt-4o-2024-08-06)
was utilized with a series of prompting techniques
to evaluate its effectiveness in detecting financial
causal relationships. The experiments included
both zero-shot and few-shot prompting approaches.
In the zero-shot setup, the model was queried with-
out any prior examples, while the zero-shot with
context experiment added relevant contextual infor-
mation from the financial text. Few-shot prompting
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involved providing the model with 2, 4, or 8 ran-
domly selected examples to guide its responses.
These examples served as templates, enabling the
model to better understand the expected format and
structure of the answers. Each configuration was
evaluated in both English and Spanish to ensure
the approach’s robustness across languages. This
experimental design aimed to examine how incre-
mental exposure to examples impacted the model’s
performance, particularly in terms of its semantic
answer similarity (SAS) scores.

Multilingual QA For multilingual QA, we fine-
tuned XLM-Roberta (base and large) and BERT-
base-multilingual-cased on both English and Span-
ish datasets. These models were trained to iden-
tify cause-effect relationships by aligning questions
with answer spans in the text. Tokenization was
performed using model-specific tokenizers to en-
sure compatibility, and the training objectives were
adjusted to optimize for extractive answers. The
multilingual QA models were trained with the fol-
lowing hyperparameters: Learning Rate: 2× 10−5,
Batch Size: 16 per device, Epochs: 10, and Weight
Decay: 0.01. The training process was conducted
on a single GPU, and the datasets for both lan-
guages were used in all phases (training and devel-
opment).

3.3 Pre-trained Language Models
In this research, we use the following four models:

1. GPT-4o: GPT-4o is a generative large lan-
guage model designed to excel in conversa-
tional and question-answering tasks1. It is
based on a transformer architecture with bil-
lions of parameters, fine-tuned for contex-
tual understanding and generative capabili-
ties. The model supports various prompting
techniques, including zero-shot, few-shot, and
context-aware prompting, allowing flexible
adaptation to specific QA scenarios. Its ca-
pacity to process natural language queries and
generate extractive answers aligns it with com-
plex tasks such as financial question answer-
ing.

2. XLM-Roberta-Base: XLM-Roberta-Base,
part of the XLM-R family, is a robust multilin-
gual transformer model pre-trained on Com-
monCrawl data in 100 languages (Conneau
et al., 2019). Unlike its predecessor XLM,

1https://openai.com/

XLM-R is optimized for performance by re-
moving tasks like translation language model-
ing during pre-training. It employs a masked
language model (MLM) objective and features
12 layers with 270 million parameters, en-
abling it to handle diverse linguistic structures
effectively. Its balanced performance across
multiple languages makes it suitable for cross-
lingual and multilingual applications.

3. XLM-Roberta-Large: XLM-Roberta-Large
is an advanced version of XLM-Roberta-Base,
featuring 24 transformer layers and 550 mil-
lion parameters (Conneau et al., 2019). This
model achieves superior multilingual under-
standing by leveraging the same Common-
Crawl corpus but with significantly larger ca-
pacity and depth. Its pre-training strategy, fo-
cused exclusively on the MLM objective, en-
hances its ability to capture complex linguistic
patterns and long-range dependencies across
languages. The large-scale architecture makes
it particularly effective for high-resource and
multilingual settings, albeit at a higher com-
putational cost.

4. BERT-Base-Multilingual-Cased: BERT-
Base-Multilingual-Cased is a transformer-
based model pre-trained on a multilingual cor-
pus of 104 languages, including English and
Spanish (Devlin et al., 2018). The model uses
a cased vocabulary, preserving capitalization,
which is crucial for languages where case im-
pacts meaning. It is trained using masked
language modeling (MLM) and next-sentence
prediction tasks, enabling it to understand con-
textual relationships in multilingual text. Its
architecture consists of 12 transformer layers
with 110 million parameters, making it com-
putationally efficient for multilingual tasks.

3.4 Experimental Results

The evaluation results, as shown in Table 1, provide
insights into the performance of both fine-tuned pre-
trained language models (PLMs) and generative
models for causal relationship detection in financial
disclosures. Two key metrics were used: Semantic
Answer Similarity (SAS) and Exact Match (EM).
SAS measures the cosine similarity between the
embeddings of predictions and references, while
EM assesses the proportion of predictions that per-
fectly match the ground truth.

https://openai.com/
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English Spanish
GPT-4o Prompting Technique SAS. EM. SAS. EM.

Zero-Shot 0.77 0.002 0.82 0.002
Zero-Shot w context 0.77 0.002 0.82 0.002
Few Shot - Random Examples (2) 0.92 0.387 0.92 0.341
Few Shot - Random Examples (4) 0.93 0.505 0.94 0.425
Few Shot - Random Examples (8) 0.94 0.515 0.94 0.487

Fine-tuned PLM Models SAS. EM. SAS. EM.

BERT-Base-Multilingual-Cased 0.93 0.517 0.87 0.629
XLM-Roberta-Base 0.94 0.725 0.97 0.739
XLM-Roberta-Large 0.96 0.762 0.98 0.808

Table 1: Semantic Answer Similarity (SAS) and Exact Match (EM) Results on English and Spanish Testing Sets.

GPT-4o Prompting Technique: The generative
GPT-4o model demonstrated substantial variability
depending on the prompting technique used. In
zero-shot settings, GPT-4o performed poorly, with
SAS scores of 0.77 for English and 0.82 for Spanish
and minimal EM scores of 0.002 in both languages.
However, the model showed considerable improve-
ment when provided with few-shot examples. For
instance, using eight examples, GPT-4o achieved
SAS scores of 0.94 for both languages and EM
scores of 0.515 for English and 0.487 for Spanish.
This demonstrates the importance of providing tar-
geted examples to enhance GPT-4o’s performance.

Interestingly, the results indicate that GPT-4o’s
few-shot approach with eight examples nearly
matches the SAS performance of fine-tuned mod-
els, though it still falls short in EM. This adaptabil-
ity positions GPT-4o as a competitive alternative in
scenarios where fine-tuning is not feasible, albeit
with slightly lower precision in exact matching.

Fine-Tuned Pre-trained Language Models
(PLMs): Among the fine-tuned PLMs, XLM-
Roberta-Large consistently outperformed other
models in both English and Spanish, achieving the
highest SAS scores of 0.96 and 0.98, respectively.
This model also achieved the best EM results, with
0.762 for English and 0.808 for Spanish. These re-
sults highlight the model’s robustness and ability to
extract accurate and nuanced causal relationships
from financial texts.

The smaller XLM-Roberta-Base model also per-
formed strongly, particularly in Spanish, with an
SAS of 0.97 and an EM of 0.739. Although slightly
behind its larger counterpart, this model demon-
strated its efficiency for multilingual tasks. The

BERT-Base-Multilingual-Cased model, while still
effective, had lower performance, with SAS scores
of 0.93 and 0.87 for English and Spanish, respec-
tively, and EM scores of 0.517 and 0.629. This
suggests that model size and pre-training strategies
significantly influence performance in these tasks.

Comparative Insights: Fine-tuned models con-
sistently outperformed GPT-4o in zero-shot con-
figurations, highlighting the superiority of task-
specific training for extractive question answer-
ing. However, in few-shot settings, GPT-4o demon-
strated competitive performance, particularly with
eight examples, narrowing the gap with fine-tuned
models. This underscores GPT-4o’s adaptability
and effectiveness in scenarios where fine-tuning
large PLMs is computationally expensive, resource-
intensive, or impractical.

Language-Specific Observations Across all
models, Spanish texts exhibited higher SAS and
EM scores compared to English, with XLM-
Roberta-Large achieving particularly strong results.
These findings suggest that Spanish financial texts
may possess structural or lexical characteristics that
are more conducive to causal relationship detection
or that the training data provided better represen-
tation for Spanish. This disparity underscores the
importance of tailoring model development and
evaluation to specific languages.

4 Discussion of Results

The experimental results highlight the compara-
tive performance of fine-tuned pre-trained language
models (PLMs) and GPT-4o prompting techniques
for detecting causal relationships in financial texts
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across English and Spanish. For both Semantic An-
swer Similarity (SAS) and Exact Match (EM), fine-
tuned models demonstrated superior performance,
with XLM-Roberta-Large emerging as the best-
performing model. It achieved the highest SAS
scores (0.96 for English and 0.98 for Spanish) and
EM scores (0.762 for English and 0.808 for Span-
ish), showcasing its capability to handle complex
extractive question-answering tasks. These results
underscore the strength of leveraging large-scale
multilingual PLMs for tasks requiring precision
and contextual understanding.

Among the fine-tuned models, XLM-Roberta-
Base also performed strongly, particularly in Span-
ish, where it achieved a high SAS of 0.97 and
an EM of 0.739. BERT-Base-Multilingual-Cased,
while slightly behind, still delivered competitive re-
sults, particularly in English, with an EM of 0.517.
This demonstrates that even smaller, less computa-
tionally intensive models can perform effectively,
particularly when fine-tuned on specific tasks.

In contrast, GPT-4o, while initially less effective
in zero-shot configurations (SAS: 0.77 and EM:
0.002 for both English and Spanish), showed sig-
nificant improvement under few-shot settings. By
incorporating up to eight random examples during
prompting, GPT-4o achieved SAS scores of 0.94
for both languages, with corresponding EM scores
of 0.515 for English and 0.487 for Spanish. These
results illustrate GPT-4o’s adaptability and poten-
tial in resource-constrained environments where
extensive fine-tuning of large PLMs is not feasible.
However, the relatively lower EM scores in com-
parison to fine-tuned PLMs suggest that GPT-4o,
while versatile, may not yet match the precision
offered by task-specific models in exact-match sce-
narios.

The disparity in performance between English
and Spanish, particularly for fine-tuned models, fur-
ther underscores the influence of language-specific
characteristics on model effectiveness. Spanish fi-
nancial texts consistently yielded higher SAS and
EM scores, suggesting better alignment between
the models and linguistic nuances of Spanish fi-
nancial disclosures. This finding highlights the
need for tailored approaches and datasets to ensure
optimal performance in multilingual environments.

In summary, the results demonstrate the comple-
mentary strengths of fine-tuned PLMs and genera-
tive models. Fine-tuned models excel in accuracy
and task-specificity, while GPT-4o offers a flexible
alternative, particularly when fine-tuning is infeasi-

ble. Future research could explore hybrid method-
ologies that combine the robustness of fine-tuned
models with the adaptability of generative tech-
niques, potentially enhancing performance across
diverse tasks and languages.

5 Conclusion

This study investigated the effectiveness of fine-
tuned pre-trained language models (PLMs) and
generative prompting techniques for causal rela-
tionship detection in financial disclosures in En-
glish and Spanish. The results underscore the com-
plementary strengths of both approaches in address-
ing this challenging task.

The GPT-4o generative model showcased im-
pressive adaptability, particularly in few-shot con-
figurations, where its SAS scores approached those
of fine-tuned PLMs. Despite lower EM scores,
GPT-4o’s ability to perform competitively without
extensive fine-tuning makes it a valuable alterna-
tive in scenarios with limited resources or time
constraints. These results reinforce the versatility
of generative language models, particularly when
used with targeted prompting techniques.

On the other hand, fine-tuned PLMs, particularly
XLM-Roberta-Large, demonstrated superior per-
formance, achieving the highest scores in both Se-
mantic Answer Similarity (SAS) and Exact Match
(EM) metrics. These results highlight the advan-
tages of leveraging large-scale multilingual PLMs
for tasks requiring high precision and contextual
understanding. The performance of smaller mod-
els, such as XLM-Roberta-Base and BERT-Base-
Multilingual-Cased, also underscores the potential
of fine-tuned PLMs to deliver strong results even
with reduced computational demands.

Notably, the consistently higher performance on
Spanish financial texts highlights the impact of
language-specific nuances in financial disclosures
and emphasizes the importance of tailored datasets
and approaches in multilingual contexts.

Overall, this work demonstrates the value of us-
ing fine-tuned PLMs and generative approaches
for extractive question answering tasks. Future
research could focus on hybrid methodologies, in-
tegrating the precision of fine-tuned models with
the adaptability of generative models, to further
enhance causal relationship detection in financial
texts across diverse languages and domains.
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