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Abstract

This paper presents our approach and findings
for participating in the FinCausal 2025 compe-
tition (Moreno-Sandoval et al., 2025), which
addresses causal question answering derived
from financial documents, specifically English
and Spanish annual reports. We investigate
the effectiveness of generative models, such
as Llama, in contrast to common extractive
methods like BERT-based token classification.
While prompt optimization and few-shot learn-
ing offer some improvements, they were insuffi-
cient for consistently outperforming extractive
methods in FinCausal, suffering from hallu-
cinations. In contrast, fine-tuning generative
models was shown to be essential for minimiz-
ing hallucinations and achieving superior per-
formance. Using our fine-tuned multilingual
model for both tasks, we outperform our extrac-
tive and monolingual approaches, achieving
top results for Spanish and second-best for En-
glish in the competition. Our findings indicate
that fine-tuned large language models are well-
suited for causal Q&A from complex financial
narratives, offering robust multilingual capabil-
ities and effectively mitigating hallucinations.

1 Introduction

Causality extraction from financial docu-
ments is vital for knowledge-driven decision-
making (Gopalakrishnan et al., 2023). Financial
analysts must identify the various factors that
influence performance, including economic
shifts, market trends, and regulatory policies.
Detecting causality enables models to interpret
cause-effect relationships in complex financial
events, enhancing insights into financial risks,
investment opportunities, and strategic decisions.

The FinCausal shared tasks have progressively
advanced causality detection in finance, evolving
from span-based detection in 2020 to addressing
implicit causality in 2021 and multi-step reasoning
in 2022. The focus of the 2025 task transitions to

generative models for causality extraction, requir-
ing models to answer open-ended questions about
causes and effects through interpretative and ab-
stractive methods. FinCausal 2025 aims for models
to interpret both explicit and implicit causal rela-
tionships, moving beyond token-level accuracy to
provide coherent, contextually relevant answers.

1.1 Task formulation of extractive Q&A

Objective. Given a natural language question and
a corresponding passage of text, extract a contigu-
ous span of text from the passage that directly an-
swers the question.

Input. Question: A natural language question
posed by a user, e.g., "What is the main reason
why the Group trading continues to be subdued?";
Context Passage: A passage of text that contains
the answer to the question, e.g., "Overall, Group
trading continues to be subdued in large part due
to legacy issues."

Output. Extractive Answer: A contiguous span
of text from the passage that directly answers the
question, e.g., "legacy issues".

Evaluation Metrics. Exact Match (EM): The
percentage of questions for which the extracted
answer exactly matches the gold-standard answer.
Semantic Answer Similarity (SAS): A measure of
the semantic similarity between the extracted an-
swer and the gold-standard answer, using a metric
such as cosine similarity.

1.2 FinCausal 2025 Dataset

The dataset comprises English text segments from
UK financial reports from 2017 and Spanish text
segments from a corpus of Spanish financial annual
reports from 2014 to 2018, structured for causal re-
lationship extraction. Each entry includes an open-
ended question to identify a cause or effect, a con-
text passage, and an extractive answer.
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The dataset features diverse causal relationships,
including explicit links with identifiable causal
cues, implicit connections requiring contextual in-
ference, and nested and enchained relations.

2 Related Work

Over the years, FinCausal tasks have progressed
from extractive to generative approaches. In 2020
and 2021, models like BERT (Devlin, 2018) and
RoBERTa (Liu, 2019) used token classification and
BIO tagging to identify cause-effect spans, achiev-
ing high token-level accuracy (Mariko et al., 2020).
In 2022, methods such as by Lyu et al. (2022)
combined pre-trained models with post-processing
heuristics, improving Exact Match (EM) and Se-
mantic Answer Similarity (SAS) scores (Lyu et al.,
2022). Ensemble techniques with models like SEC-
BERT enhanced implicit causality detection but
struggled with abstract responses.

Causal information extraction. Some examples
of causal information extraction can be reviewed
by Saha et al. (2022). Specifically, the authors
proposed a method for predicting whether a text
span corresponds to cause and effect in a given text.
Next, the authors classify whether these identified
cause and effect spans are linked through a causal
relation. Similarly, Khetan et al. (2020) employ
an event-aware language model to predict causal
relations by considering event information, sen-
tence context, and masked event context. Another
significant difficulty in extracting causality is the
recognition of overlapping and nested entities. In
response, Lee et al. (2022) tackle overlapping en-
tities by employing the Text-to-Text Transformer
(T5). In addition, Gärber (2022) has proposed a
multistage sequence tagging (MST) approach to ex-
tract causal information from historical texts. The
MST method extracts causal cues in the first stage
and then uses this information to extract complete
causal relations in subsequent stages. More recent
work presented by Liu et al. (2023) proposes an
implicit cause-effect interaction framework to im-
prove the reasoning ability of the model, which
tackles event causality extraction generatively us-
ing LLMs.

Extractive Q&A. Prasad et al. (2023) explore ex-
tractive Q&A on meeting transcripts, however, not
testing generative models, finding that predictions
do not stick to the sentences in the transcript and
could include hallucinations. Mallick et al. (2023)

propose to make a generative model generate the
answer index instead of generating the complete
answer to reduce hallucinations. Sengupta et al.
(2024) test model pret training dependencies, i.e.,
in the FinCausal setting, if multi-language models
can learn how to answer causal Q&A in Spanish
from learning how to answer them in English.

3 Method

For this research, two types of extractive Q&A
Methods have been investigated. First, token classi-
fication using BERT-based models detailed in Sec-
tion 3.1, and second, generative models comparing
a variety of pre-trained LLMs in a few-shot setting
with fine-tuning Llama 3.1 with a multi-lingual
dataset.

3.1 Encoder-based model token classification
for extractive Q&A

Our proposed method, illustrated in Figure 1, uti-
lizes text embedding models, such as BERT, for
token classification. Similar techniques have been
presented by Yoon et al. (2022). The method be-
gins by tokenizing both the passage of text and
the question, subsequently concatenating these to-
kenizations with a special token, [SEP], for our
implementation. During the training phase, the
training dataset answer is mapped to its first occur-
rence in the passage of text using IO annotation
style. Next, we calculate the cross-entropy loss
between the passage predicted class and the ac-
tual class derived from the training data. To refine
loss calculation, a loss mask restricts loss calcula-
tion to only those tokens predicted from the pas-
sage, thereby excluding mispredictions related to
the question or any special tokens, such as padding
tokens.

3.2 Decoder-based models for extractive Q&A
The open-ended generation nature of LLMs makes
them well suited to Q&A tasks. However, for ex-
tractive Q&A, the model must follow exact instruc-
tions and not hallucinate tokens that do not exist
in the context passage. First, we used prompt opti-
mization to reduce hallucinations by iterating over
a small dataset and iteratively adding rules to the
prompt. The final version of the prompt can be
found in the Appendix A. Next, we used few-shot
learning to show each model 5, 10, or 20 Q&A
examples. Last, we took the optimized prompt and
fine-tuned models on 2000 examples from the En-
glish, Spanish, or both datasets combined. Since
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Figure 1: BERT token classification for extractive
Q&A. The labels are inferred by mapping the answers
to their first occurrence in the text. Cross-entropy loss
is used to train the model. The loss is only calculated
for tokens belonging to the text, excluding tokens from
the question and special tokens.

large models require significant computational re-
sources to fine-tune, we focused on training only
one 70B model for both subtasks. This left us with
several small monolingual models and one large
multi-lingual model. We calculated the cosine sim-
ilarity between the answers and used GPT-4o as a
tiebreaker for the most differing answers to achieve
our final results.

3.3 Model Selection

BERT was used to represent encoder-based models,
while we used Llama 3.1, Mixtral, and Gemma 2 to
represent generative models for prompt engineer-
ing and few-shot learning. For fine-tuning, we used
Llama 3.1 8B and 70B. We also used Low-Rank
Adaptation (LoRA) (Hu et al., 2021) to speed up
fine-tuning. For the 8B model, a rank of 32 and an
alpha of 16 were used, while for the 70B model, we
used a rank of 8 and an alpha of 16 to fit memory
constraints.

4 Results and Discussion

The results demonstrate a clear advantage of fine-
tuned generative models over fine-tuned extrac-
tive models for the open-ended causal extraction
tasks in FinCausal 2025. Extractive models such
as BERT performed moderately well in identifying
explicit causal links where linguistic markers (e.g.,
“due to,” “as a result of”) were present. Table 1
summarizes the different variations of BERT mod-
els utilized in this experiment. Interestingly, BERT
pre-trained on multiple languages can extend the
question-answering ability acquired through fine-
tuning the sub-task data between the sub-task test

Base Model Train → Test SAS EM
BERT EN EN → EN 0.9242 0.6152

EN → ES 0.7145 0.0519
BERT ES ES → ES 0.9516 0.5808

ES → EN 0.4064 0.0942
BERT ML EN → EN 0.9251 0.6032

EN → ES 0.9395 0.4950
ES → ES 0.9567 0.7086
ES → EN 0.8262 0.3667
EN+ES → EN 0.9210 0.6733
EN+ES → ES 0.9656 0.6966

Table 1: Performance of BERT models trained on dif-
ferent datasets. EN: English, ES: Spanish, ML: Mul-
tilingual. SAS: Semantic Answer Similarity, EM: Ex-
act Matching. Training datasets exclude practice data,
which is used for validation. Test datasets are blinded.

datasets (English and Spanish) more effectively
than BERT pre-trained on the English language or
BERT pre-trained on the Spanish language. This
aligns with the findings presented by Sengupta et al.
(2024)

4.1 Impact of Few-Shot Learning and Prompt
Optimization

While structured prompt optimization also con-
tributed to performance improvements, especially
for Llama, where the model demonstrated in-
creased precision under the optimized prompt struc-
ture, models still hallucinated responses with extra
explanations or several alternative answers. Few-
shot learning proved essential to getting concise
answers from generative models to help reduce
these hallucinations. Interestingly, as seen in Fig-
ure 2, the configuration with the most shots did not
consistently deliver the best results for all models.
Nevertheless, even after strict prompting and few-
shot learning, we had to rely on fine-tuning to reach
the best performance.

Figure 2: Few-Shot amounts for different LLMs.
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Model SAS Exact Match

Llama 3.1 8B English 0.9649 0.8437
Llama 3.1 8B Spanish 0.9438 0.6934
Llama 3.1 8B Multilingual 0.9539 0.7415
Llama 3.1 70B Multilingual 0.9667 0.8437
GPT-4o Tiebreaker 0.9732 0.8637

Table 2: Performance of Various Models on SAS and
Exact Match Metrics based on the blinded English eval-
uation set with 498 samples.

Model SAS Exact Match

Llama 3.1 8B English 0.9641 0.5848
Llama 3.1 8B Spanish 0.9807 0.8583
Llama 3.1 8B Multilingual 0.9775 0.8403
Llama 3.1 70B Multilingual 0.9802 0.8603
GPT-4o Tiebreaker 0.9841 0.8703

Table 3: Performance of Various Models on SAS and
Exact Match Metrics based on the blinded Spanish
evaluation set with 500 samples.

4.2 Fine-tuning

Since Llama consistently improves with more few-
shot examples, we chose this model family for our
fine-tuning experiments as seen in Table 2 and 3.
For the first results, the smaller Llama 8B was cho-
sen. Interestingly, the model learned to perform
well even in subtasks in languages other than the
training data, leading us to focus on multilingual
fine-tuning. Llama 3.1 70B fine-tuned on both
English and Spanish demonstrated a marked im-
provement, achieving a SAS score of 0.9667 and
EM of 0.8437 for English, and SAS 0.9802 EM
0.8603 for Spanish. This model’s generative ca-
pabilities allowed it to move beyond simple span
extraction, generating responses that reflected a
more comprehensive understanding of causal rela-
tionships. Both Llama 8B and 70B could interpret
some implicit causal links due to their capacity for
abstractive summarization. Since we had responses
from several models of similar quality, we calcu-
lated the cosine similarity between the answers
using GPT-4o as a tiebreaker for the most differing
answers.

In summary, the generative models, particularly
Llama, demonstrated clear advantages in adapting
to open-ended causal tasks by generating responses
that better captured the causal structure. Llama 3.1
70B emerged as the top-performing model, achiev-
ing the highest SAS and EM scores and excelling
in both explicit and implicit causal detection.

4.3 Error Analysis

Both extractive models and generative models
struggled at times to extract the correct answer in
implicit causal relationships, where explicit causal
markers (e.g., “because,” “due to”) were absent.
They also occasionally generated responses that re-
lied on surface-level cues within the context rather
than accurately inferring the cause-and-effect rela-
tionship. Another frequent challenge was passages
that nested causality. For example, in cases where

multiple potential causes were mentioned, Llama
3.1 sometimes failed to identify the most relevant
one, instead providing a response that included all
possible causes without clear prioritization. With-
out annotation guidelines, it is unclear if this is due
to model limitations or guideline ambiguity.

4.4 Future Directions

We encountered uncertainty in error analysis due to
the absence of annotation guidelines for extracting
causal answers. Extending causal information ex-
traction guidelines, such as the ones outlined by Ra-
zouk et al. (2024a), is a promising future direction.
Further, while fine-tuning Large Language Models
reduced hallucinations in extractive Q&A tasks, ex-
ploring logit manipulation techniques (Niess and
Kern, 2024b,a) could further enhance performance
by directly changing the output probabilities of
specific tokens. Lastly, the extracted causal infor-
mation does not fully align with causal modeling
guidelines, suggesting the need to develop evalua-
tion methods that better integrate these standards,
as discussed by Razouk et al. (2024b).

5 Conclusion

Generative methods can outperform common ex-
tractive methods in extractive Q&A tasks, pro-
vided that hallucinations are minimized. How-
ever, prompt engineering alone is not sufficient
to achieve this. While few-shot learning represents
an improvement, it also falls short of consistently
achieving better results than extractive methods. In
contrast, fine-tuning provides the necessary control
to remove nearly all hallucinations in these tasks.
Moreover, fine-tuned LLMs demonstrate remark-
able adaptability to tasks in a language not encoun-
tered during fine-tuning, offering excellent multi-
lingual capabilities. Using an additional model as
a tiebreaker further enhances performance and sug-
gests promising potential for a future mixture of
expert solutions tailored to extractive Q&A tasks.
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**LLM Prompt for the Financial Document Causality Detection Task**

---

**Task Description :**

Given a financial context and a question , your task is to extract the exact answer
from the context that addresses the question. The answer will be either the
cause or the effect related to a specific event mentioned in the context.

---

** Instructions :**

1. **Read the Context Carefully :**
- Understand the events and relationships described in the context.

2. ** Understand the Question :**
- Determine whether the question is asking for a cause or an effect.
- Identify the specific event or statement the question refers to.

3. ** Extract the Answer Verbatim :**
- Locate the exact sentence or phrase in the context that answers the question.
- **The answer must be copied word -for -word from the context .**
- Do not paraphrase , summarize , or add any external information.

4. ** Provide Only the Answer :**
- **Do not include any introductions , explanations , or formatting .**
- ** Output only the extracted answer , and nothing else .**

---

** Examples :**

{formatted_examples}

---

**Your Task :**

*Context :*

{text}

*Question :*

{question}

*Answer :*

[Provide only the exact answer extracted from the context .]

---

** Remember :**

- ** Output only the answer. Do not include any additional text. Do not include *
Answer :* in your answer .**

- **The answer must exactly match a portion of the context .**
- **Do not add introductions , explanations , or any extra information .**
- **any extra symbols like " or .**
- **Do not copy • from the context to the answer .**
"""

Figure 3: Final LLM prompt created iteratively.
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