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Abstract

Large-scale language models have demon-
strated remarkable success, achieving strong
performance across a variety of general tasks.
However, when applied to domain-specific
fields, such as finance, these models face chal-
lenges due to the need for both specialized
knowledge and robust general capabilities. In
this paper, we introduce FinMoE, a MOE-
based large-scale Chinese financial language
model that bridges the gap between general
language models and domain-specific require-
ments. FinMoE employs a dense MoE archi-
tecture, where all expert networks are simulta-
neously activated and dynamically combined
to effectively integrate general linguistic un-
derstanding with domain-specific financial ex-
pertise. Experimental results demonstrate that
FinMoE achieves state-of-the-art performance
on both general-purpose and financial bench-
marks at a comparable scale, validating its abil-
ity to balance domain specialization with gen-
eral knowledge and reasoning.

1 Introduction

In recent years, large-scale language models such
as InstructGPT, ChatGPT, and GPT-4 (Radford
et al., 2018; Ouyang et al., 2022; OpenAI, 2022,
2023) have demonstrated impressive advancements
in conversational and generative AI. These mod-
els excel in understanding complex language struc-
tures and engaging in natural, coherent interactions,
pushing the boundaries of natural language pro-
cessing (NLP) applications. Their development
has profoundly influenced industries, enabling in-
novations in areas such as virtual assistants and
intelligent customer support systems. However, ap-
plying such models effectively to domain-specific
contexts, such as finance, remains a challenging
task due to the need for domain expertise and spe-
cialized data.

A significant challenge in building a financial
large language model lies in achieving strong fi-

nancial task performance while maintaining robust
general capabilities. General-purpose models of-
ten lack sufficient domain-specific knowledge to
address the intricacies of financial problems effec-
tively. At the same time, models tailored exclu-
sively to finance risk losing their ability to perform
well on tasks requiring broader reasoning and gen-
eral linguistic understanding. Therefore, there is
a critical need for financial models that combine
strong general knowledge with specialized finan-
cial capabilities to ensure they can handle complex
real-world financial scenarios effectively.

Moreover, answering financial questions often
requires integrating financial concepts, domain-
specific methodologies, and general reasoning
frameworks. Financial tasks are not only about un-
derstanding specialized terminology but also about
applying general reasoning skills, contextual aware-
ness, and common-sense knowledge to solve prob-
lems. This interplay between domain-specific and
general-purpose knowledge is essential for tasks
such as financial analysis, decision support, and
risk assessment, where precise and reliable insights
are paramount.

To address these challenges, we propose Fin-
MoE, a large-scale Chinese financial language
model built on a dense Mixture-of-Experts (MoE)
architecture (Jordan and Jacobs, 1994; Collobert
et al., 2001; Ma et al., 2018). Unlike conventional
models, FinMoE employs a dense MoE approach
where all expert networks are activated simultane-
ously during each forward pass, and their outputs
are dynamically combined through a weighted sum-
mation mechanism. This design ensures that Fin-
MoE leverages both domain-specific and general-
purpose knowledge, effectively capturing the intri-
cate relationships between financial concepts and
broader reasoning capabilities.

By combining financial expertise with robust
general abilities, FinMoE bridges the gap between
general and financial domain requirements. Built
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upon a dense MOE architecture and carefully de-
signed training strategies, FinMoE achieves state-
of-the-art performance on both general-purpose
and financial-specific benchmarks at a comparable
scale. This demonstrates its ability to effectively
balance domain-specific knowledge and general
reasoning capabilities, providing accurate and re-
liable insights for financial institutions, investors,
and researchers.

2 Related Work

The Mixture of Experts (MoE) architecture (Jacobs
et al., 1991; Cai et al., 2024) has a long and storied
history in the field of deep learning, dating back to
its introduction as a method to enhance predictive
performance by combining multiple expert mod-
els. This architecture was initially conceived as
a way to address the limitations of single-model
approaches, which often struggle to capture the
complexity and diversity of real-world data. At its
core, the MoE framework is built on the principle
of specialization, where each expert network is de-
signed to focus on specific aspects of the data or
tasks at hand. This modular approach allows the
model to leverage the strengths of multiple special-
ized networks, each contributing unique insights to
the overall prediction process.

2.1 Composition of MOE

The MoE architecture consists of two key compo-
nents: the expert networks and the gating network.
The expert networks are the backbone of the sys-
tem, each possessing specialized knowledge that
allows it to excel in a particular domain or task.
The gating network, on the other hand, plays a cru-
cial role in orchestrating the interaction between
the experts and the input data. Its primary function
is to intelligently route the input to the most appro-
priate expert network based on the characteristics
of the input. The combination of specialized expert
networks and an intelligent gating mechanism al-
lows the MoE architecture to handle diverse inputs
and tasks with remarkable flexibility.

2.2 Sparse MoE

The sparse MoE model (Shazeer et al., 2017) is a
common type of MoE model. It activates only a
small portion of experts in each forward pass, thus
significantly reducing the computational load. This
model typically uses a top-k gating mechanism to
select the most relevant experts, where k is a rela-

tively small integer. For example, the Switch Trans-
former (Fedus et al., 2022) successfully expanded
the model parameters to trillions while maintaining
computational efficiency by sparsely activating ex-
perts when processing large-scale language models.
However, the sparse MoE model also faces some
challenges. For instance, there are issues with train-
ing stability. Due to the unbalanced load of experts,
some experts may be overused while others are
underutilized, which can affect the model’s perfor-
mance and generalization ability. Additionally, the
non-uniformity of sparse operations on hardware
accelerators makes it difficult to fully realize the
theoretically computational efficiency advantages
in practical applications.

2.3 Dense MoE

In contrast to the sparse MoE, the dense MoE
model (Nie et al., 2021; Wu et al., 2024) activates
all experts in each forward pass and then combines
their outputs through weighted summation. This
approach ensures that every expert contributes to
the final output, leveraging the collective knowl-
edge of all specialized networks. Although this
method has a relatively large computational cost,
it can provide higher prediction accuracy in some
cases, particularly when the task requires a com-
prehensive understanding of diverse data domains
or when the model needs to handle complex, mul-
tifaceted problems. Additionally, the stability of
dense MoE during training is another significant
advantage. By activating all experts uniformly, the
model avoids the potential instability caused by
uneven expert utilization in Sparse MoE, ensuring
more reliable performance.

In the financial domain, the dense MoE model
offers several unique advantages. Financial tasks
often require a deep understanding of both gen-
eral knowledge and domain-specific expertise. The
dense MoE model is particularly well-suited for
this dual requirement, as it allows the integration
of specialized financial knowledge with broader,
general-purpose capabilities. This combination en-
ables the model to handle the complexity and di-
versity of financial tasks more effectively, making
it a powerful tool for financial modeling.

3 Model Structure

In this section, we describe the architecture of Fin-
MoE to address the unique challenges of financial
tasks. Unlike traditional sparse MoE approaches,
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FinMoE adopts a dense MoE structure, which ac-
tivates all experts simultaneously during each for-
ward pass and combines their outputs through a
weighted summation. This design choice ensures
that every expert contributes to the final prediction,
leveraging the capabilities of different experts in
general and financial fields. The dense MoE model
in FinMoE can be formally described as:

M(x; θ, {Wi}Ni=1) =
N∑
i=1

G(x; θ)ifi(x;Wi), (1)

where fi(x;Wi) is the gating value produced by a
gating network parameterized by Wi, and G(x; θ)i
denotes the gating weight assigned to the i-th of N
experts. The gating weight is obtained through the
softmax operation over the gating values g(x; θ),
as defined below:

G(x; θ)i =
exp(g(x; θ)i)∑N
j=1 exp(g(x; θ)j)

, (2)

where g(x; θ) is the gating value produced by a
gating network parameterized by θ. In this for-
mulation, the gating network dynamically assigns
weights to the outputs of all experts based on the
input x, ensuring that all experts contribute to the
final prediction in a weighted manner.

Specifically, each expert network fi in FinMoE
adopts the same multi-layer MLP architecture as
the attention block. These expert networks are
parameterized independently by Wi and share a
common input x, producing the corresponding out-
put fi(x;Wi). By activating all experts simultane-
ously, FinMoE ensures that both domain-specific
and general-purpose knowledge are combined ef-
fectively during each forward pass.

The gating network G, parameterized by θ, plays
a crucial role in MOE. It determines the contri-
bution of each expert network to the final output
through a softmax-based gating mechanism. Given
an input x, the gating network first generates a gat-
ing value g(x; θ) , which is then passed through
a softmax function to produce the gating weights
G(x; θ)i. These weights determine how much em-
phasis each expert network fi receives during the
summation. The gating network consists of a linear
layer and a softmax layer, making it computation-
ally efficient and effective in dynamically adjusting
the expert contributions based on the input. This dy-
namic gating mechanism enables FinMoE to adap-
tively integrate the outputs of all experts, ensuring

that the model can effectively capture the complex
relationships present in financial and general data.

4 Model Training

4.1 Pre-training
Large-scale pretraining is fundamental to build-
ing high-performing language models, as it allows
the model to acquire a general understanding of
language and knowledge representations through
unsupervised learning. For FinMoE, we adopt an
autoregressive language modeling approach, where
the model predicts the next token given the pre-
vious tokens in a sequence. Formally, the joint
probability of tokens in a text is expressed as:

p(x) = p(x1, . . . , xT ) =
T∏
t=1

p(xt|x<t) (3)

where x represents the input, xt is the tth token,
and x<t represents all preceding tokens. T denotes
the total number of tokens in the sequence.

We adopt the decoder-only architecture of
LLaMA (Touvron et al., 2023a,b) rather than en-
coder architecture (Zhang et al., 2023b; Zhang and
Yang, 2021a), which has been widely recognized
for its efficiency and effectiveness in large language
models. To incorporate positional information, we
utilize RoPE (Su et al., 2024) as a position embed-
ding technique. The activation function employed
in our model is SwiGLU (Shazeer, 2020), and we
use RMSNorm (Zhang and Sennrich, 2019) for
normalization purposes. The pretraining corpus in-
cludes both general-domain data and a substantial
amount of financial-domain data, which enables
FinMoE to build strong general-purpose language
capabilities while simultaneously learning special-
ized financial knowledge.

4.2 Hybrid-turning
The finetuning phase plays a crucial role in aligning
the pretrained FinMoE model with task-specific in-
structions and domain knowledge. We employ a
hybrid-tuning strategy following XuanYuan (Zhang
and Yang, 2023c), which addresses limitations ob-
served in conventional two-stage domain-specific
training methods. Specifically, we construct a
unified dataset by randomly shuffling pretraining
data and supervised fine-tuning instruction data.
The pretraining data includes both general-domain
and financial-domain corpora, while the instruc-
tion data consists of general instruction data and
financial instruction data.
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Model Size Language Knowledge Reasoning Subject Code Finance Average

BlueLM 7B 66.4 66.4 52.9 54.4 20.7 55.3 52.7
Yi 6B 62.9 67.6 51 61.3 19.4 62.4 54.1
Qwen 7B 79 67.6 59.1 56.7 30.2 52.4 57.5
FinMOE 7B 76.7 70.6 58.5 68.5 20.7 80 62.5

Table 1: Results of different large language models.

To generate high-quality instruction-tuning data,
we leverage Self-QA (Zhang and Yang, 2023b), a
method that addresses the challenges of construct-
ing supervised fine-tuning datasets. Unlike ap-
proaches such as Self-Instruct (Wang et al., 2022),
which rely on a small set of manually created
seed instructions, Self-QA generates instruction-
tuning data from large-scale unsupervised knowl-
edge sources. This method not only reduces the
reliance on human annotation but also enables the
generation of accurate and diverse customized in-
struction data tailored to the financial domain.

5 Experiments

5.1 Datasets

To evaluate our model, we constructed a com-
prehensive benchmark that includes both general
and financial scenarios. The evaluation set con-
sists of six main categories: Language, Knowl-
edge, Reasoning, Subject, Code, and Finance, each
containing multiple sub-datasets. For example,
the Knowledge category comprises datasets like
CommonsenseQA (Talmor et al., 2018), TriviaQA
(Joshi et al., 2017), and OpenbookQA (Mihaylov
et al., 2018), which assess the model’s ability
to apply general world knowledge and common-
sense question answering (Zhang, 2019; Zhang and
Yang, 2021b; Zhang, 2020; Zhang and Wang, 2020;
Zhang and Yang, 2023a). The Finance category in-
cludes datasets like FinanceIQ and CGCE (Zhang
et al., 2023a), which test the model’s financial rea-
soning and understanding in a domain-specific con-
text. Each of these sub-datasets is designed to eval-
uate different capabilities of the model, allowing
for a thorough and multi-dimensional assessment
across a range of tasks and domains.

5.2 Results

We compare our model, FinMOE, with several
baseline models across multiple domains men-
tioned above. The models evaluated include
BlueLM, Yi (Young et al., 2024), and Qwen (Bai

et al., 2023). These models are chosen for their
strong performance in recent evaluations, repre-
senting state-of-the-art architectures at a compara-
ble scale. As shown in Table 1, FinMOE achieves
strong performance, particularly in the Finance do-
main, where it outperforms all other 6B or 7B mod-
els with a score of 80. In comparison, FinMOE
generally demonstrates a more balanced and robust
performance across domains than the other mod-
els, especially when it comes to tasks requiring
financial expertise and domain-specific knowledge.
While Qwen shows strength in certain areas like
Language, it struggles in Finance. And Yi delivers
a more consistent performance but does not out-
perform FinMOE in the critical areas of Finance
and Subject tasks. Overall, FinMOE stands out due
to its targeted design for finance-related tasks, as
well as its general versatility in handling a broad
range of domain-specific and reasoning challenges.
This demonstrates the effectiveness of the Mixture
of Experts approach in addressing both general-
purpose and specialized evaluation benchmarks.

6 Conclusion

In this paper, we introduced FinMoE, a Mixture-
of-Experts-based large Chinese financial language
model designed to address the limitations of
general-purpose language models in financial tasks.
FinMoE effectively integrates domain-specific fi-
nancial expertise with strong general knowledge,
achieving state-of-the-art performance across both
general and financial benchmarks at a comparable
scale. Its innovative architecture, comprehensive
training techniques enable it to deliver accurate
and scalable solutions for complex financial tasks.
Future work will focus on further enhancing Fin-
MoE’s adaptability to evolving financial contexts
and expanding its applications to other real-world
scenarios (Zhang and Yang, 2021b; Zhang et al.,
2021, 2022b,a; Zhang and Yang, 2025), solidifying
its role as a powerful tool in advancing AI research
and practice.
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