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Abstract

This paper presents our submission to the COL-
ING 2025 regulation challenge, focusing on
nine tasks in the regulatory and financial do-
mains. The challenge aims to advance large
language models beyond general-purpose ca-
pabilities, adapting them for regulatory and fi-
nancial tasks using a unified framework of task-
specific prompts and input templates. We pro-
pose a sequential fine-tuning approach that in-
tegrates reasoning-based training, tailored sys-
tem prompts, and Chain-of-Thought (CoT) in-
ference to optimize task-specific performance.
This method improves accuracy and reliability
across diverse tasks. Notably, CoT inference
demonstrates exceptional effectiveness in han-
dling complex scenarios and tasks requiring
specific answer patterns, such as named en-
tity recognition and financial calculations. Our
model achieved an overall score of 54.801%,
ranking 1st among all teams and becoming the
top performer in the challenge. These results
highlight the effectiveness of sequential fine-
tuning, advanced reasoning techniques, and
fine-tuned prompts in improving performance
and scalability for complex regulatory and fi-
nancial applications.

1 Introduction

The COLING 2025 regulations challenge is a rigor-
ous initiative designed to advance the capabilities
of large language models (LLMs) in understanding
and processing complex regulatory and financial
documents. This challenge comprises nine care-
fully crafted tasks that target critical aspects of regu-
latory text comprehension and practical application,
such as deciphering domain-specific acronyms,
extracting definitions, identifying named entities,
answering intricate regulatory queries, and per-
forming advanced analytics on financial filings.
While LLMs such as GPT (Achiam et al., 2023),
Llama (Touvron et al., 2023), Gemini (Reid et al.,
2024), and Qwen (Bai et al., 2023) have demon-

strated remarkable versatility across general nat-
ural language processing tasks, they often falter
in specialized domains such as regulation and fi-
nance. These fields demand deep reasoning, mul-
tistep problem-solving, and precise contextual un-
derstanding—capabilities that traditional LLMs,
optimized for straightforward, one-step responses,
frequently lack. Furthermore, their propensity to
hallucinations exacerbates their limitations, partic-
ularly when confronted with tasks involving com-
plex calculations, nuanced regulatory language, or
sophisticated financial analyses.

This paper presents a novel framework that en-
ables a single LLM to effectively manage multitask-
ing across various regulatory and financial domains.
The framework addresses a range of specialized
tasks, These tasks collectively enable the model
to navigate the complexities of regulatory and fi-
nancial domains. Collectively, these tasks require
the model to demonstrate both the knowledge and
capabilities needed to navigate the complexities of
regulatory and financial domains, and each task
demands precise management of domain-specific
contexts and information.

Our approach integrates Unified Modeling (Zha
et al., 2023) with Task-Specific Prompts (Zhou
et al., 2022; Zhang et al., 2023) and Input Tem-
plates (Kojima et al., 2022), tailoring the focus
and contextual comprehension of the model for
each task to ensure coherent and relevant responses
to regulatory and financial challenges. To opti-
mize the learning and performance of the model,
we employ Sequential Fine-Tuning (Lialin et al.,
2023), where the model is progressively trained on
tasks in a specific sequence. This approach lever-
ages prior knowledge while minimizing the risk
of catastrophic forgetting. To enhance the model’s
reasoning capabilities, we introduce Reasoning-
Based Training, which enables more logical analy-
sis and interpretation of complex datasets by lever-
aging prior reasoning. During inference, we utilize
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Chain of Thought (CoT) prompting (Wang et al.,
2022), which guides the model through a step-by-
step logical reasoning process. This method breaks
down complex queries into manageable compo-
nents, ensuring accurate and contextually relevant
responses.

By integrating these techniques, our approach
significantly improves the performance of LLMs in
handling regulatory and financial tasks, surpassing
traditional direct-response methods. This contribu-
tion advances LLMs for specialized applications,
opening new avenues for LLMs in complex and
regulated environments. Building on this founda-
tion, the main contributions of this paper are as
follows:

1. A unified framework for adapting a single
LLM to multitask effectively across diverse
regulatory and financial domains.

2. Integration of Task-Specific Prompts and In-
put Templates within a unified model, ensur-
ing coherent, contextually relevant, and task-
oriented responses.

3. Implementation of Sequential Fine-Tuning,
where the model is trained progressively on
tasks in a defined sequence, leveraging prior
knowledge while mitigating catastrophic for-
getting.

4. Introduction of Reasoning-Based Training to
enhance the capability of model to logically
analyze and interpret complex datasets.

5. Application of CoT prompting during infer-
ence to guide the model through step-by-step
logical reasoning, resulting in more accurate
and contextually aligned outputs.

The remainder of the paper is organized as fol-
lows: Section 3 discusses related works; Section 4
presents the methodology; Section 5 outlines the
experimental setup; Section 6 details the results;
Section 7 addresses the limitations; and Section 8
concludes the paper.

2 Task overview

The COLING 2025 Regulations Challenge com-
prises nine complex tasks aimed at evaluating
diverse skills required for processing regulatory
and financial texts. The Abbreviation Recogni-
tion Task tests a model’s ability to identify and ex-
pand acronyms prevalent in regulatory documents,

emphasizing domain-specific terminology under-
standing. The Definition Recognition Task involves
accurately extracting definitions from dense legal
and financial texts, demanding precise contextual
comprehension. The Named Entity Recognition
(NER) Task focuses on identifying and categoriz-
ing entities such as organizations, laws, dates, and
monetary values, requiring high accuracy in struc-
tured data extraction. The Question Answering
Task challenges models to provide precise answers
to intricate legal questions, testing their ability to
interpret both explicit and implicit content. The
Link Retrieval Task assesses models’ efficiency
in locating specific legal documents, necessitat-
ing adept navigation through extensive regulatory
corpora. The Certificate Question Task evaluates
the capability of LLMs to solve multiple-choice
questions from professional financial certification
exams, such as the Chartered Financial Analyst
(CFA) and Certified Public Accountant (CPA) ex-
ams, highlighting their analytical proficiency in
meeting global certification standards and achiev-
ing examination success. The XBRL Analytics
Task examines a model’s ability to extract and an-
alyze financial data from eXtensible Business Re-
porting Language (XBRL) filings, showcasing tech-
nical expertise in handling financial data formats.
The Common Domain Model (CDM) Task focuses
on understanding the Fintech Open Source Founda-
tion’s standards for financial industry interoperabil-
ity. Lastly, the Model Openness Framework (MOF)
Licenses Task evaluates models on licensing re-
quirements, emphasizing regulatory compliance
understanding. Collectively, these tasks represent a
rigorous challenge, demanding advanced linguistic,
analytical, and reasoning skills.

3 Related Work

3.1 Task-Specific Prompts

The prompt engineering (Mizrahi et al., 2023) has
emerged as a critical skill for effectively utiliz-
ing LLMs. By providing structured instructions,
prompts guide LLMs to adhere to predefined rules
and align with specific task requirements (White
et al., 2023). Recent studies (Zheng et al., 2024)
emphasize the importance of designing prompts
that are tailored to the nuances of each task. This
task-specific prompt engineering approach enables
models to focus on task-relevant features, resulting
in enhanced performance on the given tasks.
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3.2 Chain of Thought prompting

The CoT prompting (Wang et al., 2023) refers to
the sequence of intermediate natural language rea-
soning steps that lead to the final output. Chain-
of-thought prompting (Wei et al., 2022) enhances
the reasoning capabilities of LLMs. Not only does
it facilitate reasoning explanations, but it also en-
ables sequential thinking, resulting in more natural
and coherent answers. Experimental results (Wei
et al., 2022) show that CoT prompting improves
performance across various arithmetic, common-
sense, and symbolic reasoning tasks. Moreover,
this prompting approach requires only a small train-
ing dataset, learning effectively from just a few ex-
amples. This work (Wei et al., 2022) demonstrates
the exceptional ability of CoT prompting to handle
a variety of tasks.

3.3 Fine-Tuning LLMs techniques

Fine-tuning LLMs focusing on adapting pre-trained
models to specific downstream tasks. Traditional
full fine-tuning approaches, as demonstrated in
GPT-3 (Brown et al., 2020), involve updating all
model parameters, enabling high task performance
but at significant computational and memory costs.
To address these limitations, Parameter-Efficient
Fine-Tuning (PEFT) methods have emerged, such
as adapters (Hu et al., 2023; Liu et al., 2022),
which optimize only a small subset of parame-
ters while keeping the majority of the pre-trained
weights frozen. Among these, Low-Rank Adapta-
tion (LoRA) (Hu et al., 2021) has gained promi-
nence for its ability to achieve competitive per-
formance by training low-rank matrices added to
frozen weight layers, significantly reducing mem-
ory and compute requirements. These techniques
collectively highlight the trade-offs between re-
source efficiency and performance, driving ad-
vancements in scalable fine-tuning for large-scale
models.

4 Methodology

Our methodology leverages four complementary
strategies to enhance LLMs for regulatory and fi-
nancial tasks: sequential fine-tuning to gradually
build domain knowledge, task-specific prompts
to align inputs and outputs effectively, reasoning-
based training to improve logical problem-solving,
and chain-of-thought prompting to ensure precise,
template-aligned answers through structured rea-
soning.

4.1 Sequential Fine-Tuning

Group Domain Task Training size Metrics
Group 1 XBRL Financial Math 222 Accuracy
Group 2 CDM All Required 2,414 Factscore
Group 3 MOF Detailed QA 424 Factscore

Group 4
Definition All Required 1,720 BERTscore
XBRL Term XBRL Terminology 143 Factscore

Group 5 QA All Required 1,349 Factscore
Group 6 XBRL XBRL Tag Query 7,209 Accuracy
Group 7 NER EMIR 1,905 F1score
Group 8 CFA CFA Level 1 1,032 Accuracy
Group 9 MOF License Abbreviations 240 Accuracy
Group 10 Abbreviation EMIR 210 Accuracy
Group 11 Abbreviation Stock Tickers (NYSE) 8,320 Accuracy
Group 12 Link-Retrieval All Required 460 Accuracy

Table 1: Sequence of tasks in sequential fine-tuning

Sequential fine-tuning is a strategic approach
that incrementally enhances a capability of LLMs
by adapting it to a series of tasks in a predefined
order. This method builds on knowledge from ear-
lier tasks to improve performance on subsequent
tasks, enabling a comprehensive understanding of
complex domains such as regulation and finance.
In our framework, tasks are grouped by domain
relevance and complexity.

As outlined in Table 1, The nine regulatory tasks
were organized into 12 groups based on evalua-
tion metrics, domain-specific importance, and func-
tional characteristics. Tasks within the same do-
main but evaluated using different metrics, such as
XBRL Tag Query and XBRL Financial Math, were
assigned to separate groups. Conversely, tasks from
distinct domains with similar functional attributes,
such as XBRL Terminology and Definition Tasks,
were grouped together.

The sequence of tasks for sequential fine-tuning
was carefully organized based on the specificity of
the data and the type of responses required. The
process began with foundational tasks, such as Fi-
nancial Math, to build a strong base of knowledge.
Even though these tasks required precise answers,
the responses followed clear patterns of calcula-
tion and reasoning. Subsequently, specialized tasks
were prioritized for fine-tuning based on their gen-
eralizability, the adaptability of evaluation met-
rics (e.g., BERTScore and FactScore), and training
dataset size. For instance, question-answering tasks
in the CDM and MOF domains, which are more
specialized, were fine-tuned next. The responses
for these tasks could take various forms, offering
flexibility in how they were answered. Evaluation
metrics such as FactScore were used to assess their
effectiveness and ensure adaptability. After that,
tasks requiring more specific and precise responses,
such as those within the Definition domain, were
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addressed. These tasks involved generating de-
tailed descriptions where precise word choice was
crucial. BERTScore was employed to ensure ac-
curacy and prevent unintended changes to the in-
tended meaning. Finally, tasks demanding highly
specific responses and significant memorization,
such as abbreviation retrieval and link retrieval,
were fine-tuned in the final stages. These tasks re-
lied on explicit recall and often involved retrieving
responses directly from specialized datasets.

By layering learning in a systematic sequence,
the model achieves robust supervised fine-tuning
while addressing challenges such as imbalanced
datasets and task-specific skill demands, including
calculation, analysis, and memorization. This ap-
proach enables insights gained from simpler tasks
to inform and enhance solutions for more advanced
challenges

4.2 Unified Modeling with Task-Specific
Prompts and Input Template

This approach integrates multiple regulatory tasks
into a cohesive model framework. Using task-
specific prompts and input templates ensures that
each task is addressed with a focused contextual
understanding. These prompts serve as tailored in-
structions, guiding the model in interpreting inputs
and generating accurate responses. This structured
design enables the model to handle diverse regula-
tory tasks efficiently while maintaining consistency
and coherence. Table 7 details the tasks and their
corresponding prompts. Each prompt is designed
to meet the specific requirements of its task, en-
suring precise and reliable output. This unified
framework combines task-specific customization
with a scalable and adaptable architecture, making
it suitable for various regulatory domains.

4.3 Reasoning-Based Training
Reasoning-based training enhances the ability of
LLMs to analyze and interpret complex regulatory
data by integrating logical reasoning into the train-
ing process, as demonstrated in Table 8. This
approach departs from traditional methods that
rely solely on the final answer as the labeled re-
sponse, instead prioritizing the reasoning process
during training. By focusing on problem-solving
steps, it fosters a more nuanced understanding of
financial and regulatory content, enabling the gen-
eration of accurate and contextually relevant re-
sponses. Table 8 provides illustrative examples
of training data, contrasting reasoning-based and

final-answer-focused approaches in financial and
regulatory tasks. Each question is accompanied
by a step-by-step explanation of the reasoning pro-
cess, offering clarity and structure. This systematic
approach enables models to decompose complex
tasks into transparent and reliable steps, thereby en-
hancing their interpretability and trustworthiness.

4.4 Chain of Thought Prompting in Inference

CoT prompting enables models to generate re-
sponses through a step-by-step logical progression
during inference, breaking down complex queries
into manageable parts rather than relying solely
on a single system prompt. The CoT methodol-
ogy in this work, as detailed in , comprises two
key steps to ensure structured and precise reason-
ing. First, a task-specific system prompt, guides the
model to decompose complex queries into logical,
sequential components, establishing a clear frame-
work for logical analysis and problem-solving. Sec-
ond, a refinement prompt captures the exact context
of the query and specifies the desired answer pat-
tern. Logical coherence is verified at each step,
ensuring that reasoning remains accurate and well-
structured. The final response is generated after
confirming logical correctness and alignment with
task-specific requirements. This two-step CoT pro-
cess ensures accuracy and delivers well-structured,
reasoned answers, especially for tasks involving
regulatory analysis, complex decision-making, or
multi-faceted data interpretation.

5 Experiment setup

5.1 Model selection

Task Metrics Llama3.1-ins Qwen2.5-ins THaLLE0.1
Abbreviation (Ticker) R1 1.658 1.323 5.051
Abbreviation (Acronym) R1 29.070 32.298 51.810
Definition BERT-R 83.950 85.633 86.077
NER BERT-R 31.434 76.113 68.290
QA BERT-R 86.119 85.700 85.692
Link Retrieval Acc 6.533 27.814 21.847
CFA Level 1 Acc 58.624 67.966 66.860
XBRL (Terminology) R1 82.540 80.599 82.218
XBRL (Domain-Numeric Query) R1 81.464 79.713 80.421
XBRL (Financial Math) R1 0.813 1.276 0.743
XBRL (Tag Query) R1 12.573 79.254 57.143
CDM BERT-R 81.921 81.465 81.976
MOF (License OSI Approval) Acc 0.000 0.000 0.000
MOF (Detailed QA) BERT-R 89.128 87.476 86.854
MOF (License Abbreviation) BERT-R 14.306 9.607 12.118
Overall Overall 49.347 58.162 58.113

Table 2: Model performance Comparison (%)

To evaluate performance for model selection,
we compared the Qwen2.5-7B-Instruct1 (Team,

1https://huggingface.co/Qwen/Qwen2.5-7B-Instruct
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2024; Yang et al., 2024) model with Llama-3.1-
8B-Instruct2 and THaLLE-0.1-7B-fa3 (Labs et al.,
2024) across multiple tasks. Table 2 presents a
detailed comparison, highlighting the competitive
performance of Qwen2.5-7B-Instruct, particularly
in reasoning and domain-specific tasks. Its bal-
anced architecture, with 7 billion parameters, ef-
fectively handles complex tasks while remaining
computationally efficient. Based on its superior
performance and the optimal balance between size
and capability, we selected Qwen2.5-7B-Instruct
as the base model for fine-tuning across various
regulatory tasks.

5.2 Metrics

This study evaluates LLM performance across nine
regulatory tasks using specific metrics. the exper-
iment 5.1, the experiment 6.1 and the experiment
6.2 assess tasks as follows: Link Retrieval, MOF
License OSI Approval, and CFA are evaluated us-
ing mean Accuracy (Acc) ; Abbreviation Recogni-
tion and MOF License Abbreviation use the mean
ROUGE-1 F1-score (R1) (Lin, 2004); Definition
Recognition, Question Answering, XBRL Term,
XBRL Domain and Numeric Query, MOF License
Detail Query, and Common Domain Model Analy-
sis are assessed with mean BERTScore using the
roberta-large setting (BERT-R) (Zhang et al., 2019);
and Named Entity Recognition (NER) is evaluated
by mean F1-score.

The experiment 6.3, conducted by the organiz-
ers following the evaluation framework in (Wang
et al., 2024), uses different metrics: mean Ac-
curacy for classification tasks (e.g., abbreviation,
link retrieval, certification exams, XBRL Finan-
cial Math, XBRL Tag Query, MOF License Ab-
breviations, and MOF License OSI Approval),
mean BERTScore with the bert-base-uncased set-
ting (BERT-B) for semantic similarity in defini-
tions, mean F1-score (F1) for NER, and FactScore
(Min et al., 2023) for factual correctness in QA,
XBRL, and MOF tasks.

The overall score is calculated as a weighted
average, with each task contributing 10%, except
for CFA, which is weighted at 20%, ensuring a
balanced evaluation framework.

2meta-llama/Llama-3.1-8B-Instruct
3https://huggingface.co/KBTG-Labs/THaLLE-0.1-7B-fa

5.3 Dataset and data collection
5.3.1 Training
The training dataset for the COLING-2025 regula-
tions challenge 4 was carefully curated to encom-
pass key regulatory domains. It integrates data
from leading finance and compliance sources listed
at the challenge website 5, including EUR-LEX,
ESMA, SEC, Federal Reserve, FDIC, and XBRL.
The dataset spans tasks such as abbreviation recog-
nition, definition extraction, and question answer-
ing, covering areas such as EMIR, U.S. financial
laws, and accounting. This dataset provides a ro-
bust foundation for training a unified LLM capable
of independently handling diverse regulatory tasks.

5.3.2 Validation
The validation set 6 (Wang, 2024), provided by
the organizers of the COLING-2025 Regulations
Challenge, covers a wide range of essential regu-
latory tasks with diverse samples. It includes 29
acronym examples from EMIR, U.S. financial laws,
and other sources, 16 stock tickers, 19 definitions,
4 NER samples, and 20 QA cases covering topics
such as securities, exchanges, the Federal Reserve,
and accounting. Link retrieval tasks feature 22 sam-
ples, while the XBRL dataset comprises 54 terms,
100 financial math cases, and additional queries.
The CDM dataset includes 16 examples focused
on products, events, and processes, and the MOF
dataset offers 17 samples for licensing tasks and
QA. Additionally, the CFA dataset, derived from
the Flare-CFA corpus 7, contributes 1,032 samples,
enhancing the scope of evaluation for regulatory
and financial text analysis. This comprehensive
validation set ensures a thorough evaluation across
complex regulatory domains.

5.3.3 Testing
The testing set8(Wang, 2024), also curated by the
COLING-2025 Regulations Challenge organizers,
focuses on benchmarking model performance un-
der diverse regulatory scenarios with a larger and
more varied set of examples. It comprises 444 ab-
breviation cases and 162 definition tasks to assess
terminology and contextual understanding, along-
side 45 NER samples and 103 QA cases for evalu-

4https://coling2025regulations.thefin.ai
5https://coling2025regulations.thefin.ai/dataset
6https://github.com/Open-Finance-

Lab/Regulations_Challenge_COLING_2025/tree/main/validation
7https://huggingface.co/datasets/ChanceFocus/flare-cfa
8https://github.com/Open-Finance-

Lab/Regulations_Challenge_COLING_2025/tree/main/testing
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ating entity recognition and information retrieval.
The link retrieval section includes 161 samples,
while the XBRL dataset is robust, featuring 391
terminology samples, 90 tag-to-report tasks, and
89 domain numeric queries, emphasizing its util-
ity for structured data reasoning. Additionally, the
testing set covers 90 financial math problems, 110
CDM queries targeting specific processes, 59 MOF
detail queries, 31 MOF license abbreviations, and
50 MOF license approval samples. This dataset
is designed to challenge models comprehensively,
evaluating their robustness and accuracy across var-
ied regulatory and financial contexts.

5.4 Implemetation
In this fine-tuning setup, several key configura-
tions are designed to optimize performance and
efficiency. Supervised Fine-Tuning is applied to
guide the model in adapting to task-specific require-
ments. LoRA (Hu et al., 2021) is employed with a
rank of 32, a scaling factor of 32, and a dropout rate
of 5%, as inspired by (Labs et al., 2024). These
settings enable the model to adapt to new tasks
by focusing on low-rank adjustments in specific
projection layers, such as query, key, and value pro-
jections, without updating all model weights. The
training dataset is shuffled with a fixed seed (42)
to ensure reproducibility and balanced sampling.
Each sequence in the dataset is repeated for 10
epochs, inspired by (Shu et al., 2024), to maximize
learning opportunities.

The training process is managed with a per-
device batch size of 1 and gradient accumulation
steps set to 8, effectively simulating larger batch
sizes by accumulating gradients over multiple steps
before updating the model weights (Labs et al.,
2024). A learning rate of 0.0002 (Shu et al., 2024),
is applied with the AdamW optimizer (Loshchilov
and Hutter, 2017) to ensure stable and precise up-
dates. The learning rate is scheduled to start grad-
ually with a warm-up phase for better stability
during initial training (Labs et al., 2024). Reg-
ular checkpoints preserve progress, and metrics
are logged periodically to monitor performance.
Mixed-precision training, leveraging bfloat16 pre-
cision, is enabled to improve computational effi-
ciency, and padding is handled using the end-of-
sequence token for consistency. Additionally, loss
masking selectively applies loss to task-specific
components, ensuring prompts and outputs for
each task are fine-tuned without overwriting shared
knowledge (Labs et al., 2024).

Furthermore, PEFT methods, specifically low-
rank decomposition, minimize computational and
memory costs by freezing most model parameters
while adapting task-specific components through
low-rank matrices. This significantly reduces the
number of trainable parameters, lowering compu-
tational and storage overhead (Labs et al., 2024).
The model is trained and evaluated on an NVIDIA
A6000 GPU, leveraging its computational power
and memory for efficient fine-tuning and inference.
This setup supports mixed-precision operations,
gradient accumulation, and low-rank adaptation,
optimizing task-specific performance by balancing
computation, memory, and stability.

6 Experimental Results and Discussion

6.1 Comparison of non-sequential and
sequential fine-tuning approaches

Task Metric Non-sequential Sequential
Abbreviation (Ticker) R1 6.648 1.333
Abbreviation (Acronym) R1 59.674 32.588
Definition BERT-R 87.300 86.330
NER BERT-R 74.171 76.752
QA BERT-R 87.203 86.384
Link Retrieval Acc 23.941 28.095
CFA Level 1 Acc 47.290 68.508
XBRL (Terminology) R1 82.408 81.333
XBRL (Domain-Numeric Query) R1 84.978 80.415
XBRL (Financial Math) R1 1.103 1.289
XBRL (Tag Query) R1 85.000 80.000
CDM BERT-R 82.655 82.159
MOF (License OSI Approval) Acc 0.000 0.000
MOF (Detailed QA) BERT-R 88.294 87.476
MOF (License Abbreviation) BERT-R 13.733 9.704
Overall Overall 48.663 59.731

Table 3: Comparison of non-sequential and sequential
fine-tuning performance on the validation set (%).

Table 3 presents an experiment comparing se-
quential fine-tuning, which follows the order spec-
ified in Table 1, with traditional non-sequential
fine-tuning, where all datasets are combined into a
single set for training. Sequential fine-tuning sig-
nificantly improves overall performance, increas-
ing the mean score from 48.66 (non-sequential)
to 59.73. Notable gains are observed in tasks in-
volving financial concepts (e.g., the CFA task) and
link retrieval, demonstrating the effectiveness of
this approach in these areas. However, perfor-
mance declines in tasks such as abbreviation tick-
ers, acronym validation, and certain XBRL queries,
potentially due to overfitting or complexities in-
troduced by sequential fine-tuning. Tasks with
very low or zero performance further suggest is-
sues with task formulation. In summary, while
sequential fine-tuning offers substantial benefits
in specific domains, its varied impact across tasks
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highlights the importance of adopting tailored fine-
tuning strategies to optimize performance across
diverse requirements.

6.2 Comparison of default Prompt and our
fine-tune system prompt

Task Metric Default Our
Abbreviation (Ticker) R1 1.333 2.273
Abbreviation (Acronym) R1 32.588 66.004
Definition BERT-R 86.330 85.525
NER BERT-R 76.752 77.463
QA BERT-R 86.384 86.384
Link Retrieval Acc 28.095 33.394
CFA Level 1 Acc 68.508 68.508
XBRL (Terminology) R1 81.333 82.397
XBRL (Domain-Numeric Query) R1 80.415 79.869
XBRL (Financial Math) R1 1.289 1.548
XBRL (Tag Query) R1 80.000 82.500
CDM BERT-R 82.159 82.234
MOF (License OSI Approval) Acc 0.000 0.000
MOF (Detailed QA) BERT-R 87.476 86.878
MOF (License Abbreviation) BERT-R 9.704 20.267
Overall Overall 59.731 64.720

Table 4: Comparison of Default Prompt and Our Fine-
Tune System Prompt on the validation set (%).

Table 4 compares the performance of our fine-
tuned system prompt, detailed in Table 7, with
ChatGPT’s default system prompt (’You are a help-
ful assistant’) (Zheng et al., 2024). Our fine-tuned
prompt consistently outperforms the default across
most tasks, increasing the overall mean score from
59.73 to 64.72. Significant improvements are
observed in tasks such as acronym abbreviation
(32.59 to 66.00), ticker abbreviation (1.33 to 2.27),
and link retrieval (28.10 to 33.39), demonstrating
its effectiveness in handling complex abbreviations
and legal linking. Further gains are noted in NER,
XBRL Terminology, and XBRL Tag Query tasks,
where the fine-tuned prompt addresses previously
unhandled cases. However, tasks such as Defini-
tion, QA, and CFA show minimal improvements,
indicating areas for further optimization. Over-
all, these results confirm that tailored prompt fine-
tuning enhances model accuracy and reliability, par-
ticularly for specialized and complex tasks.

6.3 Comparison of direct-response and
COT-based inference with Training
Variants

Table 5 contrasts direct-response inference, utiliz-
ing a system prompt (Table 7), with the proposed
COT-based inference, which incorporates both a
system and refinement prompt (as detail in the Sec-
tion 4.4), across various training configurations.
Direct-response inference achieves a mean score
of 64.72, while COT-based methods demonstrate

superior performance, with non-explanatory COT
scoring 66.98 and reasoning-based COT achiev-
ing 68.23. COT inference methods yield signifi-
cant performance improvements in complex tasks
such as NER, MOF License OSI Approval and
XBRL Financial Math, demonstrating their capa-
bility in step-by-step analysis and producing re-
sponses in the desired format. Reasoning-based
training further enhances performance in XBRL
Terminology and Financial Math tasks, underscor-
ing the advantages of structured reasoning. In sum-
mary, reasoning-enhanced COT inference offers
significant improvements in model performance
across diverse, specialized tasks, emphasizing its
effectiveness and adaptability.

6.4 Comparison of our model with baseline

Table 6 compares the performance of our model
against leading baselines on the testing set, con-
ducted by the organizers following the evaluation
framework in (Wang et al., 2024). Our model
achieves an overall score of 54.801%, outperform-
ing Llama 3.1 8B (53.572%) and demonstrating
competitive performance across tasks. Our model
outperforms best in the Definition task, achieving
a score of 58.49%, which is higher than GPT-4o
(55.2%), Mistral Large 2 (53.38%), and Llama 3.1
8B (51.3%). It also achieves the highest score in
NER at 71.74%, surpassing GPT-4o (71.08%) and
other baselines. Additionally, our model demon-
strates strong performance in QA (86.09%), out-
performing most baselines and closely approach-
ing GPT-4o. It also excels in MOF (Detailed QA
and License OSI Approval) and shows robust re-
sults in XBRL (Domain-Numeric Query). How-
ever, areas such as Abbreviation and Link Retrieval
highlight improvement opportunities, where GPT-
4o and Mistral Large 2 outperform. Overall, our
model provides robust performance, particularly
in knowledge-intensive and domain-specific tasks,
while maintaining computational efficiency.

7 Limitations and Future Work

The primary challenge of this research is to develop
a single LLM capable of effectively multitasking
across nine distinct regulatory and financial tasks
through fine-tuning while maintaining versatility,
domain expertise and efficient knowledge transfer.
The LLM must perform these tasks simultaneously
without any performance degradation, mitigate task
interference, and manage specialized terminologies
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Task Metric Direct-response COT-based Inference
Inference Non-explanatory-based Training Reasoning-based Training

Abbreviation (Ticker) R1 2.273 3.835 3.992
Abbreviation (Acronym) R1 66.004 63.705 63.653
Definition BERT-R 85.525 85.392 85.290
NER BERT-R 77.463 92.074 92.712
QA BERT-R 86.384 86.319 87.513
Link Retrieval Acc 33.394 52.272 53.825
CFA Level 1 Acc 68.508 68.702 68.716
XBRL (Terminology) R1 82.397 84.275 86.107
XBRL (Domain-Numeric Query) R1 79.869 80.034 81.610
XBRL (Financial Math) R1 1.548 37.667 39.097
XBRL (Tag Query) R1 82.500 82.500 82.532
CDM BERT-R 82.234 82.204 82.096
MOF (License OSI Approval) Acc 0.000 100 100
MOF (Detailed QA) BERT-R 86.878 87.199 87.590
MOF (License Abbreviation) BERT-R 20.267 16.477 16.687
Overall Overall 64.720 66.977 68.227

Table 5: Comparison of Our Fine-Tune System Prompt and COT-based Inference Methods on the validation set (%).

Task Metric FinMind-Y-Me Llama 3.1 8B GPT-4o Mistral Large 2
Abbreviation Acc 20.95 23.2 37.84 22.3
Definition BERT-B 58.49 51.3 55.2 53.38
NER F1 71.74 63.52 71.08 70.62
QA FactScore 86.09 80.79 88.42 82.63
Link Retrieval Acc 23.6 43.48 20.5 58.75
Certificate (CFA Level 1) Acc 48.89 51.11 68.89 68.89
Certificate (CFA Level 2) Acc 46.75 40.26 57.14 55.84
Certificate (CFA Level 3) Acc 44.87 41.03 65.38 64.1
Certificate (CPA REG) Acc 47.52 40.59 71.29 64.36
XBRL (Terminology) FactScore 63.27 70.83 85.03 82.21
XBRL (Domain-Numeric Query) FactScore 66.36 58.45 58.51 68.31
XBRL (Financial Math) Acc 64.44 76.67 88.42 74.44
XBRL (Tag Query) Acc 26.67 16.67 77.78 86.67
CDM FactScore 85.28 79.8 88.2 86.32
MOF (License OSI Approval) Acc 74.0 72.0 96.0 44.0
MOF (Detailed QA) FactScore 80.75 69.56 81.56 82.29
MOF (License Abbreviations) Acc 3.23 12.9 19.35 12.9
Overall Overall 54.801 53.572 63.567 62.489

Table 6: Performance Comparison of our model with baseline Across Tasks on the testing set (%)

and context shifts. However, several limitations
hinder its effectiveness. These include subopti-
mal performance in link retrieval due to generating
links from queries rather than directly accessing
a database; difficulties in abbreviation expansion
caused by context-dependent ambiguities; inaccura-
cies in answering certification questions stemming
from misinterpretation; and challenges with XBRL
and MOF subtasks resulting from insufficient data
availability.

These limitations underscore the need for more
comprehensive, diverse and contextually relevant
datasets, improved fine-tuning approaches, and the
development of advanced reasoning strategies. Fu-
ture research should aim to broaden the range of
regulatory and financial tasks to enhance the ver-
satility and scalability of the LLM. Efforts should
also focus on automating prompt engineering to
reduce reliance on manual design and explore ad-
vanced reasoning methods, such as reinforcement
learning with human feedback. Furthermore, opti-
mizing task sequences and addressing challenges
such as computational resource demands, data de-
pendencies, and processing costs are vital to im-
proving system robustness and adaptability within

dynamic regulatory and financial environments.

8 Conclusion

This study presents a unified modeling framework
that integrates task-specific prompts, input tem-
plates, and sequential fine-tuning to improve per-
formance in regulatory and financial tasks on the
COLING2025 regulation challange. Sequential
fine-tuning demonstrates improvements in areas
such as financial computations, though its vari-
able impact underscores the importance for tailored
strategies. Fine-tuned system prompts outperform
standard prompts, while reasoning-based training
and Chain-of-Thought prompting further boost per-
formance. Our model achieved an overall score
of 54.801% across all tasks, the highest among all
participants, securing first place in the financial reg-
ulation competition and demonstrating excellence
across all nine tasks. Future work should focus
on broadening task coverage, automating prompt
engineering, refining sequential fine-tuning, and
exploring hybrid models to enhance scalability and
adaptability in dynamic regulatory contexts.
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Task Input Templates System Prompt
Abbreviation "Expand the following acronym into its full form: acronym. Answer:" You are an expert in abbreviation-expanded-form matching for financial regulation. Analyze

and expand the following acronym into its official full form. Provide the most accurate
expansion only.

Definition "Define the following term: regulatory term or phrase. Answer:" Define the following term while categorizing it into regulatory or financial domains (e.g.,
Federal Reserve Regulations, Accounting). Provide the definition clearly and concisely.

NER "Given the following text, only list the following for each: specific Organizations, Legisla-
tions, Dates, Monetary Values, and Statistics: input text."

You are an expert in Name entity recognition. Extract and classify entities such as Organiza-
tions, Legislations, Dates, Monetary Values, and Statistics from the given text. Return the
output in JSON format with proper labels.

QA "Provide a concise answer to the following question: detailed question? Answer:" You are an expert in regulations and finance. Provide precise and accurate answers to detailed
questions about regulatory practices or laws based on the provided query.

Link Retrieval "Provide a link for ... law, Write in the format of ("Law: Link" or "Law: Not able to find a
link for the law")"

You are an expert in link retrieval. Provide a link for the specified regulation based on its
name and format. Ensure the URL follows the correct structure (e.g., EUR-Lex). Return
only the link or specify if unavailable.

CFA "(This context is used for the question that follows: context). Please answer the following
question with only the letter and associated description of the correct answer choice: question
and answer choices. Answer:"

You are a financial expert tasked with solving a certificate exam question. Break down
the query logically, analyze each answer choice, and provide the best answer based on
regulations or financial principles.

XBRL "Provide the exact answer to the following question: detailed question? Answer:" You are an expert in eXtensible Business Reporting Language (XBRL). Provide precise
answers to detailed questions about financial data using eXtensible Business Reporting
Language. Address areas such as definitions, calculations, or US GAAP tags systematically.

CDM "Provide a concise answer to the following question related to Financial Industry Operating
Network’s (FINO) Common Domain Model (CDM): detailed question? Answer:"

You are an expert in Common Domain Model (CDM). Provide accurate and precise responses
to questions related to the CDM within the financial and fintech context. Break down terms
or processes where applicable.

MOF "Provide a concise answer to the following question about MOF’s licensing requirements:
detailed question? Answer:"

You are an expert in Model Openness Framework (MOF). Answer queries about license
requirements, OSI approval, or abbreviations with precision and clarity. Provide only the
relevant details.

Table 7: Fine-tune task-specific system prompts

User prompt Non-explanatory response Reasoning response
An asset with a purchase price of $7229.15 and a salvage value of
$860.73 is depreciated over 2 years using the straight-line method.
What is the annual depreciation expense?

Answer: $3184.21 Solution: Annual Depreciation = (Purchase Price
- Salvage Value) / Useful Life = (7229.15 −
860.73)/2 = 3184.21 Answer: $3184.21

An asset with a purchase price of $4754.66 and a salvage value of
$396.31 is depreciated over 9 years using the sum-of-years’-digits
method. What is the depreciation expense for year 6?

Answer: $387.41 Solution: Depreciation for year 6 = (Purchase Price
- Salvage Value) * Remaining Useful Life / Sum of
Years’ Digits (= 4754.66 − 396.31) ∗ 4/(9 ∗ (9 +
1)/2) = 387.41 Answer: $387.41

What is the effective annual interest rate of a 14.21% nominal rate
compounded 2 time(s) per year?

Answer: 14.71% Solution: Effective Rate = (1 + Nominal Rate / Peri-
ods) P eriods−1= (1 + 0.1421 / 2) 2−1 = 0.1471 =
14.71% Answer: 14.71%

Table 8: Examples of non-explanatory and reasoning-based data for financial and regulatory tasks
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Task Chain of Thought Process System Prompt User Prompt
Abbreviation Identify abbreviations related to finance and regula-

tions. Analyze the context of each abbreviation and
determine its full expanded form based on common
financial and regulatory usage.

Step1: "Identify the abbreviations in the domain of regu-
lations and finance, match each abbreviation with its ex-
panded form."

Step1: "abbreviation as fullquestion answer only fullques-
tion stands for ... and focus on the one most relevant to the
domain of regulations and finance."

Cross-check the abbreviation context from the previ-
ous step and match it with the single, most relevant
expanded definition. Extract the exact full name or
phrase without any extra explanation.

Step2: "Match an abbreviation with its expanded form." Step2: "From this response response, extract only the full
form of the abbreviation and extract only one answer."

Definition Categorize financial and regulatory terms into their
respective categories based on common industry stan-
dards or classification systems. Use logical catego-
rization methods.

Step1: "Categorize the following regulatory and financial
term or phrase into one of the categories: Federal Reserve
Regulations, European Market Infrastructures Regulation,
Securities and Exchanges or Accounting and Auditing. An-
swer only with the category."

Step1: "Term or phase as question"

Based on the assigned category, determine the defi-
nition of the financial or regulatory term. Use estab-
lished definitions from financial research and regula-
tory analysis.

Step2: "Provide the definition of the following regulatory
and financial term or phrase in category category. Answer
as: The term [term] means..."

Step2: "Term as question"

Analyze the definition and distill the core meaning
into the most concise response. Ensure no extraneous
context or explanation is included.

Step3: "Correctly define a regulatory term or phrase." Step3: "From this response response, extract only the mean-
ing of the definition and extract only one answer."

NER This step involves extracting and categorizing enti-
ties (e.g., organizations, legislations, dates, monetary
values, statistics) from the provided financial text.
All entities should be properly labeled and organized
into a structured JSON format to ensure consistency
and accuracy.

Step1: "You are tasked with extracting specific entities
from financial text. Your job is to identify and classify the
following entities: - Organizations - Legislations - Dates -
Monetary Values - Statistics After identifying each entity
in the text, return the results in the following JSON format.
Make sure to follow the structure strictly and provide the
correct labels for each entity type. Each entity type should
be in its own list, even if there is only one entity for that
type.

Step1: Given the following financial text, extract only the
following entities: Organizations, Legislations, Dates, Mon-
etary Values, and Statistics. Text: question Please return the
results in the JSON format specified by the system.

QA Analyze the provided financial or regulatory ques-
tion in detail. Employ systematic reasoning, utilizing
domain expertise and logical inference to ensure ac-
curacy.

Step1: "You are an expert in regulations and finance. Ensure
the output matches the correct answer to a detailed question
about regulatory practices or laws."

Step1: "Question as question"

Link Retrieval Categorize the provided financial or regulatory query
into predefined legal categories. The classification
should help pinpoint the most applicable legal cate-
gory.

Step1: "Categorize the following regulatory and financial
questions into one of the categories: Federal Reserve Regu-
lations, European Market Infrastructures Regulation, The
Federal Deposit Insurance Corporation, or Securities and
Exchange Commission. Answer only with the category."

Step1: "Term or phase as question, answer as category"

Identify and provide the most accurate legal reference
link based on the classification derived from Step 1.
The link should correspond to the relevant law or
regulation context.

Step2: "Ensure the provided link is accurate and corre-
sponds to the relevant law in the category response1, focus-
ing specifically on the most applicable law in the domain of
regulations and finance."

Step2: "Please provide the law related to: question"

CFA Carefully analyze the CFA exam question by break-
ing it down into its key financial components. Clearly
outline the reasoning process and draw on formulas,
definitions, and financial concepts as needed.

Step1: "You are a financial expert. Please read the fol-
lowing certificate exam question carefully, analyze the key
components, and answer the question step by step. Break
down any complex terms or procedures and provide a clear,
concise final answer. If applicable, use formulas, examples,
or definitions to support your response. Be sure to verify
the accuracy of your answer once completed."

Step1: "question as question"

After detailed analysis, select the most accurate an-
swer choice (A, B, or C) based on logical reasoning.
The response should focus only on the final correct
choice without unnecessary explanation.

Step2: "You are a financial expert tasked with carefully
reading, analyzing, and answering the following certificate
exam question. Please follow the steps below:"

Step2: "Your task is to carefully read the certificate exam
question as question, analyze it step-by-step, and provide
your answer as responseexplain. Select the most accurate
answer from the choices provided, listed as choices. Only
answer with A, B, or C. Do not provide any other response."

XBRL Logical reasoning to identify and categorize the pro-
vided XBRL context using the five focus areas (defi-
nitions, numeric queries, domain analysis, etc.).

Step1: "Provide precise answers to detailed questions about
financial data extraction and application using XBRL (eX-
tensible Business Reporting Language) filings, a standard-
ized digital format for sharing and analyzing financial in-
formation. This task covers five areas: defining XBRL
terms, domain-specific queries, financial math, numeric
queries, and providing the correct US GAAP XBRL tags
(e.g., US GAAP XBRL tag for revenue should be answered
asusgaap :RevenueFromContractWithCustomerExcludin-
gAssessedTax’. Ensure responses strictly match the cor-
rect answer without additional explanation.When answering
questions about XBRL, it’s essential to follow a structured
approach. Here’s how to methodically address these types
of questions:"

Step1: "Question as question"

Execution of extraction and application logic using
the structured reasoning methodology for context-
specific results (e.g., matching correct US GAAP
tags).

Step2: "You are a financial expert tasked with carefully
reading, analyzing, and answering the following eXtensible
Business Reporting Language. Please follow the steps be-
low:"

Step2: "Your task is to read the eXtensible Business Re-
porting Language XBRL question question and find the
final answer based on the explanation provided response.
Provide only the final answer,final answer is ..."

CDM Addressing CDM inquiries from the Fintech Open
Source Foundation, applying logical mapping to pro-
vide relevant responses for complex financial model-
ing or structured analysis.

Step1: "Deliver precise responses to questions about the
Fintech Open Source Foundationś FINOS Common Do-
main Model CDM)."

Step1: "Question: question"

MOF Licensing logic for MOF compliance focusing on
financial license inquiries or compliance context by
narrowing domain relevance.

Step1: "Deliver precise responses to questions concern-
ing the requirement of license under the Model Openness
Framework."

Step1: "Question: question"

Table 9: Chain of Thought strategies and refinement prompting for financial and regulatory tasks
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