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Abstract
This paper presents the results of the Fin-
DBQA shared task based on a question-
answering dataset, focusing on database query-
ing and reasoning. The dataset, consisting of
400 questions grouped into 40 conversations,
evaluates language models’ abilities to answer
sequential questions with complex reasoning
and multi-hop queries in a multi-turn conversa-
tional question-answering setting. Each sample
includes the question, answer, database queries,
querying result (tables), and a program (series
of operations) that produces the answer from
the result. We received 52 submissions from
three participants, with scores significantly sur-
passing the baselines. One participant submit-
ted a paper detailing a prompt-based solution
using large language models with additional
data preprocessing that helps improve the over-
all performance.

1 Introduction

While earlier research on question answering has
predominantly focused on text-based QA systems
(Rajpurkar et al., 2016; Chen et al., 2021a; Gaim
et al., 2023), recent efforts have expanded to in-
clude tabular QA (Zhang et al., 2020; Pal et al.,
2023), and hybrid QA approaches (Chen et al.,
2020; Zhu et al., 2021; Chen et al., 2022). These
advancements, however, typically assume that all
required tables or datasets are provided as inputs
during experimentation. In contrast, real-world sce-
narios often involve more complex requirements.
For example, answering a question like “What is
the difference in net profit between Amazon and
Microsoft in 2023?” (Q1) necessitates a two-step
process: querying relevant data and performing
reasoning. Specifically, models must retrieve the
revenues of the two companies for 2023 and subse-
quently apply mathematical reasoning to compute
the difference.

In a conversational question setting, users build
on previous queries. A user might ask, “Did that

figure increase from the previous year?” (Q2). To
answer Q2, a model must first resolve the corefer-
ence (“that” refers to the revenue difference from
Q1), then retrieve the relevant data for 2022, com-
pute the difference for that year, and compare it
to the result from Q1. Alternatively, a follow-up
question might be unrelated to Q1 yet require com-
plex reasoning, such as, “Which company had the
highest revenue in the technology sector in 2023?”
Answering this involves multi-hop querying: the
model must first identify the technology sector,
then locate the relevant companies, and finally com-
pare their revenues. These examples highlight the
challenges of sequential and multi-hop question
answering, where models must integrate reason-
ing, coreference resolution, and data navigation to
provide accurate answers.

To address the limitations of previous studies
concerning the querying step in question answer-
ing, we introduce the Fin-DBQA shared task based
on the DBQR-QA dataset (Nararatwong et al.,
2024). This task is built around a novel question-
answering dataset designed to evaluate database
querying and reasoning capabilities. The dataset
comprises 400 questions organized into 40 con-
versations, enabling the assessment of language
models in handling sequential, multi-hop queries
within a multi-turn conversational setting. Each
data sample includes the question, its answer, cor-
responding database queries, the querying results
(tables), and a program detailing the operations re-
quired to derive the answer from the results. The
task attracted 52 submissions from three partici-
pants, with performance metrics significantly sur-
passing the established baselines. One participant
proposed a prompt-based approach leveraging large
language models, complemented by additional data
preprocessing techniques, which further enhanced
overall performance.
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Figure 1: Example in DBQR-QA.

2 Related Work

Large language models (LLMs) have achieved sig-
nificant advancements in reasoning-based question
answering (QA). This progress is evident across
diverse benchmarks, including the DROP dataset
(Dua et al., 2019) for reading comprehension and
arithmetic QA, the GSM-8K dataset (Cobbe et al.,
2021) for solving grade-school math word prob-
lems, the MMLU benchmark (Hendrycks et al.,
2021) for multi-domain multiple-choice questions,
and the NumHG dataset (Huang et al., 2024) for
number-focused headline generation.

Tabular QA is another domain that demands ad-
vanced reasoning skills. Key datasets in this area
include TAT-QA (Zhu et al., 2021), which focuses
on hybrid financial tabular and textual data; FinQA
(Chen et al., 2021b), designed for numerical rea-
soning in finance; and FeTaQA (Nan et al., 2022),
which supports free-form table question answer-
ing. Building upon the foundations of TAT-QA and
FinQA, our dataset extends the scope of reason-
ing by integrating querying and reasoning into the
problem-solving process.

Numerous conversational QA datasets focus on
large knowledge bases, enabling diverse multi-hop
questions. Notable examples include SQA (Iyyer
et al., 2017) for Wikipedia tables, CSQA (Saha
et al., 2018) for reasoning over knowledge bases,
and ConvQuestions (Christmann et al., 2019),
which spans five domains. Non-knowledge-base
QA datasets also present significant challenges,
such as CoQA (Reddy et al., 2019) for machine
comprehension and QuAC (Choi et al., 2018) for
dialog-based contexts. Despite years of extensive
research in conversational QA, its tabular and rea-
soning aspects remain underexplored. ConvFinQA

(Chen et al., 2022) addresses this gap by focusing
on numerical reasoning chains within single-table
conversational QA.

3 Dataset Construction

3.1 Dataset Overview
Figure 1 illustrates an example from the DBQR-QA
dataset. This dataset, developed for the Fin-DBQA
shared task, features questions that require a com-
bination of database querying and complex multi-
step table manipulations. The tasks are further
complicated by a multi-branch chain of reasoning,
where each question in the sequence introduces,
modifies, or removes queries, variables, operations,
and parameters. This progressive complexity chal-
lenges models not only to memorize information
but also to dynamically adapt and refine their rea-
soning throughout the conversation.

The questions in the proposed DBQR-QA
dataset were derived from the TAT-QA and FinQA
datasets, both of which were manually crafted
and annotated by financial experts. However, the
limited variety of reasoning operations in these
datasets led to many questions exhibiting simi-
larities. To address this, similar questions were
grouped into a template-based representation. Us-
ing BART (Lewis et al., 2020), these elements were
extracted to generate generalized templates. For ex-
ample, the question “What was the net revenue in
2019?” was abstracted to “What was the [concept]
in [year]?” This abstraction process involved calcu-
lating string similarity scores, grouping templates
by similarity, and refining them to align with the
graph database context, extending beyond simple
tabular data.

Similar to ConvFinQA, DBQR-QA converts
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questions from FinQA into a conversational for-
mat, but it differentiates itself by incorporating ta-
ble manipulation throughout the reasoning process.
Unlike ConvFinQA, which relies on only six basic
arithmetic operators—such as addition, subtraction,
multiplication, and division, DBQR-QA includes
26 operators within the Pandas DataFrame. This
expanded set of operators facilitates more com-
plex and expressive queries compared to previous
datasets.

After establishing the question templates, we
populated them with entities (e.g., companies), fi-
nancial concepts, and numerical data, ensuring
alignment with the US-GAAP taxonomy. We prior-
itized terms based on their frequency of occurrence
in the questions, selecting those represented in the
graph to guarantee the accuracy of the generated
answers. Next, we defined a set of operations and
combined them to create a program for each ques-
tion, marking the initial stage of the annotation
process.

3.2 Automatic-Answer Annotation
To leverage the responses annotated by financial
experts in TAT-QA and FinQA, we developed a
knowledge graph derived from financial report ta-
bles formatted as XBRL documents. This inte-
gration enables the handling of complex tasks re-
quiring extensive data interlinking by storing the
relevant information within the graph. The graph’s
querying mechanism facilitates the transformation
of results into tables that can be further manipulated
during reasoning steps. Through the knowledge
graph, automatic-answer annotations for generated
questions become readily accessible. For instance,
a question from TAT-QA, such as "How much rev-
enue came from LinkedIn in 2018?" is adapted to
"How much profit came from Apple in 2023?" in
our dataset. In TAT-QA, the annotation process
involves extracting the triple (revenue, LinkedIn,
2018) to answer the question. In our context, the
corresponding automatic-answer annotation con-
sists of the triple (profit, Apple, 2023), providing a
preliminary answer.

3.3 Answer Verification
We utilized Amazon Mechanical Turk workers to
validate our automatic-answer annotations. Their
task involved reading the questions and construct-
ing a program (a sequence of tabular operations)
based on data queried from the database. The sys-
tem subsequently compared their program’s output

with our own. In cases of discrepancies, the work-
ers were required to identify which program, or
whether the question itself, was incorrect. This
method reduced the potential bias of our interpreta-
tion influencing theirs, a concern that would have
arisen if we had asked them to verify our programs
directly.

To ensure the quality of annotations, only work-
ers who achieved a minimum score of 70% on three
qualification tests were considered eligible. Fur-
thermore, they provided sufficient explanations for
any discrepancies in their answers, demonstrating
their ability to identify and address potential is-
sues. A question was deemed valid if it received
a majority consensus. We reviewed the workers’
feedback and identified questions that were flagged
as incorrect, such as those involving the possibility
of a negative value when measuring the "differ-
ence" between two quantities (e.g., the difference
between A and B). These issues were addressed
with additional clarification.

4 Dataset Statistics

The DBQR-QA dataset is divided into five distinct
subsets, each categorized according to question
type and complexity. This classification introduces
a diverse range of question types designed to assess
querying and reasoning abilities. These categories
are specifically structured to explore the intricate
aspects of financial datasets, addressing various
objectives and levels of complexity. An overview
of the five unique question types within the dataset
is presented below.

Type 1: Simple Query with Specific Companies
(Simple)

This type involves direct questions concerning
specific companies, requiring the extraction of data
and the application of basic arithmetic to derive so-
lutions. A typical example might involve financial
metrics over a designated period, such as determin-
ing which year to exclude in order to maximize the
average deferred revenues of a particular company.

Type 2: Complex Query with Unspecified Com-
panies (Complex)

The complexity in this context arises from the
lack of specification regarding the companies of
interest, as well as the incorporation of conditional
thresholds for financial metrics. The objective is
to select criteria that fit a specific financial param-
eter across a set of companies. For example, this
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could involve identifying the year with the highest
average contractual obligations, based on varying
minimum thresholds for purchase obligations.

Type 3: Reasoning Steps Requiring Multiple
Tables (Multi-Table)

This category involves synthesizing data from
multiple tables to address questions that require
comparative analysis or the aggregation of finan-
cial metrics across different periods or conditions.
It evaluates the ability to navigate and interpret in-
terconnected datasets, such as comparing average
earnings per share across various years, while ac-
counting for differences between basic and diluted
shares.

Type 4: Multi-hop Query (Multi-Hop)
Multi-hop queries require a series of logical

steps and inferences to reach a conclusion. These
types of questions typically involve complex,
industry-specific analyses, such as comparing aver-
ages or trends across various criteria or time peri-
ods. For instance, a question might inquire which
industry-level factor leads to a higher average net
cash provided by operating activities, necessitating
an understanding of temporal trends and the unique
characteristics of different industries.

Type 5: Instruction QA (Instruction)
Instruction-based questions involve intricate sce-

narios that direct the analyst through a sequence
of data retrieval and analytical tasks across multi-
ple dimensions, such as time, industry, and finan-
cial metrics. These questions simulate real-world
data analysis challenges, necessitating a deep un-
derstanding and the capacity to follow multi-step
instructions in order to compare and contrast av-
erages or identify trends within specific groups of
companies.

5 Evaluation

5.1 Manual Evaluation
There are two primary types of answers: textual and
numerical. An answer can consist of a single value
or a set, which may include either texts or numbers.
Textual answers may take the form of comparisons
(such as "higher," "lower," or "equal") or references
to entities, including financial terms defined in the
taxonomy, companies, individuals, industries, and
countries. No other types of textual answers are
permitted. Human evaluators are required to fo-
cus solely on the answer itself, disregarding any
additional contextual information or other details,

regardless of their accuracy. In the case of an an-
swer being a set of values, the predicted and actual
sets must match exactly, with the order of elements
being irrelevant. That is, all values must be present
in the answer, and no extraneous values should be
included. When the set consists of specific years
or entities—such as company revenues within a
certain period—the predicted values must clearly
identify all the correct years or entities.

5.2 Automatic Evaluation

5.2.1 Heuristic Evaluator

The heuristic evaluator is less flexible in handling
the model’s output, especially for a prompt-based
approach. For example, the model may output
"higher" or "greater," possibly with an explanation,
for a question asking whether something is more
or less than another. Even so, it offers a quick pre-
liminary evaluation that works well with numbers,
covering most answers. The evaluator refers to the
label to determine the answer type, then applies the
following rules to process the answers:

1. Integer: Convert the numeric answer into an
integer using int(answer).

2. Float: Convert the numeric answer into a
string with two-digit floating point using "

3. Set: All items in the prediction and label sets
must match. Otherwise, the algorithm flags
the answer as incorrect.

4. Dictionary: All keys and values must match.
The label uses the entity/concept names, not
their mentions, e.g., "CATERPILLAR INC"
not "Caterpillar" and "us-gaap: Revenues" not
"total revenue."

5.2.2 GPT-4 Evaluator

We instructed GPT-4 to compare the generated re-
sponse with human annotations (refer to Appendix
A for the prompt). In the DBQR-QA dataset’s
experiment, we created two evaluation prompts:
Binary and scoring. The binary prompt asks the
model to determine whether the answer is correct.
The scoring prompt asks the model to grade the an-
swer from 0 to 10, 0 being no match and 10 being
an exact match. However, we only use the binary
prompt in this shared task for simplicity and cost
management.
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Grader GPT Human
Practice (50 questions)

Jan Strich .54 .54 .56
Training (200 questions)

Jan Strich .33 .31 .37
Test (150 questions)

Dunamu-ML .64 .63 .64
Jan Strich .52 .51 .55
Jonathan Zhou .26 .21 .30

Table 1: Evaluation scores of all participants.

6 Results

A total of 5 submissions were received for the prac-
tice set (50 questions), 2 for the training set (200
questions), and 45 for the test set (150 questions).
Each set included all five types of questions. Table
1 presents a summary of the best scores achieved
by each participant. The scores across evaluators
are generally similar. Based on the assessments of
human evaluators, the highest scores for the prac-
tice, training, and test sets were 0.56, 0.37, and
0.64, respectively.

6.1 Participant’s Solution

Of the three participating teams, one submitted a
paper describing their methodology and experimen-
tal results. In their study, the authors introduced
a prompt-based approach incorporating a prepro-
cessing step that converts tables into a "tidy data"
format (Wickham, 2014), wherein each column
corresponds to a variable and each row represents
an observation. As presented in Table 2, their ex-
periments conducted on four large language mod-
els demonstrate consistent and significant improve-
ments compared to the baseline approach employed
by DBQR-QA.

7 Conclusion

The Fin-DBQA shared task highlights the chal-
lenges associated with addressing multi-turn con-
versational question-answering that involves com-
plex reasoning and multi-hop queries. While the
solutions proposed by participants achieved perfor-
mance metrics significantly surpassing the baseline,
considerable scope for improvement remains, of-
fering opportunities for further advancements in
future research.

Model Pass Fail Crash
DBQR-QA baseline .18 .52 .27
Llama 3.1 8B
+ tidy data + 5-shot .20 .61 .20
Llama 3.1 70B (FP8)
+ tidy data + 5-shot .22 .61 .17
GPT-4o-mini
+ tidy data + 5-shot .39 .53 .08
GPT-4o
+ tidy data .51 .46 .04

Table 2: Evaluation scores submitted by Jan Strich (par-
ticipant). We only reported the experimental condition
for each model that yielded the highest pass rate. 5-shot:
With 5-shot examples.
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System prompt
You are an evaluator.
Given a series of conversational questions,
your task is to compare an answer to the
last question predicted by an AI
to an answer labeled by a human.
Binary evaluator
Question: ...
AI’s answer: ...
Human’s answer: ...
Are the two answers to the last question
the same? Answer "yes" or "no" in the
following JSON format:
“‘
{ "result": "yes" or "no" }
“‘
Do not explain or output anything else.

Table 3: Evaluation prompt for GPT-4.
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A Evaluation Prompt

We use OpenAI’s GPT models for evaluation. Ta-
ble 3 shows the prompt we used for evaluation.
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