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Abstract

Recent research has shown excellent perfor-
mance of large language models (LLMs) for
answering questions requiring multi-step finan-
cial reasoning. While the larger models have
been used with zero-shot or few-shot prompt-
ing, the smaller variants need fine-tuning on
training data containing questions and the cor-
responding answers that includes detailed rea-
soning demonstrations. To alleviate the sig-
nificant cost of creating a data set with com-
plex questions and corresponding answers, we
explore the use of synthetic data for financial
question answering using a multi-step LLM
based approach to generate question as well
as the answers with reasoning steps. We con-
sider standard as well as conversational finan-
cial question answering scenarios.

We experiment with synthetic data generation
for three different real financial reasoning prob-
lems that already have manually collected data
sets created with the help of financial experts.
Using the same document sources, we use the
proposed LLM based approach to generate syn-
thetic questions and answers. To measure the
effectiveness, we train multiple small language
models (SLMs) on these synthetic data and
compare the performance with that of the same
SLMs trained on the real data. We further per-
form extensive experimental analysis generat-
ing important evidence on the potential of using
synthetic data in financial reasoning tasks.

1 Introduction

Developing machine learning systems for answer-
ing questions in the financial domain is a challeng-
ing problem. These systems must be capable of
complex multi-step reasoning using real-world fi-
nancial data. In recent years, the creation of large-
scale financial question-answering datasets has led
to significant improvements in this specialized do-
main (Chen et al., 2021). Nonetheless, assembling
these datasets is a complicated, labor-intensive, and

costly process, requiring the expertise of skilled an-
notators (Zhao et al., 2022).

As LLMs continue to advance, researchers have
explored their potential to address these financial
reasoning problems. Using methods that rely on an
LLM to encode the reasoning steps into python pro-
grams which are then executed by external Python
interpreters, state-of-the-art results have been ob-
tained (Chen et al., 2023). While these extremely
large models offer the benefit of easy use through
prompting and eliminate the need for large-scale
manual data set curation, their deployment at scale
is expensive due to significant computational and
inference costs.

To alleviate the reliance on extremely large mod-
els, recent research has focused on fine-tuning
SLMs using data containing reasoning demonstra-
tions that are generated using a large model (Magis-
ter et al., 2023). Promising results on various tasks
including arithmetic, symbolic, common-sense rea-
soning (Ho et al., 2023) and financial reasoning
(Phogat et al., 2024) have been achieved. However,
for tasks without any existing data, these meth-
ods still rely on the time-consuming and expensive
manual collection of data.

Synthetic data generation via zero-shot or few-
shot LLM prompting provides an appealing alter-
native to manual data creation, as demonstrated
in recent studies (Wang et al., 2023; Peng et al.,
2023; Ye et al., 2022; Wang et al., 2021; Tang et al.,
2023; Gou et al., 2021). While conceptually sim-
ple, achieving both high correctness and diversity
in synthetic data sets is challenging (Gandhi et al.,
2024), with current methods showing variable suc-
cess (Ding et al., 2023).

In the realm of question answering (QA), the
generation of synthetic QA data from text has been
previously investigated (Li and Tajbakhsh, 2023;
Wu et al., 2024; Schmidt et al., 2024) with promis-
ing results. These studies have focused on question
generation requiring deep semantic comprehension,
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as opposed to questions that demand numerical
analysis. Currently, there is a scarcity of studies
examining the use of LLMs to create high-quality
datasets specifically tailored for financial reasoning
tasks.

In this work, we undertake a detailed and me-
thodical inquiry into the effectiveness of LLMs
driven synthetic financial reasoning data generation
from financial documents. We focus on studying
zero-shot prompting both with and without exam-
ple questions. In addition to a standard scenario
that requires the creation of a single question from
a provided financial text passage, we consider the
creation of a set of questions representative of a
conversation over a financial document. The con-
versational scenario challenges the LLM to create
a series of inter-related questions that are coherent,
require context tracking and reference resolution
across the questions.

We conduct thorough experiments in both scenar-
ios to evaluate the ability of LLM-based techniques
for creating questions demanding multi-hop nu-
merical reasoning and their detailed answers with
reasoning steps. In the standard scenario, we de-
sign a zero-shot prompt with constraints to direct
the type of question generation, sometimes adding
actual examples. Answers, formatted as Python
code encoding the required calculations, are pro-
duced separately and then screened to remove any
incorrect pairs. The filtering process excludes pairs
with codes that are non-executable or yield outputs
in incorrect formats, without evaluating the data’s
domain-specific correctness. For conversational
data synthesis, we include an additional instruction
that directs the LLM to formulate a sequence of
questions conversationally.

Our key contributions are outlined below:

• We evaluate synthetic data generation by com-
paring the performance of three SLMs fine-tuned
on synthetic data with those fine-tuned on three
real-world financial QA datasets: FinQA (Chen
et al., 2021), TATQA (Zhu et al., 2021), and
ConvFinQA (Chen et al., 2022).

• We explore two approaches for generating con-
versational financial QA data and assess their
effectiveness for different conversational flow
types.

• We examine the influence of synthetic data vol-
ume on model performance and generalization

abilities, as well as the SLMs’ sensitivity to the
synthetic data’s similarity to the actual datasets.

Our results indicate that models trained on syn-
thetic data nearly match the performance of those
trained on real data for standard financial QA. Syn-
thetic data sets yield acceptable results for conver-
sational financial QA, though they fall short of real
data’s effectiveness. Additionally, two key results
hint at better generalization of models fine-tuned
with synthetic data (1) SLM fine-tuned on synthetic
data outperformed the same model trained on real
data when evaluated on a similar but independent
test data set (2) SLM trained on a dataset deliber-
ately crafted to have low similarity to the real data
performed on par with the same model trained on
data with higher similarity. These findings high-
light interesting characteristics of synthetic finan-
cial reasoning data that merit further investigation.

2 Related Work

LLM generated synthetic data has been shown to
be effective in multiple domains (Liu et al., 2024).
(Li et al., 2023) study synthetic text classification
data generation by zero-shot and few-shot prompt-
ing of an LLM, finding the effectiveness to be task
dependent. (Chan et al., 2024) classify synthetic
data generation into three types: answer augmen-
tation, question rephrasing, and new question cre-
ation from real samples, noting that their perfor-
mance varies with the problem. For mathematical
reasoning tasks, data augmentation has been shown
to be effective (Luo et al., 2023; Yu et al., 2024).
Further, on mathematical tasks models have been
shown to benefit from scaling the training data us-
ing synthetic data (Li et al., 2024). In (Takahashi
et al., 2023) an instruct tuned model is used to
generate synthetic QA pairs from Japanese wiki ar-
ticles, news and contexts from JSquad. These prior
studies do not focus on generating synthetic data
for numerical multi-hop reasoning over financial
reports.

For financial question answering, (Chen et al.,
2021, 2022; Zhu et al., 2021) create data sets that
support the development of multi-step financial
reasoning systems. (Phogat et al., 2024) enhance
these data with reasoning demonstrations gener-
ated by an LLM and fine-tune SLMs using these
data sets, demonstrating significant improvement in
SLM performance. We use the same real datasets
primarily as a baseline for evaluating the synthetic
variants of these datasets, which we generate us-
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ing only LLMs. More recently, FinLLMs (Yuan
et al., 2024) provide a method to generate synthetic
data starting with a compilation of a list of com-
mon financial formulas, while (Hwang et al., 2023)
generate new contexts for questions in an existing
financial dataset to augment the training data. In
contrast, we use LLMs to directly generate question
answer pairs for both standard and conversational
settings, from financial reports without providing
any additional financial knowledge.

3 Methodology

We now present the procedure for generating syn-
thetic multi-hop financial reasoning question an-
swer pairs from financial document excerpts uti-
lizing LLMs. For these problems, we choose to
generate the answer in the form of python code that
encodes the reasoning to solve the generated ques-
tion. The python code is executed using an external
Python interpreter to generate the actual answer to
the financial question. As shown in previous work
(Gao et al., 2023; Chen et al., 2023), for numerical
reasoning, a code generation and external execution
strategy is more effective than methods requiring
the language model to perform the computation.

Our approach encompasses two distinct data
generation strategies tailored to different settings:
First, the Financial QA setting in which the LLM
is prompted to generate financial questions from
document excerpts. Second, the Conversational
Financial QA setting in which a sequence of inter-
connected sub-questions are generated that collec-
tively lead to the resolution of a complex financial
query. In both cases, the python code (answers) for
the synthetic question is generated separately us-
ing zero-shot program of thought (PoT) approach
(Chen et al., 2023).

3.1 Financial QA

A high-level workflow of the synthetic question-
python code pairs generation from financial ex-
cerpts is outlined in Figure 1. We use a four-
step approach: selection of pages from financial
documents, synthetic question generation, answer
(python code) generation and data filtering. While
LLMs can be used to identify candidate pages, for
the scope of this paper, we assume candidate pages
have already been selected and focus on the prob-
lem of synthetic question-answer pair generation.
For question generation, an LLM is prompted to
generate multiple financial questions using the pro-

vided image or text of a financial extract. As in
previous synthetic data work for math problems,
we use a temperature of 0.7 to encourage diver-
sity in questions. We consider two options for the
question generation prompt.

Financial QA using zero-shot: The zero-shot
question generation prompt includes instructions
about the question generation task, constraints re-
garding the type of arithmetic operations that can
be used in solving the problem, the type of answer
and additional instructions to ensure consistency
and diversity in the financial question generation.

Financial QA using zero-shot with examples:
When a few real example questions are available,
the zero-shot with examples1 prompt includes those
examples in the zero-shot prompt.

In both cases, we pass the image/text along with
the generated question to an LLM and prompt the
LLM to write Python code to answer the synthetic
question. For the code generation step we use a tem-
perature of zero, and we utilize the zero-shot PoT
approach with the context provided either as an im-
age or text. In the final step, the generated samples
with non-executable python codes or codes generat-
ing answers which indicate non-conformance with
provided guidelines, are filtered out, see Appendix
D for further details.

3.2 Conversational QA

In this setting, we explore a more general class of
question-answering scenario in which a sequence
of interconnected sub-questions is used to arrive
at the answer for a complex financial reasoning
question. We provide two methods to generate this
sequence of interconnected questions:

Derived Conversational QA: In the first ap-
proach, we derive a sequence of interconnected
sub-questions from a question-python code pair
generated in Financial QA style along with the
corresponding financial excerpt, see Figure 2 for
details. As for Financial QA we consider two op-
tions: (1) zero-shot where we instruct the LLM
to generate conversational style sub-questions and
(2) we use the zero-shot prompt with examples
that demonstrate a series of sub-questions that is
equivalent to an original question.

The code generation step is not required here

1We refer to the approach as zero-shot with examples as
we only provide example questions without any associated
context. A few-shot approach would involve providing one or
more examples with a context and a question generated using
that context.



79

Selection of candidate
pages from financial docu-
ments

Data Creation

Generate questions using
multimodal LLM from the
selected pages

Question Generation

Generate python code us-
ing multimodal LLM to
answer each question

Code Generation

Retain questions with exe-
cutable python code satis-
fying data type constraints

Question Filtering

Figure 1: Workflow for generating synthetic data for financial question-answering.

Generated question-
python code pair from
Financial QA setting

Candidate financial
page corresponding to
the generated question

multimodal LLM
Generated conversa-
tional sub-questions

Figure 2: Workflow for generating synthetic data for conversational financial question-answering.

as the final answer to the sequence of questions
remains the same as that of the original single ques-
tion.

Direct Conversational QA: In this approach we
directly instruct the LLM to generate sequences
of interconnected sub-questions using zero-shot
prompting which is similar to the workflow de-
scribed in Figure 1.

As for Financial QA data generation, we use
zero-shot PoT prompting to generate python codes
to answer the sub-questions, followed by filtering
the generated samples.

4 Experiments

4.1 Datasets
We assess synthetic data generation by replicat-
ing three manually curated English financial QA
datasets — FinQA (Chen et al., 2021), ConvFinQA
(Chen et al., 2022) and TATQA (Zhu et al., 2021).
Our synthetic versions aim to mimic the original
datasets where FinQA and TATQA involve answer-
ing questions from the provided financial text, and
ConvFinQA focuses on answering the final ques-
tion in a conversation chain, based on similar con-
tent.

The financial datasets, with their respective train
and test splits, are listed in Table 7, Appendix A.
For each data set, the total number of synthetic
samples we generate is equal to the number of train
samples in their respective data sets.

We begin synthetic data creation by using the
same financial documents as the original studies.
We outline the data creation steps for each dataset,
clearly define the starting point for synthetic gen-
eration, detail the methodology, and describe the
evaluation process.

4.1.1 Synthetic FinQA Data Generation
The FinQA dataset was constructed by selecting
12719 pages from the S&P 500 companies’ earn-
ings reports from 1999 to 2019, sourced from
FinTabNet (Zheng et al., 2021). The selected pages
containing simple tables meeting specific criteria,
were annotated by expert annotators to create ques-
tions and reasoning programs. We converted these
same pages into images to start the synthetic data
generation.

For synthetic question generation, we input each
image into GPT-4O with a custom prompt that
guides it to produce questions aimed at boolean or
float answers, requiring multi-hop reasoning and
arithmetic, based on the image’s table and text con-
tent (see Figure 3 in Appendix C). The Python
codes for these questions are generated with a zero-
shot prompt described in Figure 7 in Appendix C.
We generate multiple distinct questions per page
by including previous questions in the prompts, in-
structing the LLM to generate a question different
from the prior questions.

Despite instructions in the prompt to generate
questions that have boolean/float scalar answer,
some questions yield answers in composite data
structures like list/dictionaries (multiple values) or
lead to non-executable code. We employ a filtering
algorithm to remove such question-code pairs.

Additionally, we adopt a zero-shot with exam-
ples approach, incorporating examples into the
prompt, as detailed in Figure 4 in Appendix C.

4.1.2 Synthetic TATQA Data Generation
The TATQA dataset, was sourced from around 500
financial reports, includes tables and accompany-
ing text (Zhu et al., 2021). Only tables with 3 ∼
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30 rows and 3 ∼ 6 columns and their related re-
ports were considered. The question-answer pairs
were created by annotators with financial expertise,
using valid hybrid contexts, defined as consisting
of a table and at least two related paragraphs. We
initiate our synthetic data generation from these
hybrid contexts.

We replicate the synthetic FinQA methodology,
differing only in feeding the multimodal LLM with
textual hybrid contexts for question and code gen-
eration. The zero-shot and zero-shot with examples
approaches for synthetic TATQA data generation
are detailed in Figure 5, Figure 6 and Figure 7 in
Appendix C.

4.1.3 Synthetic ConvFinQA Data Generation
(Chen et al., 2022) provide the ConvFinQA dataset
comprising conversational questions on financial
reports, constructed from the FinQA (Chen et al.,
2021) dataset’s multi-step reasoning solutions.
They provide annotators conversational skeletons
and corresponding FinQA report data to craft sub-
questions.The conversation skeletons are of two
types: simple, derived from one multi-hop question,
and hybrid, created from two multi-hop questions
on the same report page.

For synthetic ConvFinQA data, we employ two
methods. The Derived Conversational QA ap-
proach prompts GPT-4O with FinQA’s synthetic
question, solution code, report image, and instruc-
tions for sub-question generation, aiming for a con-
versational style that requires interpretability of a
sub-question from previous sub-questions. This is
done in zero-shot and zero-shot with examples set-
tings, detailed in Figure 8 and Figure 9 in Appendix
C.

The Direct Conversational QA approach uses
FinQA page images, directing GPT-4O to create 2-
5 conversational sub-questions, as per Figure 10 in
Appendix C. The page image and sub-questions are
passed to GPT-4O for generating the python code
to answer the last sub-question, using the prompt
shown in Figure 11 in Appendix C. We apply the
same filtering as in FinQA synthetic generation.

4.2 Evaluation Approach

Using the generated synthetic data, we fine-tune
three models: PHI-3-MINI, PHI-3-MEDIUM, and
MISTRAL 7B (see Table 8 in Appendix B). We then
compare the accuracy of these models with that of
the same SLMs trained on the real data. The fine-
tuning uses the same method and hyper-parameters

as in (Phogat et al., 2024). We ran the fine-tuning
for 4 epochs and evaluated the model at the end of
the fourth epoch on the test split. We employ the
vLLM42 framework for conducting inference on
fine-tuned models. The experiments are performed
on a compute instance with 24 cores, 220GB RAM
and a A100 GPU (80GB).

The Python codes generated by the fine-tuned
models are executed using the Python exec function
to determine the resulting answer, which is then
compared against the ground truth. We use the
performance of the fine-tuned model on real data
as the baseline for comparison.

5 Results

5.1 Evaluation of Synthetic Financial QA
Data

Table 1 summarizes the comparative performance
of SLMs trained with different data: synthetic data
using zero-shot prompt, synthetic data with zero-
shot with examples prompt and real data. The ac-
curacy is measured on the real FinQA and TATQA
test data sets.

Our findings show that for both data sets, mod-
els trained on real data perform better than those
trained on synthetic data, whether using zero-shot
or zero-shot with example question approaches.
Nevertheless, synthetic data-trained models are
competitive, especially for TATQA, where the per-
formance gap between synthetic and real data-
trained PHI-3 models is a mere 1% to 3%, and for
MISTRAL 7B, the outcomes are nearly identical.
The models fine-tuned on synthetic FinQA data
exhibit accuracy within 5% of those fine-tuned on
real data for the PHI-3 models and approximately
9% for the MISTRAL 7B model.

The inclusion of examples in the prompt for gen-
erating the synthetic data minimally impacted the
fine-tuned models’ accuracy, indicating that the
LLM’s inherent domain knowledge suffices for cre-
ating pertinent questions without needing illustra-
tive examples.

We conducted a detailed analysis of models
trained on synthetic FinQA data, comparing their
performance based on (a) the source of entity val-
ues required to answer the question —Table only,
Text & Table, Text only (Table 9 in Appendix E),
and (b) the type of answer—numerical or Boolean
(Table 10 in Appendix E). The discrepancy be-
tween real and synthetic data is notably higher

2https://docs.vllm.ai/en/latest/
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Fine-tuning datasets PHI-3-MINI PHI-3-MEDIUM MISTRAL 7B
Accuracy on real FinQA test data
Synthetic FinQA data: 0-shot⋆ 68.43 73.49 67.21
Synthetic FinQA data: 0-shot + EQs⋆ 68.09 73.58 68.09
Real FinQA data 73.49 77.59 76.63
Accuracy on real TATQA test data
Synthetic TATQA data: 0-shot⋆ 88.99 90.80 88.44
Synthetic TATQA data: 0-shot + EQs⋆ 87.74 90.66 88.85
Real TATQA data 90.94 93.03 88.71
⋆ The synthetic data is generated using Financial QA setting for both FinQA and TATQA datasets. The

prompts 0-shot and 0-shot + EQs represent zero-shot prompt and zero-shot prompt with example questions

respectively.

Table 1: Comparison of models trained on synthetic and real data for financial question answering.

for Text only questions, particularly with PHI-3
models, as shown in Table 9. Boolean questions re-
veal a marked underperformance by smaller models
PHI-3-MINI and MISTRAL 7B, as seen in Table 10.
Through an audit of 50 synthetic FinQA questions,
we found less than 5% were Text only or Boolean,
suggesting a bias in the synthetic data generation.
Enhancing the prompt could yield a more varied
question set and improve model performance.

Overall, the results indicate that synthetic data
generated with the proposed prompt and method-
ology can closely match the performance of the
models achieved by training on the real data.

5.2 Effect of Sample Size

We conduct experiments to assess the impact of
training data volume on model performance and its
generalization capabilities. We fine-tune the PHI-
3-MINI model with six distinct training sets com-
prising 750, 1500, and 3000 samples each derived
exclusively from either synthetic or real FinQA
data. The efficacy of the fine-tuned models was
measured using FinQA test data, while their capac-
ity to generalize was assessed through testing on
the independently collected TATQA test data, see
Table 2 for details.

Results in Table 2 show that both fine-tuned mod-
els demonstrate performance improvement with
larger training data sizes when tested on FinQA
test data. In contrast, when tested on the TATQA
test data, the model trained on real FinQA data does
not benefit from increasing data volume while the
model trained on synthetic FinQA data shows slight
improvement. Moreover, the model trained with
full synthetic FinQA data achieves a 3% higher
accuracy on the test split of TATQA data than the

Accuracy on FinQA test data
Training dataset 750 1500 3000 Full⋆

Synthetic FinQA 63.99 64.95 68.61 68.43
Real FinQA 69.83 71.31 71.49 73.49

Accuracy on TATQA test data
Training dataset 750 1500 3000 Full⋆

Synthetic FinQA 82.17 83.56 82.31 84.26
Real FinQA 81.19 79.66 81.75 81.19
⋆ Full denotes the full Synthetic/Real FinQA dataset.

Table 2: Performance of PHI-3-MINI model trained on
synthetic and real FinQA data for various sample sizes.

one trained on full real FinQA data.
We perform a similar experiment, training mod-

els on synthetic and real TATQA data and evalu-
ating their performance on both the FinQA and
TATQA test data sets, see Table 3 for details. With
increasing training data size, the model trained with
synthetic TATQA data showed performance gains
on both the FinQA and TATQA test datasets. In
contrast, the model trained on real TATQA data
showed performance improvements only on the
TATQA test set, with a slight decline on the FinQA
test set.

These findings suggest synthetic data may offer
generalizability benefits due to its broader question
variety, as opposed to real data which may under-
perform on similar but independent datasets due to
differences in question style and nature.

5.3 Synthetic Data Analysis

To gain further insights, we conduct an analysis to
assess synthetic FinQA and TATQA data quality.
We first vectorize questions of the real and synthetic
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Accuracy on FinQA test data
Training dataset 750 1500 3000 Full⋆

Synthetic TATQA 65.47 65.47 67.56 67.82
Real TATQA 64.86 64.16 63.46 63.81

Accuracy on TATQA test data
Training dataset 750 1500 3000 Full⋆

Synthetic TATQA 85.51 87.88 88.02 88.99
Real TATQA 87.04 86.09 88.3 90.94
⋆ Full denotes the full Synthetic/Real TATQA dataset.

Table 3: Performance of PHI-3-MINI model trained on
synthetic and real TATQA data for various sample sizes.

samples using text embeddings3. We then calculate
the nearest neighbor distance (NN-distance) from
the vectorized question of the synthetic sample qi
to the corresponding real dataset, as follows:
d(qi,Dreal) = maximize

q̃∈Dreal
1− ⟨qi, q̃⟩

where d represents the cosine distance from qi
to the vectorized question q̃ in the real dataset Dreal.
The histogram plots of NN-distances for synthetic
FinQA and TATQA datasets are presented in Figure
12.

We perform a detailed examination of 500 ran-
dom synthetic FinQA and TATQA questions. For
both data sets, synthetic questions exhibiting NN-
distances less than 0.1 to their nearest real dataset
counterpart are mostly identical with minor varia-
tions. The synthetic questions with NN-distances
between 0.1 and 0.3 demonstrate significant over-
lap in financial entities compared with their real
counterparts. However, they start to differ when it
comes to the specific calculations required. Finally,
synthetic questions that have NN-distances above
0.3 bear little or no relation to the corresponding
real questions.

To evaluate the sensitivity of the SLM to training
samples, we select 750 synthetic questions that are
the nearest matches to the real questions (denoted
as Closest), as well as 750 that are the farthest
(denoted as Farthest), from both the TATQA and
FinQA datasets. A selection of these samples from
TATQA is presented in Table 11 and Table 12, and
from FinQA in Table 13 and Table 14 in Appendix
F.

We fine-tune PHI-3-MINI model on the Closest
and Farthest data for both FinQA and TATQA. We
evaluate the test accuracy of all models on their

3The embeddings are generated using
text-embedding-3-small model from OpenAI.

Accuracy on FinQA test data
Training dataset Closest Farthest Random
Synthetic FinQA 66.43 64.16 63.99
Synthetic TATQA 63.20 65.91 65.47

Accuracy on TATQA test data
Training dataset Closest Farthest Random
Synthetic FinQA 83.42 82.17 82.17
Synthetic TATQA 84.67 85.65 85.51

Table 4: Performance of PHI-3-MINI model trained on
750 samples drawn from the synthetic data.

respective test sets and compare with the results
from the corresponding random sample of 750 (see
Table 4. Despite the difference in the two data sets,
the accuracy of the fine-tuned PHI-3-MINI models
on the Closest and Farthest training samples falls
within 2% of the accuracy of the PHI-3-MINI model
trained on a random selection of 750 synthetic sam-
ples (denoted as Random). These results suggest
that the models trained with QA pairs generated
by a LLM may generalize to a test dataset with
dissimilar questions.

5.4 Evaluation of Synthetic Conversational
Financial QA Data

Table 5 presents a comparison of accuracies on
ConvFinQA test data for models fine-tuned on real
and synthetic conversational financial QA data in
zero-shot and zero-shot with examples scenarios.
In addition to overall accuracy, we assess the perfor-
mance on simple and hybrid conversations. Mod-
els trained on synthetic data generated using the
Derived Conversational QA show notably lower
accuracy than those fine-tuned on real data, with
up to a 15% discrepancy for simple conversations
and a 28% to 48% gap for hybrid conversations.
These results could be due to the approach targeting
the generating of simple conversations which may
impact the performance on hybrid conversations.

For synthetic data generated using the Direct
Conversational QA approach, the accuracy on sim-
ple questions across the models is comparable to
the Derived Conversational QA approach. How-
ever, we observe a large improvement on hybrid
questions over the Derived approach, with less than
17% performance gap from the model fine-tuned
on real data. These results indicate that directly
prompting the LLM does better at generating con-
versational data that is better aligned with the hy-

https://platform.openai.com/docs/guides/embeddings/embedding-models
https://platform.openai.com/docs/guides/embeddings/embedding-models
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ConvFinQA datasets PHI-3-MINI PHI-3-MEDIUM MISTRAL 7B
for Supervised Fine-tuning Simple Hybrid Overall Simple Hybrid Overall Simple Hybrid Overall

Accuracy on real ConvFinQA test data
Syn: Derived 0-shot⋆ 66.66 28.91 55.81 73.66 45.45 65.58 65 22.13 52.73
Syn: Derived 0-shot + EQs⋆ 64 25.61 52.96 71.66 46.28 64.37 69.33 27.27 57.24
Syn: Direct 0-shot⋆ 67 49.58 62 75.33 61.98 71.49 69.66 54.54 65.32
Syn: ConvFinQA + FinQA† 68.66 62.80 67 77.33 65.28 73.81 67.33 61.98 65.79
Real ConvFinQA dataset 80 66.11 76 85.33 73.55 81.94 79.33 70.24 76.72
⋆ The synthetic data is generated using Conversational QA setting for the ConvFinQA dataset. The synthetic datasets

Syn: Derived 0-shot, Syn: Derived 0-shot + EQs, Syn: Direct 0-shot are generated using derived zero-shot prompt,

derived zero-shot prompt with example questions and direct zero-shot prompt respectively.
† The Syn: ConvfinQA + FinQA dataset is combined from ConvFinQA dataset generated using derived zero-shot

prompt and FinQA dataset generated using zero-shot prompt.

Table 5: Comparison of models trained on synthetic and real ConvFinQA data for financial question answering.

brid questions in the ConvFinQA data set.
We further experiment with augmenting the di-

rectly generated synthetic ConvFinQA data with
the synthetic FinQA data. The results shown in Ta-
ble 5 indicate significantly improved performance
on the hybrid questions for PHI-3-MINI (13%) and
MISTRAL 7B (8%) with a modest improvement for
PHI-3-MEDIUM (3%). These improvements trans-
late to a 5% increase in overall accuracy for the
PHI-3-MINI model and a 2% increase for PHI-3-
MEDIUM. For MISTRAL 7B, there is little change
in overall accuracy as the improvement on hybrid
conversations, is accompanied by a small degra-
dation on the simple conversations. These results
demonstrate the LLMs capability to generate con-
versational financial QA data with the PHI-3 mod-
els fine-tuned entirely on synthetic data achieving
an accuracy within 9% of that using real data.

5.5 Performance on Mixture of Synthetic and
Real Data

While synthetic conversational data yields promis-
ing results, models trained on it underperform com-
pared to those trained on real data. We explore the
necessary proportion of real data in the training set
to close this performance gap, utilizing synthetic
data generated via the second approach. Table 6
compares the accuracy of the PHI-3-MINI model
fine-tuned with a mix of real and synthetic data in
a zero-shot setting to the PHI-3-MINI fine-tuned
solely on real ConvFinQA data, maintaining equal
sample sizes. The findings reveal a notable accu-
racy boost with just 10% real data, and with 20%
real data, performance nears that of the fully real
data fine-tuned model. This suggests that LLM gen-

Accuracy on ConvFinQA test data
x% of synthetic + Simple Hybrid Overall
y% of real data
x=90%, y=10% 72 54.54 69.98
x=80%, y=20% 74.33 59.50 73.07
x=60%, y=40% 77.66 64.46 74.87
y=100% 80 66.11 76

Table 6: Performance of PHI-3-MINI trained on mix-
tures of synthetic and real ConvFinQA data.

erated synthetic data can greatly reduce the need
for extensive real-world data collection in conver-
sational financial QA tasks.

6 Conclusion

We explored synthetic data creation for financial
reasoning in both standard and conversational set-
tings through a multi-step process. To assess the
generation methods, synthetic datasets were pro-
duced from the same sources used for creating three
existing manually annotated financial reasoning
datasets. By comparing SLMs trained on both syn-
thetic and real data, we demonstrated the viability
of synthetic data for both standard and conversa-
tional financial QA. Our findings provide valuable
insights into the strengths and limitations of large
language models in generating synthetic datasets
for financial reasoning tasks.

Disclaimer

The views reflected in this article are the views of
the authors and do not necessarily reflect the views
of the global EY organization or its member firms.
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Model Name Parameters HuggingFace API License
MISTRAL 7B 7B mistralai/Mistral-7B-Instruct-v0.2 apache-2.0
PHI-3-MINI 3.8B microsoft/Phi-3-mini-128k-instruct mit
PHI-3-MEDIUM 14B microsoft/Phi-3-medium-128k-instruct mit

Table 8: Description of SLMs used for supervised fine-tuning

C.1 FinQA & TATQA Datasets

Under the Financial QA setting, synthetic ques-
tions are generated from excerpts of financial docu-
ments using GPT-4O with zero-shot and zero-shot
with examples prompting for the FinQA dataset, as
described in Figures 3 and Figure 4, respectively.
Similarly, for the TATQA dataset, the zero-shot and
zero-shot with examples prompting is described in
Figure 5 and Figure 6 respectively. The answers
to the generated questions, in the form of python
code, are produced using GPT-4O with the python
code generation prompt outlined in Figure 7.

C.2 ConvFinQA Dataset

Under the Conversational QA setting, synthetic
questions are generated from excerpts of financial
documents using GPT-4O with derived conversa-
tional QA prompting and direct conversational QA
prompting. In derived conversational QA setting,
the conversational financial questions are generated
from the questions generated using Financial QA
setting using zero-shot and zero-shot with exam-
ples prompting as described in Figure 8 and Figure
9 respectively. In direct conversational prompting,
the financial questions are generated directly from
financial documents using GPT-4O with the zero-
shot prompt described in Figure 10. The answers
to the generated conversational questions, in the
form of python codes, are produced using GPT-4O

with the python code generation prompt outlined
in Figure 11.

D Filtering Technique for Synthetic
Samples

The FinQA and ConvFinQA datasets exclusively
feature questions with numerical or boolean an-
swers. In our current study, from the TATQA
dataset, we selectively consider only those ques-
tions yielding numerical or boolean responses. In
a few cases the synthetically generated data cre-
ates questions that leads to answers that are neither
numerical nor boolean. The filtering algorithm
checks the data type of the answer generated by
executing the python code. If it is not numerical or

boolean, the sample is eliminated from the training
set. In addition, we also eliminate samples where
the generated python code results in code that is
non-executable.

E FinQA Performance Breakdown

The performance metrics of the models, which
were fine-tuned on both the real and synthetic
FinQA datasets, are further breakdown based on
the different question types within the test split.
The accuracy of the FinQA test questions are cate-
gorized along two dimensions (a) Table only, Text
& Table, Text only where the different categories
refer to the location of the entity values required to
answer the questions (see Table 9) and (b) Ques-
tions that have a numerical vs Boolean answer (see
Table 10).

F Synthetic Data Analysis

For analyzing the synthetic data, we first compute
nearest neighbor distance for a synthetic sample
to the real dataset using cosine distance metric as
discussed in Sec. 5.3. The density plots of these
nearest neighbor distances for the synthetic TATQA
and FinQA datasets are given in Figure 12.

We now present a selection of illustrative syn-
thetic questions and their corresponding nearest
neighbors from the real dataset. For the TATQA
dataset, we showcase a series of 10 evenly dis-
tributed questions from both the Closest and Far-
thest splits in Table 11 and Table 12, respectively.
Similarly, for the FinQA dataset, the same arrange-
ment of questions from the Closest and Farthest
split can be found in Table 13 and Table 14.
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System Prompt

You are an expert financial analyst skilled in generating questions that are meaningful for financial analysis or generating insights from the
company financial reports. Your task involves analyzing an image of a single page from a financial report to generate a relevant question.
While performing this task, you must adhere to a set of specified constraints.

User Prompt

Given the image of a page from a financial report, generate a financial reasoning question. Please adhere to the following constraints meticu-
lously when formulating the question.
Constraints:

1. The question must be generated such that it always leads to a single numerical or boolean answer.
2. The question should preferably use concepts different than the concepts used in any question you see in the following list:

[first_generated_question, second_generated_question, third_generated_question].
3. The question must be strictly derived from the content present in the image.
4. Answering the question should require the use of values from the table and/or values present in the text around the table.
5. Calculating the answer should involve multi-hop reasoning with the following arithmetic operations:

-Basic operations: Addition, Subtraction, Multiplication, Division, Exponential, Greater Than
-Table aggregation operations: Sum, Average, Minimum, Maximum

The final response should be formatted as a JSON object with only question and no other objects should be included:
"Question": "<Generated Question>".

Figure 3: FinQA question generation prompt: Zero-shot

FinQA Questions PHI-3-MINI⋆ PHI-3-MEDIUM⋆ MISTRAL 7B⋆

categorization Real Synthetic Real Synthetic Real Synthetic

Table Only 78.61 74.36 83 79.60 81.44 73.37
Text Only 69.25 60.07 71.37 63.95 69.25 59.25
Text & Table 58.22 56.96 64.55 63.29 59.49 53.79
⋆ These models are trained on the real FinQA dataset and synthetic FinQA dataset

generated using zero-shot prompt in setting Real and Synthetic respectively.

Table 9: Performance breakdown of the FinQA test accuracy for the models trained on synthetic/real FinQA dataset.

System Prompt

You are an expert financial analyst skilled in generating questions that are meaningful for financial analysis or generating insights from the
company financial reports. Your task involves analyzing an image of a single page from a financial report to generate a relevant question.
While performing this task, you must adhere to a set of specified constraints.
Below are a few examples of the types of questions you can generate:

- what was the percentage cumulative total return for the five year period ended 31-dec-2017 of citi common stock?
- what percentage of the total oil and gas mmboe comes from canada?
- what are the deferred fuel cost revisions as a percentage of the increase in fuel cost recovery revenues?
- at the end of 2014 , the notional value of derivatives designated as hedging instruments under gaap was what percent of the fair value?
- in 2010 what was the percentage change of the carrying amount of loan receivable net of the allowance?
- what is the average amortization amount , in millions , from 2015-2019?
- what amount of long-term debt due in the next 36 months as of december 31 , 2003 , in millions?
- what is the average future minimum annual rental payment for the next five years?
- what was the difference in percentage cumulative 5-year total stockholder return for cadence design systems inc . compared to the

nasdaq composite for the five years ended 12/29/2012?
- what is the growth of the additions in comparison with the growth of the deductions during 2003 and 2004?

User Prompt

Given the image of a page from a financial report, generate a financial reasoning question. Please adhere to the following constraints meticu-
lously when formulating the question.
Constraints:

1. The question must be generated such that it always leads to a single numerical or boolean answer.
2. The question should preferably use concepts different than the concepts used in any question you see in the following list:

[first_generated_question, second_generated_question, third_generated_question].
3. The question must be strictly derived from the content present in the image.
4. Answering the question should require the use of values from the table and/or values present in the text around the table.
5. Calculating the answer should involve multi-hop reasoning with the following arithmetic operations:

-Basic operations: Addition, Subtraction, Multiplication, Division, Exponential, Greater Than
-Table aggregation operations: Sum, Average, Minimum, Maximum

The final response should be formatted as a JSON object with only question and no other objects should be included:
"Question": "<Generated Question>".

Figure 4: FinQA question generation prompt: Zero-shot with examples
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System Prompt

You are an expert financial analyst skilled in generating questions that are meaningful for financial analysis or generating insights from the
company financial reports. Your task involves analyzing text of a single page from a financial report to generate a relevant question. While
performing this task, you must adhere to a set of specified constraints.

User Prompt

Given the text of a page from a financial report, generate a financial reasoning question. Please adhere to the following constraints meticu-
lously when formulating the question.
Constraints:

1. The question must be generated such that it always leads to a single numerical or boolean answer.
2. The question should preferably use concepts different than the concepts used in any question you see in the following list:

[first_generated_question, second_generated_question, third_generated_question].
3. The question must be strictly derived from the content present in the text.
4. Answering the question should require the use of values from the table and/or values present in the text around the table.
5. Calculating the answer should involve multi-hop reasoning with the following arithmetic operations:

-Basic operations: Addition, Subtraction, Multiplication, Division, Exponential, Greater Than
-Table aggregation operations: Sum, Average, Minimum, Maximum

The final response should be formatted as a JSON object with only question and no other objects should be included:
"Question": "<Generated Question>".

Figure 5: TATQA question generation prompt: Zero-shot

System Prompt

You are an expert financial analyst skilled in generating questions that are meaningful for financial analysis or generating insights from the
company financial reports. Your task involves analyzing an image of a single page from a financial report to generate a relevant question.
While performing this task, you must adhere to a set of specified constraints.
Below are a few examples of the types of questions you can generate:

- What is the Value Realized on Vesting of Mark J. Barrenechea expressed as a percentage of total Value Realized on Vesting?
- What was the average trading profit for 2017/18 and 2018/19?
- What is the average net restructuring and exit costs over the 3 year period?
- What is the ratio of net cash used in investing activities from 2018 to 2019?
- What is the average of Financing under Global Financing?
- What is the percentage of non-UK activities in loss before income taxes and equity in net loss of affiliates for the year ended December

31, 2019?
- How much did the company pay upon the signing of the toxicology studies agreement?
- What percentage of total contractual obligations were due less than a year?
- What is the Total contractual cash obligations for years 2020-2024 inclusive?
- What is the amount of net sales derived in 2018?

User Prompt

Given the image of a page from a financial report, generate a financial reasoning question. Please adhere to the following constraints meticu-
lously when formulating the question.
Constraints:

1. The question must be generated such that it always leads to a single numerical or boolean answer.
2. The question should preferably use concepts different than the concepts used in any question you see in the following list:

[first_generated_question, second_generated_question, third_generated_question].
3. The question must be strictly derived from the content present in the image.
4. Answering the question should require the use of values from the table and/or values present in the text around the table.
5. Calculating the answer should involve multi-hop reasoning with the following arithmetic operations:

-Basic operations: Addition, Subtraction, Multiplication, Division, Exponential, Greater Than
-Table aggregation operations: Sum, Average, Minimum, Maximum

The final response should be formatted as a JSON object with only question and no other objects should be included:
"Question": "<Generated Question>".

Figure 6: TATQA question generation prompt: Zero-shot with examples

System Prompt

You are an expert financial analyst skilled in generating python code to answer financial reasoning questions.

User Prompt

Given the image of a page from a financial report and the financial question, write Python code to answer the question.
###Question: Generated Question
###Instructions:

1. First, identify entities required to answer the question. Extract the identified entities and store in python variables.
2. Then perform calculations with the entities and strictly store the answer to the python variable "ans".
3. Python code must end after the variable "ans" is defined. Comments must begin with character "#".

The final response should be formatted as a JSON object with the following fields and no others:
"Question": "<Generated Question>",
"Explanation": "Explanation of the steps to generate the answer",
"Python_code": "###Python <Python code to calculate the answer> ###End Python".

Figure 7: FinQA/TATQA code generation prompt: Zero-shot
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System Prompt

You are an expert in generating financial subquestions in a conversational style for a given question. A conversational style means that a given
subquestion needs to look at the previous subquestions to be interpreted and cannot be interpreted by itself.

User Prompt

Given an image of a page from a financial statement, a question to be answered from the provided page and the python code which encodes
the calculations required to answer the question, generate a sequence of conversational style subquestions for the given original question.
###Original_Question: Question
###Python_Code_to_Answer: Python code
Constraints:

1. Ensure that the answers to the subquestions involve financial entities or calculations.
2. The sequence of subquestions must be strictly equivalent to the original question with the answer to the last question being the same as

the answer to the given original questions.
3. These subquestions must be significantly different from each other.
4. Verify that the generated python code contains the correct logic and calculations to answer the generated sequence of subquestions.
5. If you can’t generate meaningful subquestions or the python code does not correctly answer the generated subquestions , return an

empty list.
The final response should be formatted as a JSON object with the following fields and no others:
"Convfinqa_Subquestions": "<[subquestion1, subquestion2, subquestion3, . . .]>"

Figure 8: ConvFinQA question generation prompt: Derived zero-shot

FinQA Questions PHI-3-MINI⋆ PHI-3-MEDIUM⋆ MISTRAL 7B⋆

categorization Real Synthetic Real Synthetic Real Synthetic

Binary 95 60 90 95 90 65
Numerical 73.11 68.58 77.37 73.11 75.15 67.25
⋆ These models are trained on the real FinQA dataset and synthetic FinQA dataset

generated using zero-shot prompt in setting Real and Synthetic respectively.

Table 10: Performance breakdown of the FinQA test accuracy for the models trained on synthetic/real FinQA
dataset.
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System Prompt

You are an expert in generating financial subquestions in a conversational style for a given question.A conversational style means that a given
subquestion needs to look at the previous subquestions to be interpreted and cannot be interpreted by itself.
Below are the set questions and subquestions which can be used as reference for generating the confinqa subquestions.

Example 1:
Original Question: by how much did the weighted average exercise price per share increase from 2005 to 2007?
Convfinqa_Subquestions: [‘what was the weighted average exercise price per share in 2007?’, ‘and what was it in 2005?’, ‘what was,

then, the change over the years?’, ‘what was the weighted average exercise price per share in 2005?’, ‘and how much does that change repre-
sent in relation to this 2005 weighted average exercise price?’]

Example 2:
Original Question: what percentage of amounts expensed in 2009 came from discretionary company contributions?
Convfinqa_Subquestions: [‘what is the ratio of discretionary company contributions to total expensed amounts for savings plans in

2009?’, ‘what is that times 100?’]
Example 3:

Original Question: what is the total return is $ 100000 are invested in s&p500 on january 1st , 2015 and sold at the end of 2016?
Convfinqa_Subquestions: [‘what is the change in price of the s&p 500 from 2015 to 2016?’, ‘what is 100000 divided by 100?’, ‘what is

the product of the change by the quotient?’]
Example 4:

Original Question: what is the growth rate in total shipment volume from 2010 to 2011?
Convfinqa_Subquestions: [‘what was the difference in total shipment volume between 2010 and 2011?’, ‘and the specific value for

2010?’, ‘so what was the growth rate over this time?’]
Example 5:

Original Question: what portion of total long-term borrowings is due in the next 36 months?
Convfinqa_Subquestions: [‘what was the amount of notes maturing in june 2022?’, ‘and the maturity amount due in 2017?’, ‘combined,

what is the total of these two values?’, ‘and the total long-term borrowings?’, ‘and the total portion due in the next 36 months?’]
Example 6:

Original Question: what was the percentage cumulative total return for the five year period ended 31-dec-2017 of citi common stock?
Convfinqa_Subquestions: [‘what is the value of citi common stock in 2017 less an initial $100 investment?’, ‘what is that divided by

100?’]
Example 7:

Original Question: what is the total amount of cash outflow used for shares repurchased during november 2007 , in millions?
Convfinqa_Subquestions: [‘what was the total amount of cash outflow used for shares repurchased during november 2007, in millions of

dollars?’, ‘and how much is that in dollars?’]
Example 8:

Original Question: considering the year 2012 , how bigger is the capital expenditures on a non-gaap basis than the one on a gaap basis?
Convfinqa_Subquestions: [‘what were the capital expenditures on a non-gaap basis in 2012?’, ‘and what were the capital expenditures on

a gaap basis in that same year?’, ‘how much, then, do the capital expenditures on a non-gaap basis represent in relation to the ones on a gaap
basis, in 2012?’, ‘and what is the difference between this value and the number one?’]

Example 9:
Original Question: what was the percentage growth in the operating profit as reported from 2017 to 2018?
Convfinqa_Subquestions: [‘what was reporting operating profit in 2018?’, ‘what was it in 2017?’, ‘what is the net change?’, ‘what is the

percent change?’]
Example 10:

Original Question: what was the cost per car for the buyout of locomotives in 2012?
Convfinqa_Subquestions: [‘what was the value included in the capital investments for buyout of locomotives in 2012, in dollars?’, ‘and

how many locomotives were bought with that value?’, ‘what was, then, the average cost of each one of those locomotives?’]

User Prompt

Given an image of a page from a financial statement, a question to be answered from the provided page and the python code which encodes
the calculations required to answer the question, generate a sequence of conversational style subquestions for the given original question.
###Original_Question: Question
###Python_Code_to_Answer: Python code
Constraints:

1. Ensure that the answers to the subquestions involve financial entities or calculations.
2. The sequence of subquestions must be strictly equivalent to the original question with the answer to the last question being the same as

the answer to the given original questions.
3. These subquestions must be significantly different from each other.
4. Verify that the generated python code contains the correct logic and calculations to answer the generated sequence of subquestions.
5. If you can’t generate meaningful subquestions or the python code does not correctly answer the generated subquestions , return an

empty list.
The final response should be formatted as a JSON object with the following fields and no others:
"Convfinqa_Subquestions": "<[subquestion1, subquestion2, subquestion3, . . .]>"

Figure 9: ConvFinQA question generation prompt: Derived zero-shot with examples
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System Prompt

You are an expert in generating financial sub-questions in a conversational style for a given image. A conversational style means that a given
sub-question needs to look at the previous sub-questions to be interpreted and cannot be interpreted by itself.

User Prompt

Given an image of a page from a financial statement, generate a sequence of conversational style subquestions involving multihop numerical
reasoning.
Constraints:

1. Ensure that the answers to the subquestions must be float and are derived from numerical financial entities.
2. Calculating the answers should involve multi-hop reasoning with the following arithmetic operations:

-Basic operations: Addition, Subtraction, Multiplication, Division, Exponential, Greater Than
-Table aggregation operations: Sum, Average, Minimum, Maximum

3. Each subquestion must be a follow up to the previous subquestions.
4. Ensure the number of subquestions are between 2 and 5

The final response should be formatted as a JSON object with the following fields and no others:
"Convfinqa_Subquestions": "<[subquestion1, subquestion2, subquestion3, . . .]>"

Figure 10: ConvFinQA question generation prompt: Direct zero-shot

System Prompt

You are an expert financial analyst skilled in generating python code to answer financial reasoning questions.

User Prompt

Given the image of a page from a financial report write Python code to answer the last question from the series of questions.
###Questions: A series of sub-questions
###Last Question: Last sub-question from the series
###Instructions:

1. First, identify entities required to answer the question. Extract the identified entities and store in python variables.
2. Then perform calculations with the entities and strictly store the answer to the python variable "ans".
3. Python code must end after the variable "ans" is defined. Comments must begin with character "#".

The final response should be formatted as a JSON object with the following fields and no others:
"Question": "<Generated Question>",
"Explanation": "Explanation of the steps to generate the answer",
"Python_code": "###Python <Python code to calculate the answer> ###End Python".

Figure 11: ConvFinQA code generation prompt: Zero-shot
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Figure 12: Distribution of the nearest neighbor distance for a sample from the synthetic dataset to the real dataset.
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S. No. Question from synthetic TATQA dataset Nearest neighbor question from real
TATQA dataset

Cosine
distance

1 What is the percentage change in total deferred

tax assets from 2018 to 2019?

What is the percentage change in total deferred

tax assets from 2018 to 2019?

0

2 What was the percentage change in Gross

profit as a percentage of revenue from 2018

to 2019?

What was the percentage change in gross profit

between 2018 and 2019?

0.0313

3 What is the percentage increase in Total Assets

from 2018 to 2019?

What was the percentage increase / (decrease)

in the total assets from 2018 to 2019?

0.0313

4 What was the average net cash provided by

(used for) operating activities over the 3-year

period 2017-2019?

What was the average net cash provided by

operating activities from 2017-2019?

0.0482

5 What is the percentage increase in the total of

other non-current assets from 2018 to 2019?

What was the percentage change in total other

non-current assets from 2018 to 2019?

0.0571

6 What is the percentage decrease in total stock-

based compensation expense from 2017 to

2019?

What is the percentage change in the total

stock-based compensation expense from 2018

to 2019?

0.0667

7 What is the average risk-free interest rate over

the years 2017, 2018, and 2019?

What is the average risk-free interest rate for

2018 and 2019?

0.0734

8 What is the percentage change in total financial

resources from 2017 to 2019?

What is the percentage increase / (decrease)

in the Total financial resources from 2018 to

2019?

0.0791

9 What is the percentage change in Net Operat-

ing (Loss) Income from 2018 to 2019?

What is the percentage change in net loss from

2018 to 2019?

0.0848

10 What is the percentage change in the balance

of allowances for doubtful accounts from De-

cember 31, 2018 to December 31, 2019?

What is the percentage change in the ending

balance of allowance for doubtful accounts

from 2018 to 2019?

0.0901

Table 11: Samples from synthetic TATQA which are closest to the real TATQA dataset.
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S. No. Question from synthetic TATQA dataset Nearest neighbor question from real
TATQA dataset

Cosine
distance

1 What is the total amount charged to costs and

expenses for Allowance for Deferred Tax As-

sets over the three fiscal years?

What is the percentage change in the allowance

for deferred tax assets at the end of period be-

tween 2018 and 2019?

0.281

2 What is the total amount added to the net book

value from additions and transfers between

classes for Software under development during

the year ended 30 June 2019?

What was the change in net book amount for

software under development between 2018 and

2019?

0.289

3 What is the ratio of the current portion to the

noncurrent portion of total financing receiv-

ables, net at December 31, 2019?

What was the difference in the reported total

between current and noncurrent financing re-

ceivables?

0.295

4 What was the total revenue change attributable

to the foreign exchange impact for the Ameri-

can broadband services segment for the three

months ended August 31, 2019?

What is the average Revenue between Cana-

dian and American broadband services for year

ended August 31, 2019?

0.301

5 What is the total cost for Staff costs, Contrac-

tor costs, Depreciation of property, plant and

equipment, and Amortisation of intangible as-

sets for the year 2019?

What is the average Depreciation and amorti-

sation for 2017-2019?

0.307

6 What is the percentage contribution of Mobile

and ancillary net revenues to the Total consoli-

dated net revenues for the year 2019?

What is the percentage of total consolidated net

revenues in 2019 that consists of net revenue

from PC?

0.316

7 What is the net effect on total assets due to the

adoption of the New Revenue Standard as of

March 31, 2019?

What is the change in total assets from 2018 to

2019?

0.326

8 What is the total amount of rent expense in-

curred by the Group during the fiscal years

2017 to 2019, and what is the average annual

rent expense over these three years?

What is the average total operating expense

from 2017 to 2019?

0.340

9 What is the total amount of additions for al-

lowances for sales returns and price protection

and other allowances over the three-year pe-

riod?

What is the average allowance for impairment

losses across the 3 years?

0.359

10 What is the total fair value of foreign debt and

U.S. debt as of December 31, 2019?

What is the percentage of Total long-term debt,

less current portion to Total debt as of Decem-

ber 31, 2019?

0.390

Table 12: Samples from synthetic TATQA which are farthest to the real TATQA dataset.
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S. No. Question from synthetic FinQA dataset Nearest neighbor question from real FinQA
dataset

Cosine
distance

1 What is the percentage change in total whole-

sale credit-related assets from 2012 to 2013?

what was the percentage change in total whole-

sale credit-related assets from 2012 to 2013?

0.017

2 What is the percentage increase in general and

administrative expenses from 2011 to 2012?

what was the percentage change in the general

and administrative expenses in 2012

0.086

3 What was the percentage increase in net sales

for North American Industrial Packaging from

2010 to 2012?

what was the percentage change in the north

american industrial packaging net sales in 2012

0.104

4 What is the average cumulative total return of

United Parcel Service, Inc. over the five years

from 12/31/06 to 12/31/10?

what was the percentage five year cumulative

total return for united parcel service inc . for

the period ended 12/31/07?

0.116

5 What was the average weighted-average

grant date fair value of Nonvested Incen-

tive/Performance Units in 2015 and 2016?

what was the average weighted-average grant-

date fair value of incentive/ performance unit

share awards and restricted stock/unit awards

granted in 2012 and 2011?

0.127

6 What is the difference between the weighted

average grant date fair value per share for the

years ended December 31, 2010 and 2009?

what was the difference in the weighted av-

erage grant-date fair value per share between

2012 and 2013?

0.135

7 What is the total occupied square footage of

the properties with lease expiration dates in

2020 and 2028?

considering the properties with lease expiration

dates in 2020 , what is the average occupied

square footage?

0.144

8 What is the percentage change in the total net

of all collateral from 2015 to 2016?

what was the percentage change in collateral

posted between 2013 and 2014?

0.151

9 By how much did the operating income margin

increase from 2009 to 2011?

what was the percent of the increase in the

operating income from 2010 to 2011

0.158

10 What was the percentage change in net sales

from 2011 to 2013 for Space Systems?

what were average net sales for space systems

from 2011 to 2013 in millions?

0.163

Table 13: Samples from synthetic FinQA which are closest to the real FinQA dataset.
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S. No. Question from synthetic FinQA dataset Nearest neighbor question from real FinQA
dataset

Cosine
distance

1 What is the difference between the non-cash

operating activities and the sum of pension and

postretirement plan contributions and changes

in working capital and other noncurrent assets

and liabilities for the year 2012?

what percentage of net cash from operating

activities was derived from non-cash operating

activities in 2012?

0.367

2 What is the total number of rooms in hotels that

are either owned or have land leases expiring

after 2030?

what is the total square feet of buildings whose

lease will expire in 2020?

0.373

3 What is the ratio of the total value of acquired

in-place leases to the total assets acquired from

the 2007 acquisition of Reckson?

what is the ratio of total assets acquired to total

liabilities assumed?

0.378

4 What was the total amount of pension settle-

ment losses recognized in 2018 and 2019 com-

bined, before tax?

what would the ending amount of unrecog-

nized tax benefits for 2015 be ( in millions

) without settlements?

0.384

5 What is the difference between the preliminary

estimated fair values of customer-related intan-

gible assets and acquired technology as of May

31, 2016?

for acquisitions in 2017 what percentage of

recorded a total acquired intangible assets was

in-process technology?

0.391

6 What is the difference between the sum of re-

maining net rentals and estimated unguaran-

teed residual value in 2010 and the sum of

non-recourse mortgage debt and unearned and

deferred income in 2009?

from 2005-2006 , what was the total amount

of remaining net rentals , in millions?

0.399

7 What is the difference between the total as-

sets and the sum of Global Core Liquid Assets

(GCLA) and Secured Client Financing for the

year 2016?

by what amount is the total gains/ ( losses ) on

financial assets and financial liabilities at fair

value at 2017 different from 2016?

0.408

8 What is the ratio of the total number of trans-

actions to the number of cards in circulation

for MasterCard, and is this ratio greater than

0.017?

what was the percent of the growth of the mas-

tercard from 2013 to 2014

0.422

9 What is the difference between the fair value of

developed technology and the total liabilities

assumed as of the Implex acquisition date?

what was the change in the fair value of the

debt acquisition date fair value of the borrow-

ings

0.439

10 What is the sum of ’Capital stock’, ’Paid-in

surplus’, ’Retained earnings’, and ’Treasury

stock’?

how is the treasury stock affected after the

stock repurchases in the last three months of

2016 , ( in millions ) ?

0.468

Table 14: Samples from synthetic FinQA which are farthest to the real FinQA dataset.
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