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Abstract
This study introduces a concept-based method-
ology to optimize Retrieval-Augmented Gen-
eration (RAG) tasks by assessing dataset cer-
tainty using entropy-based metrics and concept
extraction techniques. Unlike traditional meth-
ods focused on reducing LLM hallucinations or
modifying data structures, this approach eval-
uates inherent knowledge uncertainty from an
LLM perspective. By pre-processing docu-
ments with LLMs, the concept-based method
significantly enhances precision in tasks de-
manding high accuracy, such as legal, finance,
or formal document responses.

1 Introduction

Retrieval-Augmented Generation (RAG) is an ad-
vanced framework that combines generative AI
models with external retrieval capabilities to pro-
vide answers with higher accuracy and contextual
relevance.

This paper introduces several common types of
RAG models and analyzes their core features, appli-
cation scenarios, and technical architecture. These
types include Standard RAG (Lewis et al., 2021),
Corrective RAG (Yan et al., 2024), Graph RAG
(Edge et al., 2024), Agentic RAG (Ravuru et al.,
2024), and Dynamic Hierarchical RAG (Wang
et al., 2024), each showcasing powerful retrieval
and generation capabilities across different applica-
tion domains, catering to diverse information needs.
However, these RAG models are constrained by the
requirement that the dataset must have consistent
and meaningful content throughout (low entropy);
otherwise, these RAG models cannot ensure that
the referenced information is derived from the cor-
rect documents.

1.1 Entropy
In information theory, Shannon entropy (Shannon,
1948) is defined as the uncertainty associated with
a random variable.

In the context of large language models (LLMs),
the generated text can be seen as comprising multi-
ple concepts C1, C2, . . . , CN , whose probabilities
are influenced by the context S. The entropy of a
document D can be expressed as:

H(D) = −
N∑
i=1

p(Ci | S) log p(Ci | S),

where p(Ci | S) is the conditional probability
of concept Ci under a specific context S. This ex-
tension reveals that entropy reflects not only the
diversity of the concepts but also how context in-
fluences the content generated by the model.

As Shannon stated, "The fundamental problem
of communication is that of reproducing at one
point either exactly or approximately a message
selected at another point." (Shannon, 1948) Based
on this principle, the entropy of a document can
be simplified to the idea that each document D
contains multiple potential concepts C1, . . . , CN ,
whose entropy is computed depending on the spe-
cific usage context S.

1.2 LLM and RAG

Transformer-based models (Vaswani et al., 2023)
leverage scalable self-attention mechanisms to ef-
fectively encode complex linguistic information,
achieving significant success across various Natu-
ral Language Processing (NLP) tasks without re-
quiring extensive labeled data. In particular, the
GPT series (Radford et al., 2019), as Decoder-
based architectures, generate probabilistic textual
outputs, enabling novel possibilities for Retrieval-
Augmented Generation (RAG) frameworks pow-
ered by Large Language Models (LLMs). The
following equations outline the inference and gen-
eration process:
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1.2.1 RAG Process
The process can be described as:

LLM : (C,Q)
Attention−−−−−→ Conceptual Alignment
Generation−−−−−−→ A

• Attention: Achieves alignment between
context and question concepts using self-
attention.

• Conceptual Alignment: Serves as a chan-
nel for aligning concepts between context and
question. This step can also be replaced by
term-based models, such as BM25 (Robertson
and Zaragoza, 2009), which offer explicit term
matching. Since LLMs may inject implicit
or irrelevant concepts, alternative approaches
might provide more reliable alignments.

• Generation: Produces the final answer based
on aligned concepts.

2 Related Work

RAG technologies aim to improve retrieval and
generation through various methods in technical ap-
plications, yet each faces unique challenges. Stan-
dard RAG improves retrieval speed and precision,
but struggles with accuracy and coordination with
generative models. Corrective RAG enables contin-
uous learning, but struggles with balancing speed
and stability. Graph RAG leverages knowledge
graphs for logical reasoning, but is hindered by
design complexity and scenario diversity. Agentic
RAG focuses on integrating multiple knowledge
bases but faces difficulty creating adaptable rea-
soning frameworks. DML RAG excels in dynamic
adaptation but struggles with maintaining accuracy
and interpretability.

A shared challenge across these approaches is
managing the complexity of input data. Models of-
ten fail to effectively extract key information from
large, diverse datasets, reducing the reliability of
generated outputs. Improving input data process-
ing and improving collaboration between retrieval
and generation is critical to advancing RAG tech-
nologies.

3 Methodology

3.1 Background
As the number of concepts n in the context grows,
the language model must manage more interde-

pendencies, increasing uncertainty reflected in con-
ditional entropy. The conditional entropy H(A |
Q,C,LLM) is defined as:

H(A | Q,C,LLM)

= −
∑
a∈A

P (a | Q,C,LLM) logP (a | Q,C,LLM),

where C = {C1, C2, . . . , Cn} is the set of con-
cepts, and P (a | Q,C,LLM) is the probability of
generating answer a given query Q and context C.

3.2 Method

To evaluate the informational richness of an arti-
cle, this study employs a concept-based metric. By
utilizing large language models (LLMs) in combi-
nation with carefully designed prompts, individual
conceptual segments are extracted from the text.
The methodology is outlined as follows:

1. Conceptual Segment Extraction: Prompts
generated by the LLM are used to extract frag-
ments from the text, each representing a dis-
tinct individual concept.

2. Entropy Calculation: The number of ex-
tracted segments is used as the basis for com-
puting the entropy of the article.

For simplicity, we assume that all segment prob-
abilities are equal. While these probabilities may
vary due to contextual alignment, such variations
are beyond the scope of this discussion. Conse-
quently, the entropy function primarily depends
on the number of conceptual segments contained
within the article.

3.3 Workflow Overview

The proposed workflow begins by inputting an ar-
ticle into the LLM, using prompts specifically de-
signed to ensure that each output segment repre-
sents a single distinct concept. This segmentation
process breaks down the article into smaller, more
concise fragments. These fragments are then incor-
porated into the Retrieval-Augmented Generation
(RAG) pipeline for subsequent processing.

For contextual alignment, this study adopts the
BM25 algorithm to evaluate and rank the extracted
segments. The complete processing workflow is
visualized in Figure 1.
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Figure 1: An example illustrating the process of segmenting an article into smaller fragments and integrating them
into the Retrieval-Augmented Generation (RAG) workflow.

4 Experiment

4.1 Datasets

This study addresses financial legal documents
requiring jurisdiction-specific localization, us-
ing a dataset from a public competition in Tai-
wan(TBrain) featuring 1,038 corporate financial
reports and 300 finance-related questions. Approx-
imately 500,000 words are extracted using ‘pdf-
plumber‘ and GPT 4o-mini, with documents eval-
uated through full-text retrieval, restricted-scope
retrieval, and a concept-based approach. Concep-
tual fragments, extracted via tailored prompts (Fig-
ure 2), enhance alignment and relevance in finan-
cial question-answering tasks.

4.2 Evaluation Metrics

The competition evaluates retrieval performance
using the Precision@1 score, which measures the
accuracy of the top-ranked retrieved document for
each query. The formula for Precision@1 is defined
as follows:

Precision@1 =
Top 1 Documents

Ground Truth Documents

For the preliminary evaluation, the Average Pre-
cision@1 is used as the overall performance met-
ric. This metric calculates the mean Precision@1
across all queries, rounded to seven decimal places.
An example is provided below for clarification:
Precision@1 for each query is calculated as fol-
lows:

• Precision@1 for Q1: 1
1 = 1.0

• Precision@1 for Q2: 0
1 = 0.0

Query Predicted Result Ground Truth
Q1 D1 D1
Q2 D2 D3
Q3 D3 D3

Table 1: Example illustrating Precision@1 calculation.

• Precision@1 for Q3: 1
1 = 1.0

The Average Precision@1 is then computed as:

Average Precision@1 =
(1.0 + 0.0 + 1.0)

3
= 0.67

This metric provides a straightforward and reli-
able measure for assessing retrieval accuracy in the
competition and the experiment.

4.3 Comparison of Retrieval Methods
The experimental results clearly demonstrate that
the concept-based BM25 significantly outperforms
the traditional BM25 in financial retrieval tasks.
As shown in Table 2, the concept-based BM25
achieves a 33% improvement in Precision for par-
tial retrieval (0.64 vs. 0.48) and a remarkable im-
provement for full retrieval, where Precision in-
creases from 0.08 to 0.30.

As shown in Table 3, the analysis of Entropy fur-
ther illustrates the advantages of the concept-based
BM25 method. For partial retrieval scenarios, the
Entropy value decreases to 0.13, reflecting higher
clarity of document information within a smaller
search scope and significantly improved seman-
tic consistency in the retrieval results. This aligns
with intuitive understanding, where a smaller scope
leads to more concentrated and clearer informa-
tion. In contrast, for full retrieval scenarios, the
Entropy value increases to 0.33, demonstrating that



99

Figure 2: Illustration of the process for extracting conceptual fragments from documents and integrating them into
the Retrieval-Augmented Generation (RAG) pipeline. This workflow demonstrates how financial documents are
segmented and processed for improved alignment and retrieval accuracy. For detailed prompts and experimental
setup, please refer to Appendix A.

Search Strategy Traditional BM25 Precision Concept-based BM25 Precision
Partial 0.48 0.64
Full 0.08 0.30

Table 2: Comparison of Precision between traditional BM25 and concept-based BM25.

Search Strategy Entropy
Partial 0.13
Full 0.33

Table 3: Comparison of entropy between two types of
strategies.

the concept-based BM25 method effectively han-
dles complex document structures and accurately
identifies key information in large-scale corpora.

These findings emphasize the concept-based
BM25 method’s superior sensitivity to semantic
features and its enhanced ability to understand and
utilize semantic hierarchies. Such improvements
are particularly critical for financial applications
like question-answering systems and information
retrieval tasks. The results confirm that adopting
the concept-based BM25 method effectively en-
hances retrieval performance in the financial do-
main.

5 Conclusions and Future work

The results confirm that the proposed concept-
based BM25 method significantly enhances the
precision of term-based models (such as BM25) in
semantic matching tasks. This demonstrates the
effectiveness of integrating conceptual segmenta-
tion as a pre-processing step to address semantic
alignment challenges.

In future work, we plan to incorporate document
entropy as an additional evaluation metric. This
will enable more sophisticated selection and utiliza-
tion of datasets for vector-based or graph-based re-
trieval methods, further improving the accuracy of
selecting relevant documents for generation tasks.

Notably, the proposed method operates as a pre-
processing step and does not occupy inference time,
making it highly practical and efficient for integra-
tion into existing retrieval-augmented generation
workflows.
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lowing prompt for segmentation in Figure 3. This
prompt divides the documents into individual "Con-
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alignment and retrieval tasks. (Figures in the main
text illustrate the process in English.)

Figure 3: Prompt in Traditional Chinese for segmenting
financial documents into conceptual fragments.
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