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Abstract

The ever-increasing spread of AI-generated
text, driven by the considerable progress in
large language models, entails a real problem
for all digital platforms: how to ensure con-
tent authenticity. The team TechExperts(IPN)
presents a method for detecting AI-generated
content in English and multilingual contexts,
using the google/gemma-2b model fine-tuned
for COLING 2025 shared task 1 for English
and multilingual. Training results show peak
F1 scores of 97.63% for English and 97.87%
for multilingual detection, highlighting the
model’s effectiveness in supporting content in-
tegrity across platforms.

1 Introduction

The rise of large language models (LLMs), such
as GPT-4, has significantly increased the volume
of AI-generated content across various digital plat-
forms. These models can generate coherent and
contextually relevant text, making it much more
difficult for users to distinguish between human-
authored and machine-generated content. The re-
cent rise in AI-generated content is making many
question the credibility and reliability of informa-
tion, especially regarding journalism, academia,
and social media, where the integrity of the content
is critical. This has brought the need to develop
effective methods to detect AI-generated content to
an all-time high (Fraser et al., 2024).

Recent gains in the capabilities of LLMs have
brought new challenges to their detection. Ap-
proaches such as reinforcement learning with hu-
man feedback and instruction tuning have given
these models more versatility to follow even com-
plex prompts and thus develop plausible responses
that further complicate the detection problem (Ab-
dali et al., 2024). Traditional detection methods,
which rely on identifying patterns of word choice,
sentence structure, or perplexity, are often insuf-
ficient as these models improve in mimicking hu-

man writing styles (Goddard et al.). One avenue
of research lies in resorting to transformer-based
models in the detection effort, whereby such mod-
els make possible fine-grained differentiation of
human-generated from AI-generated texts through
fine-tuning curated datasets (Zhao et al., 2024).
These models have demonstrated high accuracy
in identifying AI-generated content, even when the
text is short or resembles typical human writing
(Mao et al., 2024).

The proposed research introduces an ap-
proach that utilizes the google/gemma-2b
model, an advanced Large Language Model
(LLM), to identify AI-generated content across
English and multilingual contexts, using
both the COLING_2025_MGT_en and COL-
ING_2025_MGT_multilingual datasets. By
leveraging google/gemma-2b, a powerful multilin-
gual LLM, our approach aims to enhance detection
precision through sophisticated machine learning
techniques. This method is expected to contribute
significantly to maintaining content integrity and
mitigating risks associated with the improper use
of AI-generated textual content across diverse
linguistic landscapes.

This paper is structured as follows: Section 2
reviews related work in AI-generated content de-
tection, Section 3 describes the methodology and
dataset used, Section 4 presents the experimental
results, and Section 5 discusses the findings and
their implications. Finally, we conclude with po-
tential future directions for research in this field.

2 Related Work

Detecting AI-generated content has become a crit-
ical research area due to advancements in large
language models (LLMs) like GPT-4. These mod-
els can produce content that closely mimics human
writing, raising concerns about authenticity across
academia, journalism, and social media. Early
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methods relied on lexical, syntactic, and stylistic
features, but these often fell short as modern LLMs
became more sophisticated. Detecting machine-
generated text is a complex task1.

Recent advancements involve machine learning,
particularly transformer models like RoBERTa and
BERT, which show high accuracy when fine-tuned
on human and machine-generated datasets. Studies
have demonstrated significant improvements using
these models on specialized datasets (Zeng et al.).
Advanced approaches leverage token-level analysis,
focusing on log probabilities and entropy to detect
patterns typical of AI-generated text. This strategy
exploits the probabilistic nature of LLMs, identi-
fying subtle deviations from human writing [4].
Ensemble methods have also effectively combined
models like RoBERTa with domain-specific clas-
sifiers. Techniques such as paraphrasing and back-
translation further enhance robustness, allowing
better generalization across different text sources
(Wang et al., 2024).

Emerging trends focus on hybrid approaches,
blending linguistic features with machine learning
models to capture nuances that traditional statistical
methods miss. Zero-shot learning methods are also
being explored, enabling detection without explicit
examples, though with mixed success (Mitchell
et al., 2023). Ethical considerations are increas-
ingly important, particularly avoiding biases that
might misclassify content from non-native English
writers. Future research aims to develop inclusive
systems that ensure high detection accuracy across
diverse user demographics (Fraser et al., 2024).

In summary, while advancements in machine
learning and transformer-based models have
strengthened AI-generated text detection, chal-
lenges remain, particularly in addressing di-
verse linguistic contexts. Motivated by these
backgrounds, we employ the google/gemma-
2b model (a multilingual LLM) to local-
ize AI-generated text in English and multilin-
gual with COLING_2025_MGT_en and COL-
ING_2025_MGT_multilingual datasets, respec-
tively. This approach aims to enhance detection
accuracy, supporting efforts to uphold content in-
tegrity and responsible AI use across varied lan-
guages and settings.

1University of Pennsylvania School of Engineering and
Applied Science. (2024, August 16). Detecting machine-
generated text: An arms race with the advancements of large
language models. ScienceDaily. Retrieved December 12,
2024, from https://www.sciencedaily.com/releases/
2024/08/240816121550.htm

3 Methodology

This section outlines the datasets employed and the
proposed google/gemma-2b model used for both
English and Multilingual settings.

3.1 Dataset
In this work, we use two primary datasets to iden-
tify AI-generated (AG) texts in English and mul-
tilingual texts: COLING_2025_MGT_en, COL-
ING_2025_MGT_multilingual. The datasets (see
Table 1) are rich and diverse, including human-
and machine-generated examples across finance,
medicine, social media feeds, and scientific litera-
ture.

3.1.1 English Dataset
(COLING_2025_MGT_en): This dataset in-
cludes 610,767 samples in total, with 228,922
human-written and 381,845 machine-generated
texts. The development set contains 261,758 sam-
ples (98,328 human and 163,430 machine).

3.1.2 Multilingual Dataset
(COLING_2025_MGT_multilingual): Spanning
languages such as Chinese, Italian, Arabic, Rus-
sian, Bulgarian, and Urdu, this dataset com-
prises 629,384 training samples, split into 253,625
human-written and 375,759 machine-generated
texts. The development set includes 271,215 sam-
ples (107,467 human and 163,748 machine).

3.2 Proposed Model
This study utilizes the google/gemma-2b model,
a transformer-based architecture for detecting AI-
generated content across English and multilingual
contexts. As illustrated in Figure 1, the process
begins with tokenizing input text, where each to-
ken is converted into a vector representation. Po-
sitional embeddings are added to these token vec-
tors to preserve sequence information, allowing the
model to recognize word order and contextual re-
lationships—an approach common in transformer
architectures (Vaswani, 2017). This step is essen-
tial for distinguishing nuanced linguistic patterns
that differentiate human-generated content from
AI-generated text.

The model’s core lies in the Decoder Block,
where multiple layers process these embeddings
to refine the token representations further. Each
layer employs multi-head self-attention to capture
diverse contextual relationships across tokens, en-
abling the model to focus on various aspects of the

https://www.sciencedaily.com/releases/2024/08/240816121550.htm
https://www.sciencedaily.com/releases/2024/08/240816121550.htm
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Dataset Training Set Development Set Grand Total
English Human: 228,922 Human: 98,328 872,525

Machine: 381,845 Machine: 163,430
Multilingual Human: 253,625 Human: 107,467 900,599

Machine: 375,759 Machine: 163,748

Table 1: Datasets (English + Multilingual) Details

Figure 1: Architectural view of proposed gemma model

text, a technique effective in capturing semantic
relationships (Devlin, 2018). Following this, each
token embedding passes through a feed-forward
neural network (FFNN), which enhances repre-
sentation depth, allowing the model to interpret
complex language structures (Radford et al., 2019).
Additionally, layer normalization and residual con-
nections stabilize the outputs and ensure critical in-
formation flows through the layers without degrada-
tion, as demonstrated in various transformer-based
models (He et al., 2016). Finally, the output vec-
tors are passed to a token classification head, which
labels each token, distinguishing AI-generated con-
tent from human-written text with high precision
(Liu, 2019).

4 Results and Analysis

This section presented the experimental setup, eval-
uation metrics, and training results, demonstrating
the proposed model’s high accuracy and robust
multilingual detection performance.

4.1 Experimental Setup

The proposed gemma model was implemented
in the Python-based PyTorch framework.
High resources were used for model train-
ing on Google Colab Pro Plus. Due to the
size of COLING_2025_MGT_en and COL-
ING_2025_MGT_multilingual datasets (Wang
et al., 2025), we used only a subset of all these
data for experiment capabilities. For each data set,
60,000 examples were sampled from the training
set and 10,000 from the development set. We used

these stratified samples to train the final model,
which confirms a balanced representation across
classes for both English and multilingual datasets.
Using this method, we could efficiently train the
model while keeping the detector’s performance
strong. Table 2 gives details on the hyperparameter
settings.

4.2 Evaluation Measures
We measured the model’s accuracy, precision, re-
call, and F1 score (Mehak et al., 2023). So, accu-
racy shows us correctness in general; precision is
the ratio of correctly identified AI detections to all
detected cases by AI, and recall shows how well
your model can detect AI instances out of every-
thing. It incorporates false positives and negatives,
i.e., identifying a balance between precision and
recall (F1 score). Combining these metrics gives a
good assessment of how well the model performs
in classifying AI-generated versus human-created
text.

4.3 Training Results on
COLING_2025_MGT_en Dataset

The model obtained high accuracy and F1 across
three training epochs for the English dataset. Train-
ing loss reduced over epochs, showcasing stable
learning, while validation loss fluctuated minimally.
As shown in Table 3, the third epoch reached the
highest scores for accuracy and F1, indicating ex-
cellent detection of AI-generated text in English.

4.4 Training Results on
COLING_2025_MGT_multilingual
Dataset

The results of the multilingual data set high-
lighted high precision and F1 scores across three
epochs. The training loss was minimized regu-
larly, while the validation was slightly varied (Ta-
ble 4). These metrics within and across the five
languages achieved optimal scores at epoch 3, indi-
cating effective AI-content detection and efficiency
in training and testing data separation (accuracy,
F1, precision, recall).
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Hyperparameter Value
Model google/gemma-2b
Epochs 3
Learning Rate 0.0001
Train Batch Size 64, and 56
Eval Batch Size 64, and 56
Seed 42
Optimizer Adam (betas = (0.9, 0.999), epsilon=1e-08)
Learning Rate Scheduler Type Linear
Mixed Precision Training Native AMP

Table 2: Hyperparameter settings

Epoch Step Training Loss Validation Loss Accuracy F1 Precision Recall
1 938 0.2079 0.0868 0.9662 0.9730 0.9702 0.9758
2 1876 0.0424 0.0938 0.9688 0.9748 0.9829 0.9668
3 2814 0.0089 0.1577 0.9704 0.9763 0.9763 0.9763

Table 3: Results of proposed gemma model on COLING_2025_MGT_en dataset

Epoch Step Training Loss Validation Loss Accuracy F1 Precision Recall
1 1072 0.1048 0.0781 0.9691 0.9751 0.9734 0.9767
2 2144 0.0373 0.0925 0.9701 0.9757 0.9817 0.9698
3 3216 0.0073 0.1267 0.9737 0.9787 0.9802 0.9772

Table 4: Results of proposed gemma model on COLING_2025_MGT_multilingual dataset

4.5 Test Results
The final model evaluation was conducted through
blind submissions on the Codabench platform. Our
model achieved competitive results, securing 5th
place for Subtask A (English) with an F1 score of
0.8153 and 6th place for Subtask B (Multilingual)
with an F1 score of 0.74.

4.6 Results Discussion
The results demonstrate google/gemma-2b’s
strengths in accurately detecting AI-generated con-
tent across English and multilingual datasets. Its
advanced multilingual capabilities and high preci-
sion and recall scores underscore its effectiveness
in capturing subtle linguistic patterns across var-
ied languages. This robust performance reflects
gemma-2b’s adaptability and precision, making it
a reliable multilingual AI content detection tool.

5 Conclusion and Future Directions

The google/gemma-2b model effortlessly detects
AI-generated content and performs well even in
multilingual contexts, as the context has not only
been in English. This study shows that it could
be used as a content authenticity tool. In the Fu-

ture, we are planning to expand detection not just
with new models but also by increasing languages
to help more communities (Arabic, Urdu, Persian,
Chinese), adapting better from one AI model to
another, and finally enhancing how real-time we
could be so that it won’t only be used for modera-
tion content but even fact-checking.
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