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Abstract

As machine-generated texts (MGT) become in-
creasingly similar to human writing, these dis-
tinctions are harder to identify. In this paper, we
as the CIC-NLP team present our submission
to the Gen-AI Content Detection Workshop at
COLING 2025 for Task 1 Subtask A, which
involves distinguishing between text generated
by LLMs and text authored by humans, with
an emphasis on detecting English-only MGT.
We applied the DistilBERT model to this bi-
nary classification task using the dataset pro-
vided by the organizers. Fine-tuning the model
effectively differentiated between the classes,
resulting in a micro-average F1-score of 0.70
on the evaluation test set. We provide a detailed
explanation of the fine-tuning parameters and
steps involved in our analysis.

1 Introduction

The rapid advancement of large language models
(LLMs) has revolutionized NLP across all fields
(Yigezu et al., 2023; Kolesnikova et al., 2023; Ade-
banji et al., 2024; García-Vázquez et al., 2023; Lau-
reano and Calvo, 2024; Aguilar-Canto et al., 2023;
Ojo et al., 2024). Machine-generated text (MGT)
refers to text produced using AI algorithms with
little or no human intervention. On the other hand,
human-written text (HWT) relies on natural lan-
guage and contextual understanding in its approach
to construction. AI models are able to generate
new content by being trained on large text datasets.
However, it can be challenging for AI models to
replicate the attributes of HWT accurately. In this
work, we leverage the intricacies between MGT
and HWT to develop a model that can successfully
distinguish between the two.

AI models can generate grammatically correct
and contextually relevant text, but they often lack
true cohesion between the sentences they produce
(Zheng, 2024). HWT conveys personal experience,
emotions, and cultural understanding in its content,

while MGT can only mimic surface-level emotional
cues without grasping the underlying sentiment or
context, leading to misrepresentation. Detecting
MGT means identifying and carefully analyzing
misleading or inappropriate content (Garib and Cof-
felt, 2024). This detection has also become crucial
for addressing ethical issues arising from using AI
(Ansarullah et al., 2024). LLMs often reflect bi-
ases and limitations inherent in the data on which
they were trained(Gallegos et al., 2024). MGT may
lean toward certain linguistic patterns, expressions,
or topics that are common in the training dataset,
which can differ from the more varied and dynamic
expressions found in HWT. These biases can also
help distinguish between MGT and HWT.

To address some of these highlighted issues, the
organizers of COLING Workshop 2025 introduced
a large novel dataset (Wang et al., 2025), (Chowd-
hury et al., 2025), (Dugan et al., 2025). The unique-
ness of this dataset is the fact that it broadly covers
different text types from several human and AI
sources, thus making it a valuable dataset to test
several proposed models in exploring the attributes
of MGT and HWT.

2 Related Work

Early efforts in detecting MGT focused on iden-
tifying telltale signs of machine output, such as
lack of coherence, repetitive patterns, or unnatu-
ral phrasing (Maimone and Jolley, 2023). How-
ever, as generative models continue to improve
significantly in terms of fluency, the challenge
of detecting MGT has become increasingly dif-
ficult. Traditional rule-based approaches and ML
classifiers have been largely insufficient to keep
pace with the increasingly sophisticated text clas-
sification capabilities of deep learning (DL) mod-
els (Kierner et al., 2023). Recent approaches have
thus turned to DL, particularly transformer-based
models, which offer state-of-the-art performance
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in various NLP tasks (Hoang; Damián et al., 2024;
Ojo et al., 2023b,a; Soto et al., 2024).

The introduction of transformer models marked
a significant breakthrough in NLP. Research by
various authors has shown that transformer-based
models are effective in performing a range of NLP
tasks (Balouchzahi et al., 2021; Ojo et al., 2023c).
DistilBERT has recently been explored for various
text classification tasks, including sentiment anal-
ysis (Sidorov et al., 2023; Eyob et al., 2024; Ojo
et al., 2023b) and text summarization (Alshanqiti
et al., 2021). Its efficiency and robustness make it
a promising candidate for distinguishing between
MGT and HWT. The key advantage of using Dis-
tilBERT for this task lies in its ability to effec-
tively capture semantic and syntactic patterns in
text, which are often subtle yet critical for differen-
tiating between the two types of text.

The authors in (Li et al., 2024) explored the chal-
lenges and feasibility of detecting AI-generated
text across various domains and LLMs. They high-
lighted the growing ability of LLMs to generate
human-like text, emphasizing the need for effec-
tive detection methods to mitigate risks such as
misinformation and plagiarism. They argued that
previous research had been limited to specific do-
mains or language models, while real-world detec-
tors needed to handle diverse inputs without prior
knowledge of their source. To address this gap, they
created a testbed containing a variety of human-
written and machine-generated texts from multi-
ple LLMs. Their results revealed significant chal-
lenges in distinguishing between human-authored
and machine-generated texts, especially with out-
of-distribution data. The authors also investigated
linguistic patterns that could aid in differentiation,
using tools like Stanza to analyze named entities,
part-of-speech tags, and other features. Their anal-
ysis showed that including texts from diverse do-
mains and LLMs reduced the linguistic differences
between human and machine-generated texts, mak-
ing detection more difficult.

The approach described in (Fernández-
Hernández et al., 2023) focused on the participation
of the Turing-Testers team in the AuTexTification
shared task at IberLEF 2023, which aimed at
automated text identification. The task consisted
of two subtasks: the first involved distinguishing
between human-written and machine-generated
texts, while the second focused on attributing
texts to specific large language models (LLMs).
The authors addressed subtask 1 in both English

and Spanish, testing a combination of traditional
machine learning and deep learning methods,
along with integrating additional metadata related
to readability, complexity, sentiment, emotion, and
toxicity of the texts. The experiments demonstrated
the effectiveness of fine-tuning a multilingual
BERT uncased model for detecting AI-generated
texts. However, the inclusion of additional features,
such as metadata, led to a decrease in performance,
even compared to traditional machine learning
models, suggesting that BERT’s architecture alone
was sufficient for classifying text. The authors
concluded that, while their experiments provided
valuable insights into the effectiveness of different
models for detecting AI-generated text, further
research was needed.

3 AI vs Human Text Detection

3.1 Dataset Analysis
Datasets for training, development, and testing
were provided by the organizers through Hug-
ging Face and Google Drive. The datasets con-
sist of the ID, Text, Source, and Label columns,
the label columns consist of two numerical val-
ues 0 and 1, where 1 marks the text generated
by humans and 0 for the text generated by AI.
The task involves binary classification of the test
texts into human or AI-written categories after
running and fine-tuning the model through the
training and development stages. The dataset
comprises 610,767 training samples with 381,845
samples being machine-generated and 228,822
human-generated text, furthermore, the develop-
ment dataset consists of 261,758 samples with
163,430 samples being machine-generated texts
and 98,328 human texts. Figures 1 and 2 give a
view of the sources of the training dataset and the
LLM models used to generate texts.

3.2 Application of DistilBERT
Using the Transformers Library from Hugging
Face, we took some steps into data engineering
by preparing and formatting it to be a suitable in-
put for the model, then employed them in training
and evaluation. The methodology adopted in these
steps is outlined in Section 4, where we explain
how we designed the DistilBERT base model ar-
chitecture and proceeded to encode and load the
dataset for further processing.
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Figure 1: Number of samples by source

Figure 2: Number of samples generated by different
LLM models

4 System Setup and Experiments

4.1 System Setup

We fine-tuned the model by adding a classification
layer on the pre-trained DistilBERT architecture to
enable it to perform binary classification.

We applied an amount of regularization to the
model to prevent overfitting and biases. This was
done to address the class imbalance in the dataset
and ensure balanced learning across the classes by
minimizing potential biases that may arise due to
uneven class distributions.

With the adaptation of early stopping and model
checkpointing, the best-performing model (based
on the F1-score) was saved during training, which
helped to prevent overfitting and ensured that the
model selected for evaluation had the highest val-
idation performance. This also ensured saving
model checkpoints at the end of every epoch.

We used a cosine-annealing learning rate sched-
ule, which gradually reduces the learning rate over
time. This scheduling strategy helped stabilize
training by lowering the learning rate as the model
converged, often resulting in better final model per-
formance.

4.2 Experiments
We adopted the training strategy to focus on fine-
tuning the DistilBERT model, specifically the
distilbert-base-uncased version; this allowed the
model to accommodate the unique characteristics
that define the classes in our dataset. This was
done by carefully selecting some key hyperparam-
eters and configurations to enhance the models’s
performance.

The model was trained over 3 epochs, and we
leverage available GPU memory, and gradient ac-
cumulation steps of 2 to balance memory usage.
Mixed precision was utilized to accelerate training
by enabling mixed precision training, with early
stopping enabled based on F1-score improvements.
Additionally, a cosine learning rate scheduler was
applied to modulate the learning rate as we opti-
mized batch size for memory and computational
efficiency. We used warm-up steps to enable a short
warm-up period where the learning rate gradually
increases, helping the model to avoid instability at
the start of training and smoothing the convergence.
Also, we accumulate gradients over two batches
before performing an update and using DataColla-
torWithPadding to ensure that the input sequences
were dynamically padded to the maximum length
within each batch, minimizing wasted computation
on padding tokens to improve training speed and
efficiency. The results of the training and valida-
tion stages of the model are displayed in Table 1,
and the loss plot and F1-score plot of the training
and validation stages are shown in Figures 3 and 4,
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Epoch Training Loss Validation Loss Accuracy F1-score
1 0.1975 0.1759 0.9270 0.9263
2 0.1038 0.1509 0.9439 0.9434
3 0.0541 0.1807 0.9466 0.9461

Table 1: Metrics for each epoch including training and validation losses, accuracy, and F1-score.

Model Micro-average_F1 Macro-average_F1
DistilBERT 0.7068 0.7242

Table 2: Result obtained from the test dataset

respectively.
We evaluated each epoch, allowing us to mon-

itor the model’s progress closely. This helped to
ensure that our model’s training and validation per-
formance was aligned and aided in identifying over-
fitting or underfitting early.

Evaluation of the model was done using the
micro-average F1-score, which is the default metric
for this subtask. The evaluation on the development
dataset was performed after each training epoch to
track how well the model was doing on the task
and closely monitor its progress.

5 Results

In this section, we present the results of the test
dataset provided by the organizers of the COLING
2025 conference as predicted by the pre-trained
DistilBERT model on the English test supplied
through Google Drive. The prediction of the model
was uploaded to the Codabench platform featured
by the organizers of the conference for submis-
sion, and the micro- and macro-average F1 scores
were computed accordingly. The results proved
the model’s ability to distinguish between human-
written text and AI-generated text. The details of
the results are presented in Table 2.

6 Conclusions

The application of DistilBERT, a compact and ef-
ficient transformer model for the detection of AI-
generated text illustrates the advancement in the po-
tential of transformer-based models to distinguish
nuances in language style and origin. This task
addresses specific challenges concerning the size
of the dataset and the fact that LLM AI-generated
text often mimics human-like patterns, thereby re-
quiring the model to capture subtle stylistic and
structural differences. Our approach leverages Dis-
tilBERT’s efficient architecture and tokenizer ca-

Figure 3: Training and development data loss plot per
epoch

pabilities to effectively identify these distinctions
with a micro-average F1-score of 0.70. This result
highlights DistilBERT’s ability to generalize and
perform well on the intricate task of text detection
and classification, showing that smaller models can
yield robust outcomes even in sophisticated NLP
tasks.

The performance obtained in our experiments
emphasizes both the viability of DistilBERT in
this domain and the promise of continued explo-
ration with other transformer-based models. Fu-
ture work will focus on expanding the dataset to
cover a broader array of AI-generated text from
various models and fine-tuning DistilBERT and
similar models to achieve even more refined detec-
tion capabilities.
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Figure 4: F1-score plot on labeled development dataset
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A Appendix

Initialize data collator for padding
data_collator = DataCollatorWith-
Padding(tokenizer=tokenizer) Use the initialized
tokenizer

Define the Trainer without early stopping
trainer = Trainer(
model=model,
args=training_args,
train_dataset=train_dataset,
eval_dataset=dev_dataset,
compute_metrics=compute_metrics, Add custom
metrics
data_collator=data_collator Use data collator for
dynamic padding
)

training_args = TrainingArguments(
output_dir=’./results’,

https://doi.org/10.18653/v1/2024.acl-long.3
https://doi.org/10.18653/v1/2024.acl-long.3
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eval_strategy=’epoch’, Evaluate at the end of
each epoch
per_device_train_batch_size=256, Larger batch
size if memory allows
per_device_eval_batch_size=256,
gradient_accumulation_steps=2, Adjust for GPU
memory usage
num_train_epochs=3, Adjust as needed
weight_decay=0.02,
logging_dir=’./logs’,
logging_steps=10,
fp16=True, Enable mixed precision
bf16=False, Use bfloat16 if supported (set to True
for supported hardware)
dataloader_num_workers=8, Increase CPU
utilization for data loading
save_strategy="epoch",
load_best_model_at_end=True,
metric_for_best_model="f1", Use F1 score for
model selection
save_total_limit=2, Limit saved checkpoints to
avoid large storage use
lr_scheduler_type="cosine", Add learning rate
scheduling
warmup_steps=500, Warmup to prevent early
overfitting
save_steps=1000, Save model periodically
)

Initialize data collator for padding
data_collator = DataCollatorWith-
Padding(tokenizer=tokenizer) Use the initialized
tokenizer

Define the Trainer without early stopping
trainer = Trainer(
model=model,
args=training_args,
train_dataset=train_dataset,
eval_dataset=dev_dataset,
compute_metrics=compute_metrics, Add custom
metrics
data_collator=data_collator Use data collator
for dynamic padding
)

from transformers import DistilBertTokenizer
from torch.utils.data import Dataset
tokenizer = DistilBertTokenizer.from_pretrained(’distilbert-
base-uncased’)
class CustomDatasett(Dataset):
def __init__(self, examples):

self.examples = examples
def __len__(self):
return len(self.examples)
def __getitem__(self, idx):
example = self.examples[idx]
Tokenize the cleaned text
encoding = tokenizer(
example[’cleaned_text’],
truncation=True,
padding=’max_length’,
max_length=512,
return_tensors=’pt’
)
return

’input_ids’: encoding[’input_ids’].flatten(),
’attention_mask’: encod-
ing[’attention_mask’].flatten(),

’id’: example[’id’]

test_dataset = CustomDatasett(tokenized_testset)
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