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Abstract
This paper describes a simple yet effective
method to identify if academic essays have
been written by students or generated through
the language models in English language. We
extract a set of style, language complexity, bias
and subjectivity, and emotion-based features
that can be used to distinguish human-written
essays from machine-generated essays. Our
methods rank 6th on the leaderboard, achieving
an impressive F1-score of 0.986.

1 Introduction

The emergence of large language models (LLMs)
such as ChatGPT, GPT-4, Claude, and other simi-
lar applications has revolutionized text generation,
creating highly coherent and human-like essays.
While these advancements hold promise for edu-
cational tools and creative writing, they also pose
significant challenges to academic integrity. Specif-
ically, misusing machine-generated essays in ed-
ucational settings threatens to undermine genuine
learning and assessment. To address this issue,
the task of distinguishing between human-authored
and machine-generated essays has gained critical
importance. This binary classification task focuses
on identifying English-language essays as machine-
generated or human-written. The task’s details are
outlined in the task overview paper (Chowdhury
et al., 2025).

An ideal text detector should be accurate, easy to
train and should be robust to any adversarial attacks.
It should be easy to train, inference should be fast
and probably is agnostic to the machine learning
model that is used to generate the text.

Our approach involves identifying key textual
features based on style and statistical counts of
specific words, words involving complexity, bias,
affect, and moral features. By transforming the
text into various feature spaces and using the trans-
formed vectors to train simple classical ML algo-
rithms.

Participation in this task revealed several key in-
sights. Our system achieved 6th position on the
leaderboard. However, challenges persist in distin-
guishing highly sophisticated machine-generated
texts from essays written by proficient human au-
thors, particularly in cases where LLMs simulate
idiosyncratic human writing styles. This highlights
the need for further exploration of subtle linguistic
markers and the inclusion of diverse training data.
Quantitatively, our system achieved an F1 score of
0.986 on the test set, achieving 6th position on the
leaderboard. We have made our codebase publicly
available 1 to facilitate future research in this area.
We hope this encourages further innovation and
collaboration in safeguarding academic integrity
through advancements in machine-generated text
detection.

2 Related Work

Ever since Large Language Models have started
to generate coherent, human like text, the task of
identifying machine generated task has gained sig-
nificant attention. As the complete list of works for
detecting machine generated text is exhaustive, we
list some of the key works that attempt to identify
machine generated text.

Primarily, the methods can be broadly catego-
rized into 3 categories: Methods involving lan-
guage specific features with simple ML models.
These models usually use a simple Bag of Words
or extract specific linguistic features and train tra-
ditional classification models like Logistic Regres-
sion, SVM, Random Forests or a simple neural
network on the extracted feature values. The ad-
vantages with these kind of models is that they are
quick to train and evaluate.

Methods involving fine-tuning a transformer (en-
coder or decoder only) models. These models usu-
ally use a transformer encoder architecture like

1https://github.com/saradhix/COLING25_DAIGen_Task2

https://github.com/saradhix/COLING25_DAIGen_Task2
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BERT, RoBERTa or a decoder only architecture
like GPT to learn a classifier. This involves fine-
tuning the model on both the classes of data. As the
models are originally pretrained on large quantities
of text, these models can understand the structure
of the text.

Methods that have the text generation model
available. These methods use a language model and
compute per-token probability and per-token ranks
in the predicted next token distribution. These
methods use these probabilities to train a simple
classifier that are used to train classifier models.
The primary disadvantage of these methods is that
they require the text generation model to compute
the token probabilities. In the real-world, access to
the model that is used to generate the text may not
be possible.

The creators of GPT model Solaiman et al.
(2019) develop a simple model that uses tf-idf fea-
tures on unigrams and bigrams fed to a logistic re-
gression model for identifying text generated from
GPT-2 models with an accuracy of 88%.

Uchendu et al. (2020) train simple models on
psychological features with simple neural network
architectures to determine if an article is written by
a human or a language model.

Zellers et al. (2019) develop a model on top of
GROVER model that can identify fake news ar-
ticles written by GPT-2. Solaiman et al. (2019)
fine-tune RoBERTa model for the task to identify
the texts generated by the largest variant of the
GPT-2 model with an accuracy of 95%.

Fagni et al. (2021) show that a fine-tuned
RoBERTa model can spot machine generated
tweets from human tweets with over 90% accu-
racy.

Gehrmann et al. (2019) develop a tool GLTR 2

that uses the per-token probability and per-token
rank in the predicted next token distribution and the
entropy of the predicted next token to determine if
the text is human written or machine-generated.

Mitchell et al. (2023) introduced DetectGPT, a
zero-shot detection method that leverages the cur-
vature of a language model’s probability function
to identify machine-generated text without requir-
ing any training data. This approach demonstrated
effectiveness across various LLMs and datasets.

Yang et al. (2023) introduced DNA-GPT, a
training-free detection technique that utilizes di-
vergent n-gram analysis. By comparing regener-

2http://gltr.io/

ated text segments with original ones, this method
effectively identified discrepancies indicative of
machine generation, offering a promising direction
for explainable detection.

Wang et al. (2023) developed M4, a benchmark
dataset with texts generated from various gener-
ators, domains, and languages. Their empirical
study revealed that existing detectors often misclas-
sify machine-generated text as human-written, par-
ticularly when encountering unseen generators or
domains, indicating significant room for improve-
ment.

Bao et al. (2023) presented Fast-DetectGPT, an
efficient zero-shot detection method that reduces
computational costs associated with previous ap-
proaches like DetectGPT. By introducing condi-
tional probability curvature, this method offers a
scalable solution for real-time detection applica-
tions.

Li et al. (2024) presented MAGE, a comprehen-
sive testbed evaluating detection methods across
diverse domains and LLMs. They fine-tune a Long-
former Beltagy et al. (2020) that can detect machine
generated content with 86.61% on unseen models.

Dugan et al. (2024) propose RAID, a benchmark
designed to evaluate the robustness of machine-
generated text detectors against adversarial attacks
and unseen models. Their study demonstrated that
many detectors can easily be circumvented, set-
ting a new standard for evaluating and improving
detection methodologies.

3 System Overview

We formulate the problem of identifying the given
essay in English as human-written vs. machine-
generated as a binary text classification problem.
We identify a comprehensive set of linguistically
motivated and statistical features for text analysis.
We transform the essay into this feature space and
use the feature matrix to train classical machine
learning algorithms.

We use a set of style, language complexity, bias
and subjectivity, and emotion-based features of the
text to train machine learning models on these fea-
tures. These features capture the style, syntax, flu-
ency and other psycholinguistic characteristics of
the text. The features have been used to identify
fake news (Horne et al., 2019). The code to extract
these features has been packaged into a Python
package that is easy and fast. 3

3https://github.com/BenjaminDHorne/NELAFeatures

http://gltr.io/
https://github.com/BenjaminDHorne/NELAFeatures
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These features fall broadly into these categories:

1. Style: These include the fraction of quote
characters, exclamation, number of words that
are all capitalized, number of stop words, and
counts of various parts of speech tags and
counts of special characters. 50 features are
identified in this category.

2. Complexity: Type token Ratio, average word
length, word count, Flesch Kincaid Grade
level, smog index, Coleman Liau Index and
Lix scores. There are 7 features in this cate-
gory.

3. Bias: Fraction of bias words, assertatives, fac-
tives, hedges, report verbs, positive opinion
words, negative opinion words. There are 8
features in this category.

4. Affect: These include a fraction of positive
opinion words, neutral opinion words, nega-
tive opinion words, Valence Arousal Domi-
nance (VAD) scores of positive, negative, and
neutral words, word level and sentence level
sentiment scores. There are 9 features in this
category.

5. Moral: These features include counts of
words that indicate Harm Virtue and Vice,
Fairness Virtue and Vice, Authority Virtue
and Vice, Purity Virtue and Vice, and Gen-
eral Morality. There are 11 features in this
category.

We deliberately avoided methods involving
finetuning transformer-based models because we
wanted to develop a lightweight, fast, and scalable
model for detecting machine-generated texts.

4 Experimental Setup

The task organizers have shared a dataset that can
be used to train the various machine-learning mod-
els. The dataset contained a predefined split to be
used for training and evaluation.

The organizers shared the unlabeled test set for
making predictions with the trained models. As
the test set labels are not publicly released, we do
not know the exact number of essays that were
machine-generated vs written by Human in the test
set.

Table 1 mentions the number of samples present
in each of the splits provided by the organizers.

Human Machine Total
Train 629 1467 2096
Dev 1235 391 1626
Test Unknown Unknown 1130

Table 1: Samples in various splits of the dataset

We used the same split as provided by the orga-
nizers. We trained multiple ML algorithms after
transforming the text through feature extraction.
We used the NELA-features python package to ex-
tract features from the text.

We experimented with 4 different machine learn-
ing algorithms: Logistic Regression, Random For-
est, Randomized Decision Trees(Extra Trees), and
XGBoost. We used scikit-learn for training our
models. We have used the default hyperparame-
ters provided by the scikit-learn while training our
models.

The official metric for this task is the macro F1
score.

5 Results

The official test set results scored on CodaLab have
been presented below in Table 3.

Features Model F1 (macro)
All Logistic Regression 0.9949
All Random Forest 0.9729
All Extra Trees 0.9859
All XGBoost 0.9355

Table 3: Results on the official test set

Since only 1 submission is considered for the
final evaluation, we used the model that gave the
best F1-score on the development set.

Table 2 shows the results of different models
with different feature combinations on the develop-
ment set.

From the results of the development set, we ob-
serve that the complexity features were most help-
ful for this task. Using just the complexity features
alone gave very good results, with an F1 score of
0.9916 using Logistic Regression model. Style fea-
tures gave an F1-score of 0.9442 using XGBoost.
Complexity features again gave high performance
of F1-score of 0.9916 with Logistic Regression
model. Moral and Affect features did not perform
as much as the other feature group.

We can observe that models trained with all con-
catenated features gave higher accuracy and F1
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Model → LR RF ExtraTrees XGB
Feature Group ↓ Acc. F1 Acc. F1 Acc. F1 Acc. F1
Style 0.8204 0.7970 0.9699 0.9603 0.9668 0.9565 0.9569 0.9442
Complexity 0.9938 0.9916 0.9477 0.9247 0.9520 0.9315 0.9428 0.9184
Bias 0.2405 0.1939 0.6470 0.6250 0.6648 0.6486 0.7165 0.6846
Affect 0.2970 0.2724 0.7841 0.7533 0.7608 0.7322 0.8272 0.7883
Moral 0.2405 0.1939 0.5480 0.4967 0.5467 0.4944 0.5806 0.5294
All 0.9932 0.9908 0.9938 0.9916 0.9969 0.9958 0.9711 0.9614

Table 2: Dev Set Accuracy and Macro-F1 scores

metric than using any one of the feature groups.
Motivated by the high performance of ‘All fea-

tures’ with Extra Trees model, we trained a model
using all the training and development data. We
used this model to make inferences on the test data.

However, after the shared task deadline has
passed, the organizers have allowed for submitting
the predictions of other models on the official test
set for comparison. Table 3 show that Logistic Re-
gression model with all the features has performed
the best on the test set with an F1-score of 0.9949
that might have placed us in 3rd position.

The official test set results place us in the 6th
position of the leaderboard with an accuracy of
0.9876 and a macro F1 score of 0.9859.

6 Discussion

From the trained models, we found the most im-
portant features that are useful for discriminating
between machine-generated essays and human-
written essays. Table 4 lists the top discriminatory
features. We visualize the distribution of the fea-
ture values in the human-written and ai-generated
classes as histograms to understand them in greater
detail. Here are some of the observations:

• Human essays use more stop words than
machine-generated essays.

• Human essays have less average word length
compared to the essays generated by AI.

• Machine-generated essays have lower read-
ability scores like the Coleman Liau Index,
Lix Readability Index, Smog Index, and the
Flesch Kincaid Grade level. This is because
humans tend to write shorter sentences and
use fewer words per sentence.

• Compared to machine-generated essays, the
usage of coordinating conjunctions is slightly
more in human-written essays.

Rank Feature
1 Fraction of stop words
2 Average Word Length
3 Fraction of punctuations
4 Coleman Liau Index
5 Lix Readability Index
6 Fraction of Existential there
7 Smog Index
8 Fraction of Coordinating Conjunctions
9 Flesch Kincaid Grade Level
10 Type Token Ratio

Table 4: Top 10 most important features

• Human essays have more occurrences of exis-
tential ’there’ usage than AI-generated essays.

Section A, shows the histogram of the top 10
features among both the classes. We can observe
the differences in the distribution of the top 10
features.

7 Conclusion

We conclude that the NELA features can be used to
identify machine-generated text with high accuracy,
as shown through the evaluation of the test set.

We feel that our model is robust to adversarial
inputs through perturbations. As a future work, we
plan to evaluate our model by adversely perturbing
the input. We plan to explore the robustness of our
methods to domain shifts.
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A Appendix

Figures 1 to 10 show the histograms of the top
features across the two classes of the essays.

Figure 1: Histogram of the fraction of stopwords

Figure 2: Histogram of Average Word Length

Figure 3: Histogram of the fraction of all punctuation
words
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Figure 4: Histogram of Coleman Liau Index

Figure 5: Histogram of Lix Readability Index

Figure 6: Histogram of Fraction of Existential ’there’

Figure 7: Histogram of Smog Index

Figure 8: Histogram of Fraction of Coordinating Con-
junctions

Figure 9: Histogram of Flesch Kincaid Grade Level

Figure 10: Histogram of Type Token Ratio
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