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Preface

Welcome to the 1st Workshop on GenAI Content Detection (GenAIDetect), co-located with COLING
2025 and hosted in Abu Dhabi, UAE. The GenAIDetect workshop provides a platform to bring together
researchers working on all aspects of generative AI content detection across text, image, audio, video,
and multimodal data. The aim is to create a space for the entire GenAI content detection community to
present and exchange theories, algorithms, software, datasets, and tools.

In its first edition, the workshop offers a rich and diverse full-day program, including keynotes, oral
paper, and poster presentation sessions, and a panel discussion. The presented papers cover a broad
spectrum of topics, including datasets and benchmarks, watermarking, and various modeling techniques
such as graph-based approaches. The workshop also attracted notable contributions across multiple
modalities, including image, and text.

In this first edition of the GenAI Content Detection Workshop, we received 20 submissions. Each
paper was rigorously peer-reviewed by two to three expert reviewers in the field. Of these submissions,
11 papers were accepted, resulting in a 55% acceptance rate, all of which were selected for oral
presentation. Notably, we made no distinction in quality between long and short papers or between oral
and poster presentations.

The workshop featured three shared tasks: (1) Binary Multilingual Machine-Generated Text Detection
(Human vs. Machine), (2) AI vs. Human – Academic Essay Authenticity Challenge, and (3) Cross-
Domain Machine-Generated Text Detection. All tasks were well received, attracting strong participation.
For Tasks 1, 2, and 3, we received 17, 7, and 7 system description papers, respectively, resulting in a
total of 31 system description papers and 3 overview papers.

The overview paper for the shared tasks was peer-reviewed by at least three expert reviewers, while the
system description papers were reviewed by two to three reviewers. The proceedings include research
track papers, as well as shared task overview and system description papers.

Finally, we thank all the contributors of papers and the 54 members of the Program Committee for
their dedication to providing high-quality reviews in a timely manner. We also extend our gratitude
to the COLING 2025 workshop chairs, Katsuhito Sudoh and Mo El-Haj, for organizing the COLING
workshop program.

The GenAIDetect Organizers,

Firoj Alam, Preslav Nakov, Nizar Habash, Iryna Gurevych, Shammur Chowdhury, Artem Shelmanov,
Yuxia Wang, Ekaterina Artemova, Mucahid Kutlu, George Mikros

Workshop website: https://genai-content-detection.gitlab.io
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Keynote: Detectability of Language Model Generated Content: Myths,
Challenges, and Opportunities

Rakesh M. Verma,

University of Houston, Houston, TX, USA

rmverma2@central.uh.edu

Abstract: Large language models (LLMs) have captured the imagination of researchers and users
worldwide, and led to a capacity race. We start with some myths on the detectability of LLM generated
content. We then consider LLMs through the alignment-utility tradeoff perspective and reveal some
surprising consequences of aligning LLM models for different purposes, such as 1) ability to mimic
humans on natural language tasks and 2) safety..Throughout the talk, we shall highlight the challenges
and opportunities for research with respect to detecting LLM generated content for the different purposes
of alignment.

Background: The rapid development of Large language models (LLMs) has captured the imagination of
researchers and users worldwide and led to a capacity race with bigger models coming out every couple of
months. Concomitantly, there is growing concern about their potential for misuse in several different fields.
Maintaining the integrity of digital communication platforms such as Reddit has become increasingly
vital due to these advancements in LLM abilities. While the threat of misuse has always been around, the
scale at which they can now disseminate disinformation, hate speech, and create spear phishing attacks
has grown alarmingly. This development poses significant challenges distinguishing between human and
machine-generated content, especially on social media, where generative AI can serious consequences.

In this keynote, we will present some myths on the detectability of LLM generated content. We will also
present the strengths of LLMs and their limitations. Notable strengths include the ability to leverage
world knowledge that has been documented in their training dataset and new knowledge through retrieval
augmented generation (RAG). Notable limitations include staying on task, which has been called different
terms such as hallucination, etc., and vulnerability to different kinds of attacks.

In the second part of the talk, we consider LLMs through the alignment-utility perspective and reveal
some surprising consequences of aligning LLM models for different purposes, such as 1) ability to mimic
humans on natural language tasks and 2) safety. We will examine the challenges of creating datasets
to examine the generative capabilities of LLMs and reflect upon our recent effort to create a dataset of
tweets involving both censored and uncensored models. The talk will include brief results of our recent
experiments with this datasets and four prominent LLMs including Llama and GPT4o,

We will conclude the talk with challenges and opportunities for research with respect to detecting LLM
generated content including for the different purposes of alignment.

Acknowledgments: This research is joint with my PhD students at the University of Houston, especially
Bryan Tuck and Fatima Z. Qachfar. Research partly supported by NSF grants 2210198 and 2244279
and ARO grants W911NF-20-1-0254 and W911NF-23-1-0191. Verma is the founder of Everest Cyber
Security and Analytics, Inc.

Bio: Rakesh Verma is a Professor of Computer Science at the University of Houston, where he teaches
a course on security analytics. He has made research contributions in equational logic programming,
algorithm design and analysis, computer security, and data science. He is the author of Cybersecurity
Analytics (CRC Press, 2019) (Verma and Marchette, 2019); a cybersecurity section associate editor of the
Frontiers in Big Data Journal; and co-organizer of the ACM Annual International Workshop on Security
and Privacy Analytics (IWSPA) since 2015.
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Abstract

The advent of Large Language
Models (LLMs) has enabled the
generation of text that increasingly
exhibits human-like characteristics.
As the detection of such content is
of significant importance, substan-
tial research has been conducted
with the objective of developing
reliable AI-generated text detectors.
These detectors have demonstrated
promising results on test data, but
recent research has revealed that they
can be circumvented by employing
different techniques. In this paper,
we present homoglyph-based attacks
(‘A’ → Cyrillic ‘A’) as a means of
circumventing existing detectors.
We conduct a comprehensive
evaluation to assess the effectiveness
of these attacks on seven detectors,
including ArguGPT, Binoculars,
DetectGPT, Fast-DetectGPT,
Ghostbuster, OpenAI’s detector,
and watermarking techniques, on
five different datasets. Our findings
demonstrate that homoglyph-based
attacks can effectively circumvent
state-of-the-art detectors, leading
them to classify all texts as either
AI-generated or human-written
(decreasing the average Matthews
Correlation Coefficient from 0.64 to
-0.01). Through further examination,
we extract the technical justification
underlying the success of the attacks,
which varies across detectors.
Finally, we discuss the implications
of these findings and potential
defenses against such attacks.

1 Introduction

LLMs have soared in popularity in a wide
variety of domains as their text generation
capabilities become increasingly human-
like (Bin-Nashwan et al., 2023). For in-
stance, it is estimated that the percent-
age of arXiv articles whose abstract has
been revised by ChatGPT is around 35%
(GENG and Trotta, 2024). While LLMs
can prove beneficial (Ngo, 2023), there
is growing concern about their potential
misuse (Sullivan et al., 2023; Yan et al.,
2024; Li et al., 2023; Sebastian, 2023).

Thus, a number of approaches to detect
AI-generated text have been proposed, in-
cluding zero-shot classifiers (Gehrmann
et al., 2019; Mitchell et al., 2023; Bao
et al., 2024; Hans et al., 2024; Su et al.,
2023), binary classifiers (Solaiman et al.,
2019; Verma et al., 2024; Liu et al., 2023),
and watermarking techniques (Zhu et al.,
2024; Giboulot and Teddy, 2024; Zhang
and Koushanfar, 2024; Molenda et al.,
2024; Wu et al., 2023).

At the same time, research has been
conducted on methods for circumventing
AI-generated text detectors. Some popu-
lar techniques include paraphrasing (Kr-
ishna et al., 2023; Peng et al., 2023), wa-
termark stealing (Jovanović et al., 2024),
Substitution-based In-Context example
Optimization (Lu et al., 2024), reinforce-
ment learning (Nicks et al., 2023) or space
infiltration (Cai and Cui, 2023). In this
paper, we study an alternative technique
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5015, 1347, 1532, 587, 27385, . . . ]

rewrite(text) → text′tokenize(text) tokenize(text′)

Prediction: AI Prediction: Human

Figure 1: Homoglyph-based attack. The left box shows the original text, adapted from (Hans
et al., 2024), and the right box shows the text after rewriting some of its characters. The bottom
boxes show the tokenized versions from (OpenAI, 2024b). Differences are shown in red.

based on homoglyphs.
Homoglyphs are visually similar

characters with different encodings (e.g.,
Latin ‘a’ and Cyrillic ‘a’) (Ginsberg and
Yu, 2018). This allows us to generate
rewritten versions of any given text that
can evade AI-generated text detectors
(Figure 1). Kirchenbauer et al. (2023)
identified the usage of homoglyphs as a
potential avenue for evading AI-generated
text detectors. However, to the best of our
knowledge, no study has yet conducted
a comprehensive evaluation of the effec-
tiveness of this approach across diverse
datasets and detectors, nor has it provided
insights into the technical justification of
homoglyph-based attacks, a gap that we
aim to fill in this paper.

Our main contributions are:

• What are homoglyph-based attacks?
We introduce them as a way to evade
AI-generated text detectors.

• How much can homoglyph-based at-
tacks affect AI-generated text detec-
tors? We evaluate their effectiveness
on five datasets and seven detectors
in Section 2. In Section 3, we show
that they can bring average Matthews
Correlation Coefficients from 0.64
to -0.01. This shows a complete eva-

sion, discussed in Section 4.1.

• Why do homoglyph-based attacks
work? We analyze and justify such
performance decline in Section 4.2.

• What are the ethical implications of
these findings? We discuss them in
Section 6, along with possible de-
fenses against such attacks.

• Additionally, we introduce the
first publicly available dataset of
homoglyph-based attacks targeting
AI-generated text detectors.

2 Methods

In this section, we delineate our experi-
mental approach, along with a description
of the detectors and datasets employed.
We make our code and datasets pub-
licly available at https://github.com/
ACMCMC/silverspeak, under CC BY-SA
4.0 and ODC-BY licenses. Furthermore,
we ensured that our study adheres to
the intended usages of the detectors and
datasets presented, for which we include
licensing information below.

2.1 Experiments

As shown in Figure 2, we evaluate the ef-
fectiveness of homoglyph-based attacks
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Original Datasets
1,000 Human

1,000 AI

“I love cats”

“Ι lοve sat�”

5% 10% 15% 20% Greedy

Attacked Datasets

ArguGPT

Binoculars

DetectGPT

Fast-DetectGPT

Ghostbuster

OpenAI

Watermark

Baseline Results

Our Results

Attacked Results

Figure 2: Our experimental process. First, we generate a set of rewritten datasets by applying
homoglyph-based attacks, with varying replacement percentages, on all original datasets. Then,
we run the detectors on the original and attacked datasets to get the metrics presented.

on seven detectors and five datasets, each
with 2,000 samples (1,000 human and
1,000 AI). We used the original text and
five attacked versions, generated by re-
placing 5%, 10%, 15%, and 20% of ran-
domly chosen characters in the text (ran-
dom attack), or all of the possible charac-
ters that can be replaced (greedy attack).

We also conducted initial experiments
on an optimized setting where we perform
replacement only on tokens that have the
highest loglikelihoods (those that are most
likely to be AI-generated) when evaluated
by an LLM. However, given that the pre-
vious attacks are already effective (Sec-
tion 3), we decided to focus on them for
the rest of the experiments, as they are
less computationally expensive and do not
vary depending on the choice of the LLM.

We utilized the homoglyphs provided
in (Davis and Suignard, 2023). We based
our code on the Hugging Face Transform-
ers and Datasets libraries with PyTorch as
backend (Wolf et al., 2019; Paszke et al.,
2019).We executed the experiments on a
NVIDIA A100, for which we present uti-
lization by each detector in Table 1.

Detector Time Space
ArguGPT 2 5.2

Binoculars 6 34.2
DetectGPT 276 10.8

Fast-DetectGPT 25 19.5
Ghostbuster 240 0

OpenAI 2 5.2
Watermark 3 8.6

Table 1: Approximate requirements on time
and space for one experiment, in minutes and
gigabytes. We report on the unattacked reuter
dataset as times do not vary significantly
across datasets. For a full experiment suite on
a detector, the time requirement is multiplied
by the number of attacks and datasets.

2.2 Detectors

We conduct experiments on:

• ArguGPT: A RoBERTa-based classi-
fier trained on a dataset of human
and AI-generated arguments (Liu
et al., 2023). We utilize the sentence-
level model under a MIT license.

• Binoculars: Computes a ratio of
the perplexity measured on an LLM
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and its cross-entropy with the per-
plexity of another. The text is
determined to be AI-generated or
not by comparing the ratio with
a chosen threshold. We utilize
the code (BSD 3 license), de-
fault threshold (low-fpr), and mod-
els (observer falcon-7b; performer
falcon-7b-instruct) provided by
the authors (Hans et al., 2024).

• DetectGPT: Compares the likeli-
hood of an input text with a series of
AI-perturbed versions, assuming that
loglikelihoods will drop more for
AI-generated texts (Mitchell et al.,
2023). We utilize the open-source
implementation (MIT license) by
(Tayyab, 2023), with GPT-2-Medium
and T5-Large as scoring and rewrit-
ing models (Radford et al., 2019;
Raffel et al., 2020).

• Fast-DetectGPT: An optimization
that measures the conditioned prob-
ability of each token against its al-
ternatives, rather than among texts.
This means that only one forward
pass is needed to score the perturbed
tokens, rendering it much faster (Bao
et al., 2024). It has been released un-
der a MIT license.

• Ghostbuster: A classifier trained
on a set of forward-selected fea-
tures based on token probabilities
measured on weak language models
(Verma et al., 2024), licensed under
CC BY 3.0. We use its web interface,
as described in Section 7.

• OpenAI’s detector: A RoBERTa-
based classifier trained on a large
dataset of human and AI-generated
texts (Solaiman et al., 2019). We uti-
lize the large variant (MIT license).

• Watermark: Based on a lefthash al-
gorithm, which computes a hash of

the previous token and uses it to shift
the next token logits, so that this
skewed distribution can be detected
(Kirchenbauer et al., 2023). We use
the Hugging Face implementation
(Apache 2.0) (Wolf et al., 2019).

2.3 Datasets
We derived our datasets as follows:

• essay, writing prompts, reuter: De-
rived from (Verma et al., 2024),
also utilized by (Hans et al., 2024).
The essay dataset consists of essays
from IvyPanda. The writing prompts
dataset consists of prompts from the
subreddit r/WritingPrompts. The
reuter dataset consists of news ar-
ticles from the Reuters 50-50 author-
ship identification dataset. They are
licensed under CC BY 3.0.

• CHEAT: Abstracts of academic pa-
pers, derived from (Yu et al., 2024)
under a MIT license.

• realnewslike: Derived from the C4
realnewslike dataset (Raffel et al.,
2020) (ODC-BY license). We gener-
ate 200-token watermarked comple-
tions with OPT-1.3B (Zhang et al.,
2022), as in (Kirchenbauer et al.,
2023), taking 8 minutes and 23.9
GB on a NVIDIA A100. The nature
of this dataset is such that it is only
used to test the Watermark detector,
as others cannot detect watermarks.

To ensure that all datasets have the
same number of examples, we randomly
select 1,000 human and 1,000 AI-written
examples from each source dataset. We
do not split the datasets as our study does
not require training any model.

3 Results

We summarize our experimental results
in Table 2. Full results are reported in
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Dataset Detector Original 5% 10% 15% 20% Greedy

CHEAT

ArguGPT 0.94 0.0 0.0 0.0 0.0 0.0
Binoculars 0.93 0.37 0.11 0.04 0.02 0.13
DetectGPT 0.14 -0.02 0.03 0.13 0.06 0.0

Fast-DetectGPT 0.9 0.23 0.04 0.02 0.0 -0.01
Ghostbuster 0.64 0.41 0.32 0.12 0.06 0.02

OpenAI 0.47 0.0 0.0 0.0 -0.02 0.0

essay

ArguGPT 0.92 0.0 0.0 0.0 0.0 0.0
Binoculars 0.91 0.22 0.05 0.0 0.0 0.05
DetectGPT 0.24 -0.01 0.11 0.21 0.08 0.0

Fast-DetectGPT 0.88 0.22 0.04 0.0 0.0 -0.08
Ghostbuster 0.92 0.73 0.51 0.13 0.0 0.0

OpenAI -0.21 0.0 0.0 0.0 0.0 0.03

reuter

ArguGPT 0.92 0.0 0.0 0.0 0.0 0.0
Binoculars 0.8 0.22 0.07 0.03 0.02 0.08
DetectGPT 0.23 0.0 0.03 0.34 0.14 0.0

Fast-DetectGPT 0.92 0.28 0.1 0.02 0.0 0.04
Ghostbuster 0.93 0.61 0.51 0.16 0.04 0.0

OpenAI 0.27 0.0 -0.04 -0.09 -0.11 -0.06

writing prompts

ArguGPT 0.39 0.0 0.0 0.0 0.0 0.0
Binoculars 0.85 0.2 0.0 0.0 0.0 -0.04
DetectGPT 0.44 0.04 0.01 0.02 0.02 0.0

Fast-DetectGPT 0.79 0.3 0.05 -0.03 0.0 -0.33
Ghostbuster 0.88 0.42 0.64 0.33 0.09 0.0

OpenAI -0.05 -0.04 -0.05 -0.13 -0.11 0.01
realnewslike Watermark 0.92 0.18 -0.01 0.0 -0.03 0.0

Average 0.64 0.17 0.1 0.05 0.01 -0.01
Standard deviation 0.36 0.21 0.19 0.11 0.05 0.08

Table 2: Matthews Correlation Coefficient (MCC) of all detectors on all datasets for all attack
configurations. The color of the cell represents its value, clipped between 0 (red) and 1 (green).

Appendices A and B, with the raw results
available in our released datasets.

The results correspond to a single run,
as we confirmed that the scores obtained
are identical across multiple executions.

It should be noted that some conven-
tional metrics employed to assess the effi-
cacy of detectors may prove to be decep-
tive in this particular setting. For exam-
ple, Figure 13e shows a confusion matrix
where the F1 score is 0.67, but the detec-
tor is classifying almost all examples as
AI-generated. We argue that the Matthews
Correlation Coefficient (MCC) is better
suited (in this case, 0.08), placing greater
emphasis on class balance (Baldi et al.,
2000). Therefore, we use it as our main
metric, and advise caution when interpret-
ing the results based on other metrics in
the appendices. MCC yields values from
-1 (inverse correlation) to 1 (perfect corre-

lation), with 0 representing no correlation.

4 Discussion

In this section, we discuss the results ob-
tained from the experiments conducted on
different AI-generated text detectors us-
ing homoglyph-based attacks. Then, we
analyze the effectiveness of the attacks
and their technical justifications.

4.1 Effectiveness of the attacks

Baseline performance varies across de-
tectors and datasets. Before the attacks,
MCC values range from -0.21 to 0.94,
with an average of 0.64 and a standard
deviation of 0.36.
Binoculars and Fast-DetectGPT

show consistently high MCCs. ArguGPT
and Ghostbuster show a wider range of
MCCs across datasets, with DetectGPT
and the OpenAI detector having lower
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baseline scores. The Watermark detector
shows a high baseline MCC, albeit only
tested on the realnewslike dataset.

We performed a side exploration on the
low scores of DetectGPT and the OpenAI
detector. We found that their scores can
be improved by adapting their classifica-
tion thresholds to each dataset they are ap-
plied on. However, including these results
would mean deviating from the original
implementations, so we abstained from
changing the thresholds in our study.

Interestingly, not all detectors are af-
fected in the same way by the attacks.
Generally, we observe two distinct trends
when applying the attacks:

• The detector tends to classify the
examples as human-written, even
when they are AI-generated. This
happens on all replacement percent-
ages, but even more prominently as
the percentage of replacements in-
creases. This is the case for ArguGPT,
Binoculars, Fast-DetectGPT, the
OpenAI detector, and Watermark.

• The detector classifies more ex-
amples as human-written on low
replacement percentages (5% or
10%). However, as the percentage
of replacements increases, the detec-
tor starts classifying the examples as
AI-generated. On intermediate re-
placement percentages, the detector
tends to behave as a random classi-
fier. This temporarily increases the
MCC, as some examples are classi-
fied correctly. Then, the tendency
reaches a plateau and higher per-
centages (20%, greedy attack) cause
the detector to classify almost all ex-
amples as AI-generated. This is the
case for DetectGPT, which plateaus
around 15%, and Ghostbuster,
which plateaus around 10%.

While the behavior of the detectors

varies, the effectiveness of the attacks
is consistent across all detectors and
datasets, showing a pronounced decline
in performance. Lowest MCCs are ob-
served in the greedy replacement setting,
where the attack consistently (standard
deviation of 0.08) renders detectors in-
effective (average of -0.01).

4.2 Technical justification

In this section, we provide insights into
the effectiveness of the attacks, separately
exploring each group of detectors.

4.2.1 Perplexity-based models
Binoculars, DetectGPT and
Fast-DetectGPT are based on per-
plexity, shown in Equation 1 (Alon
and Kamfonas, 2023). Let N be the
number of tokens in the text, and p(ti) the
probability of token ti given t1, . . . , ti−1,
according to an LLM.

Perplexity = exp

[
− 1

N

N∑

i=1

log p(ti)

]

(1)
As homoglyphs have different encod-

ings, tokenizers treat them differently.
Two observations can be made:

1. Since the training corpora used to
train popular tokenizers (such as
those based on Byte-Pair Encoding
(Sennrich et al., 2016)) do not of-
ten contain sequences that mix char-
acters from different alphabets, it is
likely that attacked tokens will be
split into smaller ones: N increases.

2. Since the attacked sequence of to-
kens does not resemble the training
data, the loglikelihoods for attacked
tokens will generally be lower.

Therefore, the summation contains more
tokens (↑ N ) with lower loglikelihoods
(↓ log p(ti)), increasing perplexity.
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Figure 3: Token loglikelihoods for the text in Figure 1 on BLOOM-560m (Le Scao et al., 2023).
The attacked text (10% replacement) has a distribution shifted towards more negative values.

Figure 3 illustrates the impact of
homoglyph-based attacks on tokens and
their associated log likelihoods. In this
example, modifying 10% of the charac-
ters in the text changes their tokenization
70% of the time. The attacked text ex-
hibits a more negative loglikelihood dis-
tribution than the original text, as shown
in Figure 3b. Therefore, the attacked text
appears “more likely to be human” when
the perplexity is evaluated with an LLM,
while keeping the same appearance. In
summary, homoglyph-based attacks are
effective at shifting the distribution of
loglikelihoods towards more negative
values, which can evade detection.

4.2.2 Classification models
ArguGPT and the OpenAI detector are
RoBERTa-based models with a classifica-
tion head (Liu et al., 2023; Solaiman et al.,
2019). We hypothesize that the presence
of homoglyphs in the text causes the out-
put embeddings to become much less dis-
criminative, as the model is unable to un-
derstand the semantics of the text.

To test this hypothesis, we remove the
classification head from ArguGPT and ob-

5.0 2.5 0.0 2.5 5.0 7.5 10.0 12.5 15.0

10

5

0

5

10

15

AI (original)
Human (original)
AI (attacked)
Human (attacked)

Figure 4: Embeddings from ArguGPT. While
the original texts are well-separated, the em-
beddings of the attacked texts are mixed and
placed in a different subspace.

tain the mean of the embeddings for the
original and attacked texts (10% replace-
ment) on the CHEAT dataset. We then
reduce their dimensionality to 2D with
UMAP (McInnes et al., 2018). We set the
local connectivity to 5, minimum distance
to 0.1, and number of neighbors to 15. We
plot the embeddings in Figure 4.

Three clusters can be observed. Two
of them correspond to the original texts,
where AI and human texts are clearly sep-
arated. However, the third cluster (green
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and purple) corresponds to the attacked
texts, where embeddings are mixed. This
indicates that the classification head is fed
with discriminative embeddings in a nor-
mal scenario, but with homoglyphs, the
embeddings are less discriminative and
placed in an unseen region of the space,
therefore leading to misclassifications.

As for Ghostbuster, a similar justifi-
cation to Section 4.2.1 can be made. The
model is based on a linear classifier, and
while it does not use perplexity, the fea-
tures it is trained on are based on the prob-
ability of generating each token in the text
under several weaker language models
(Verma et al., 2024). Therefore, the same
principles apply: the presence of homo-
glyphs in the text alters the calculation of
the probabilities, leading to a shift in the
distribution of the features used by the
classifier that evades detection.

4.2.3 Watermarking
The Watermark detector is a special case,
as it is not designed to analyze the seman-
tics of the text, or any of its features, other
than the presence of a watermark. The
probability of a text having been gener-
ated with a watermark is calculated with
a one-proportion z-test, as shown in Equa-
tion 2. Given a text, |s|G is the num-
ber of green (“expected”) tokens and T
is the total number. γ is a hyperparame-
ter, the probability of a token being green
(Kirchenbauer et al., 2023).

z = (|s|G − γT )/
√
Tγ(1− γ) (2)

If the text is generated with knowledge
of the watermark rule, we can expect |s|G
to deviate significantly from γT ; i.e. the
sample mean will be higher than the ex-
pected mean, leading to a high z value.
This is the case for the original texts,
where the watermark is easily detected.

However, results show that watermarks
are highly sensitive to changes in the text.

This is due to the fact that the lefthash wa-
termarking algorithm is based on a simple
scheme where a list of green tokens is
generated using the previous token t− 1
(Kirchenbauer et al., 2024). This list is
used to shift the logits of the current to-
ken t, so that the distribution is skewed
towards green tokens. As homoglyph-
based attacks alter tokenization, many of
the green lists are generated with different
seeds, and the probability of t being green
becomes γ, as in a human-written text.
Moreover, even if t− 1 remains the same,
if t is changed, its probability of being
green is also γ. The two factors combined
lead to a significant decrease in the num-
ber of green tokens, thus reducing z and
rendering the watermark undetectable.

5 Conclusion

This paper demonstrated that homoglyph-
based attacks can evade state-of-the-art
AI-generated text detectors. We per-
formed a systematic evaluation of the ef-
fectiveness of these attacks on seven dif-
ferent detectors and five different datasets.
Our results showed that homoglyph-based
attacks are very effective, to the point that
their MCC drops to around 0 (no correla-
tion) in all of them, albeit at different re-
placement percentages. We then analyzed
the internal mechanisms of the detectors
to provide a technical justification for the
effectiveness of the attacks. Furthermore,
we have publicly released our implemen-
tation and datasets, which we hope will
facilitate further research on AI-generated
text detection algorithms. The effective-
ness of these attacks adds to the existing
evidence that existing AI-generated text
detectors are unfit for purpose, highlight-
ing the need for more robust detection
mechanisms. The proposed attacks can
be employed to assess the resilience of
future AI-generated text detectors and to
develop more effective solutions.
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6 Ethical impact and safeguards

Our work has significant ethical implica-
tions, including the potential for increased
instances of academic misconduct, misin-
formation, and social engineering (Ma-
jumdar et al., 2024).

Furthermore, while alternative methods
such as paraphrasing necessitate the use of
LLMs (Krishna et al., 2023), homoglyph-
based attacks can be conducted with a
simple script and minimal computational
resources. This lower barrier for access
exacerbates their potential impact.

It is not our intention to encourage mali-
cious usage; rather, we seek to contribute
to the growing evidence on the unreliabil-
ity of current detectors (Sadasivan et al.,
2024; Yan et al., 2024) and promote the
design of sturdier ones. It is deeply con-
cerning that a number of commercially
available tools like Undetectable (2024)
are widely used in sectors like academia,
yet they are vulnerable to an attack that
can be executed with minimal effort.

Fortunately, it is possible to forestall
these attacks by incorporating additional
safeguards into the detection process. In-
put constraints, such as limiting the char-
acter set that can be utilized (Ginsberg and
Yu, 2018) or mapping them to a standard
form (Alvi et al., 2017), can be an effec-
tive mitigation strategy in several cases.

Other contexts may require more so-
phisticated solutions. For instance, sci-
entific articles frequently contain Greek
symbols in their discourse, which should
not be treated as indicators of homoglyph-
based attacks. Instead, one possibility is
to analyze loglikelihood scores (Figure
3) (Alon and Kamfonas, 2023), while an-
other is to consider architectures based on
neural networks (Woodbridge et al., 2018)
or optical character recognition (Ginsberg
and Yu, 2018). No universal solution ex-
ists, and the choice should be based on
the nature of the text and detector.

7 Limitations

Our work has some limitations that should
be considered when interpreting results.

Optimized attacks As our aim was to
justify and assess the extent to which
homoglyph-based attacks are able to
evade AI-generated text detectors, we did
not attempt to optimize (Section 2.1). It
may be possible to achieve the same eva-
sion rates with lower replacement percent-
ages by strategically selecting the charac-
ters to replace. Additionally, there may be
merit in studying character sets other than
homoglyphs (Boucher et al., 2022).

Datasets We are confident that the num-
ber of samples per dataset (2,000) is
enough to demonstrate the effectiveness
of the attacks, as the results do not elicit
the need for further exploration (we ob-
serve a complete evasion of the detec-
tors with a low standard deviation). How-
ever, generalizability to languages other
than English remains to be studied, where
homoglyphs may be naturally present.
Nonetheless, if detectors tend to misclas-
sify non-native English writing samples as
AI-generated (Liang et al., 2023), we ex-
pect that homoglyph-based attacks would
be effective in other languages as well.

Ghostbuster deprecation Another
limitation is that Ghostbuster is based
on the deprecated ada and davinci
models (OpenAI, 2024a). This prevents
us from running it on our infrastructure,
and while we have tried to contact the
authors for a solution, we have not
received a response yet. Surprisingly, the
web interface provided by the authors
remains operational, enabling us to
evaluate the detector. However, we are
unable to confirm the models currently
in use, and therefore cannot guarantee
that the results are consistent with those
presented in the original paper, nor that
they will remain reproducible.
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Appendices
A Detection metrics

The detection metrics are reported in the
following tables. The metrics include the
MCC, accuracy, F1 score, precision and
recall for each detector and dataset.
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Type MCC Accuracy F1 Precision Recall

Original 0.94 0.97 0.97 0.96 0.98

5% 0.0 0.5 0.0 0.0 0.0

10% 0.0 0.5 0.0 0.0 0.0

15% 0.0 0.5 0.0 0.0 0.0

20% 0.0 0.5 0.0 0.0 0.0

Greedy 0.0 0.5 0.0 0.0 0.0

Table 3: Results for ArguGPT on the CHEAT dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.93 0.96 0.96 0.94 0.99

5% 0.37 0.62 0.39 0.24 1.0

10% 0.11 0.51 0.05 0.03 1.0

15% 0.04 0.5 0.01 0.0 1.0

20% 0.02 0.5 0.0 0.0 1.0

Greedy 0.13 0.52 0.11 0.06 0.84

Table 4: Results for Binoculars on the CHEAT dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.14 0.52 0.08 0.04 0.95

5% -0.02 0.5 0.0 0.0 0.0

10% 0.03 0.51 0.13 0.08 0.55

15% 0.13 0.56 0.59 0.62 0.56

20% 0.06 0.52 0.64 0.86 0.51

Greedy 0.0 0.5 0.67 1.0 0.5

Table 5: Results for DetectGPT on the CHEAT dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.9 0.95 0.95 0.94 0.95

5% 0.23 0.55 0.19 0.1 0.99

10% 0.04 0.5 0.01 0.0 1.0

15% 0.02 0.5 0.0 0.0 1.0

20% 0.0 0.5 0.0 0.0 0.0

Greedy -0.01 0.5 0.13 0.07 0.48

Table 6: Results for Fast-DetectGPT on the CHEAT dataset.
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Type MCC Accuracy F1 Precision Recall

Original 0.64 0.8 0.83 0.99 0.71

5% 0.41 0.69 0.63 0.53 0.79

10% 0.32 0.61 0.71 0.97 0.57

15% 0.12 0.52 0.67 1.0 0.51

20% 0.06 0.5 0.67 1.0 0.5

Greedy 0.02 0.5 0.67 1.0 0.5

Table 7: Results for Ghostbuster on the CHEAT dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.47 0.7 0.61 0.46 0.9

5% 0.0 0.5 0.0 0.0 0.0

10% 0.0 0.5 0.0 0.0 0.0

15% 0.0 0.5 0.0 0.0 0.0

20% -0.02 0.5 0.0 0.0 0.0

Greedy 0.0 0.5 0.0 0.0 0.0

Table 8: Results for OpenAI on the CHEAT dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.92 0.96 0.96 0.95 0.96

5% 0.0 0.5 0.0 0.0 0.0

10% 0.0 0.5 0.0 0.0 0.0

15% 0.0 0.5 0.0 0.0 0.0

20% 0.0 0.5 0.0 0.0 0.0

Greedy 0.0 0.5 0.0 0.0 0.0

Table 9: Results for ArguGPT on the essay dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.91 0.95 0.95 0.9 1.0

5% 0.22 0.55 0.17 0.1 1.0

10% 0.05 0.5 0.01 0.01 1.0

15% 0.0 0.5 0.0 0.0 0.0

20% 0.0 0.5 0.0 0.0 0.0

Greedy 0.05 0.5 0.02 0.01 0.82

Table 10: Results for Binoculars on the essay dataset.
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Type MCC Accuracy F1 Precision Recall

Original 0.24 0.55 0.2 0.11 0.99

5% -0.01 0.5 0.0 0.0 0.33

10% 0.11 0.53 0.16 0.09 0.72

15% 0.21 0.59 0.67 0.85 0.56

20% 0.08 0.51 0.67 0.99 0.51

Greedy 0.0 0.5 0.67 1.0 0.5

Table 11: Results for DetectGPT on the essay dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.88 0.94 0.94 0.89 0.99

5% 0.22 0.55 0.2 0.12 0.93

10% 0.04 0.5 0.01 0.0 1.0

15% 0.0 0.5 0.0 0.0 0.0

20% 0.0 0.5 0.0 0.0 0.0

Greedy -0.08 0.48 0.08 0.04 0.35

Table 12: Results for Fast-DetectGPT on the essay dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.92 0.96 0.96 0.95 0.96

5% 0.73 0.86 0.84 0.76 0.94

10% 0.51 0.71 0.77 0.99 0.64

15% 0.13 0.52 0.67 1.0 0.51

20% 0.0 0.5 0.67 1.0 0.5

Greedy 0.0 0.5 0.67 1.0 0.5

Table 13: Results for Ghostbuster on the essay dataset.

Type MCC Accuracy F1 Precision Recall

Original -0.21 0.43 0.09 0.06 0.22

5% 0.0 0.5 0.0 0.0 0.0

10% 0.0 0.5 0.0 0.0 0.0

15% 0.0 0.5 0.0 0.0 0.0

20% 0.0 0.5 0.0 0.0 0.5

Greedy 0.03 0.5 0.0 0.0 1.0

Table 14: Results for OpenAI on the essay dataset.
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Type MCC Accuracy F1 Precision Recall

Original 0.92 0.96 0.96 0.95 0.97

5% 0.0 0.5 0.0 0.0 0.0

10% 0.0 0.5 0.0 0.0 0.0

15% 0.0 0.5 0.0 0.0 0.0

20% 0.0 0.5 0.0 0.0 0.0

Greedy 0.0 0.5 0.0 0.0 0.0

Table 15: Results for ArguGPT on the reuter dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.8 0.89 0.88 0.78 1.0

5% 0.22 0.55 0.17 0.09 1.0

10% 0.07 0.51 0.02 0.01 1.0

15% 0.03 0.5 0.0 0.0 1.0

20% 0.02 0.5 0.0 0.0 1.0

Greedy 0.08 0.51 0.03 0.02 0.94

Table 16: Results for Binoculars on the reuter dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.23 0.56 0.22 0.12 0.93

5% 0.0 0.5 0.0 0.0 0.0

10% 0.03 0.5 0.01 0.0 0.8

15% 0.34 0.67 0.63 0.57 0.7

20% 0.14 0.54 0.67 0.94 0.52

Greedy 0.0 0.5 0.67 1.0 0.5

Table 17: Results for DetectGPT on the reuter dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.92 0.96 0.96 0.92 1.0

5% 0.28 0.57 0.25 0.14 1.0

10% 0.1 0.51 0.04 0.02 1.0

15% 0.02 0.5 0.0 0.0 1.0

20% 0.0 0.5 0.0 0.0 0.0

Greedy 0.04 0.51 0.11 0.06 0.58

Table 18: Results for Fast-DetectGPT on the reuter dataset.
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Type MCC Accuracy F1 Precision Recall

Original 0.93 0.96 0.96 0.94 0.99

5% 0.61 0.79 0.75 0.63 0.93

10% 0.51 0.72 0.78 0.98 0.64

15% 0.16 0.53 0.68 1.0 0.51

20% 0.04 0.5 0.67 1.0 0.5

Greedy 0.0 0.5 0.67 1.0 0.5

Table 19: Results for Ghostbuster on the reuter dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.27 0.57 0.25 0.14 0.98

5% 0.0 0.5 0.0 0.0 0.0

10% -0.04 0.5 0.0 0.0 0.0

15% -0.09 0.49 0.0 0.0 0.0

20% -0.11 0.49 0.0 0.0 0.06

Greedy -0.06 0.5 0.0 0.0 0.0

Table 20: Results for OpenAI on the reuter dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.39 0.63 0.42 0.26 1.0

5% 0.0 0.5 0.0 0.0 0.0

10% 0.0 0.5 0.0 0.0 0.0

15% 0.0 0.5 0.0 0.0 0.0

20% 0.0 0.5 0.0 0.0 0.0

Greedy 0.0 0.5 0.0 0.0 0.0

Table 21: Results for ArguGPT on the writing prompts dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.85 0.92 0.91 0.84 1.0

5% 0.2 0.54 0.14 0.08 1.0

10% 0.0 0.5 0.0 0.0 0.0

15% 0.0 0.5 0.0 0.0 0.0

20% 0.0 0.5 0.0 0.0 0.0

Greedy -0.04 0.5 0.01 0.0 0.23

Table 22: Results for Binoculars on the writing prompts dataset.
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Type MCC Accuracy F1 Precision Recall

Original 0.44 0.68 0.55 0.39 0.93

5% 0.04 0.5 0.01 0.0 1.0

10% 0.01 0.5 0.09 0.05 0.52

15% 0.02 0.51 0.57 0.65 0.51

20% 0.02 0.51 0.66 0.96 0.5

Greedy 0.0 0.5 0.67 1.0 0.5

Table 23: Results for DetectGPT on the writing prompts dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.79 0.89 0.88 0.81 0.97

5% 0.3 0.59 0.31 0.19 0.96

10% 0.05 0.5 0.02 0.01 0.83

15% -0.03 0.5 0.0 0.0 0.0

20% 0.0 0.5 0.0 0.0 0.5

Greedy -0.33 0.37 0.09 0.07 0.17

Table 24: Results for Fast-DetectGPT on the writing prompts dataset.

Type MCC Accuracy F1 Precision Recall

Original 0.88 0.94 0.94 0.9 0.98

5% 0.42 0.66 0.49 0.33 0.96

10% 0.64 0.82 0.83 0.86 0.79

15% 0.33 0.6 0.71 0.99 0.56

20% 0.09 0.51 0.67 1.0 0.5

Greedy 0.0 0.5 0.67 1.0 0.5

Table 25: Results for Ghostbuster on the writing prompts dataset.

Type MCC Accuracy F1 Precision Recall

Original -0.05 0.5 0.0 0.0 0.11

5% -0.04 0.5 0.0 0.0 0.0

10% -0.05 0.5 0.0 0.0 0.0

15% -0.13 0.48 0.0 0.0 0.0

20% -0.11 0.49 0.01 0.0 0.11

Greedy 0.01 0.5 0.01 0.0 0.57

Table 26: Results for OpenAI on the writing prompts dataset.
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Type MCC Accuracy F1 Precision Recall

Original 0.92 0.96 0.96 0.95 0.96

5% 0.18 0.54 0.14 0.08 0.94

10% -0.01 0.5 0.01 0.0 0.43

15% 0.0 0.5 0.01 0.0 0.5

20% -0.03 0.5 0.0 0.0 0.29

Greedy 0.0 0.5 0.01 0.01 0.5

Table 27: Results for Watermark on the realnewslike dataset.
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B Confusion matrices

The following figures show the confusion
matrices for each detector and dataset. As
stated in Section 2.3, the datasets used in
the experiments are CHEAT, essay, reuter,
writing prompts, and realnewslike (only
used for the watermarking detector). Each
dataset contains 1,000 human-written ex-
amples and 1,000 AI-written examples.
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Figure 5: Confusion matrices for the ArguGPT detector on the CHEAT dataset.
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Figure 6: Confusion matrices for the Binoculars detector on the CHEAT dataset.
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Figure 7: Confusion matrices for DetectGPT on the CHEAT dataset.
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Figure 8: Confusion matrices for the Fast-DetectGPT detector on the CHEAT dataset.
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Figure 9: Confusion matrices for the Ghostbuster detector on the CHEAT dataset.

26



Human Generated
Predicted labels

Hu
m

an
Ge

ne
ra

te
d

Tr
ue

 la
be

ls

950 50

544 456

0

200

400

600

800

1000

(a) No attack

Human Generated
Predicted labels

Hu
m

an
Ge

ne
ra

te
d

Tr
ue

 la
be

ls

1000 0

1000 0

0

200

400

600

800

1000

(b) Random attack (5%)

Human Generated
Predicted labels

Hu
m

an
Ge

ne
ra

te
d

Tr
ue

 la
be

ls

1000 0

1000 0

0

200

400

600

800

1000

(c) Random attack (10%)

Human Generated
Predicted labels

Hu
m

an
Ge

ne
ra

te
d

Tr
ue

 la
be

ls

1000 0

1000 0

0

200

400

600

800

1000

(d) Random attack (15%)

Human Generated
Predicted labels

Hu
m

an
Ge

ne
ra

te
d

Tr
ue

 la
be

ls

999 1

1000 0

0

200

400

600

800

1000

(e) Random attack (20%)

Human Generated
Predicted labels

Hu
m

an
Ge

ne
ra

te
d

Tr
ue

 la
be

ls

1000 0

1000 0

0

200

400

600

800

1000

(f) Greedy attack

Figure 10: Confusion matrices for the OpenAI detector on the CHEAT dataset.
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Figure 11: Confusion matrices for the ArguGPT detector on the essay dataset.
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Figure 12: Confusion matrices for the Binoculars detector on the essay dataset.
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Figure 13: Confusion matrices for DetectGPT on the essay dataset.
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Figure 14: Confusion matrices for the Fast-DetectGPT detector on the essay dataset.
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Figure 15: Confusion matrices for the Ghostbuster detector on the essay dataset.
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Figure 16: Confusion matrices for the OpenAI detector on the essay dataset.
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Figure 17: Confusion matrices for the ArguGPT detector on the reuter dataset.
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Figure 18: Confusion matrices for the Binoculars detector on the reuter dataset.
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Figure 19: Confusion matrices for DetectGPT on the reuter dataset.
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Figure 20: Confusion matrices for the Fast-DetectGPT detector on the reuter dataset.
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Figure 21: Confusion matrices for the Ghostbuster detector on the reuter dataset.
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Figure 22: Confusion matrices for the OpenAI detector on the reuter dataset.
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Figure 23: Confusion matrices for the ArguGPT detector on the writing prompts dataset.
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Figure 24: Confusion matrices for the Binoculars detector on the writing prompts dataset.
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Figure 25: Confusion matrices for DetectGPT on the writing prompts dataset.
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Figure 26: Confusion matrices for the Fast-DetectGPT detector on the writing prompts dataset.
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Figure 27: Confusion matrices for the Ghostbuster detector on the writing prompts dataset.
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Figure 28: Confusion matrices for the OpenAI detector on the writing prompts dataset.
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Figure 29: Confusion matrices for the watermarking-based detector on the realnewslike dataset.
Here, “generated” refers to the watermarked versions of the texts.
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Abstract

With the advent of publicly available AI-based
text-to-image systems, the process of creating
photorealistic but fully synthetic images has
been largely democratized. This can pose a
threat to the public through a simplified spread
of disinformation. Machine detectors and hu-
man media expertise can help to differentiate
between AI-generated (fake) and real images
and counteract this danger. Although AI gen-
eration models are highly prompt-dependent,
the impact of the prompt on the fake detection
performance has rarely been investigated yet.
This work therefore examines the influence of
the prompt’s level of detail on the detectability
of fake images, both with an AI detector and
in a user study. For this purpose, we create a
novel dataset, COCOXGEN, which consists of
real photos from the COCO dataset as well as
images generated with SDXL and Fooocus us-
ing prompts of two standardized lengths. Our
user study with 200 participants shows that
images generated with longer, more detailed
prompts are detected significantly more easily
than those generated with short prompts. Sim-
ilarly, an AI-based detection model achieves
better performance on images generated with
longer prompts. However, humans and AI mod-
els seem to pay attention to different details, as
we show in a heat map analysis.

1 Introduction

State-of-the-art AI-based image generators, such as
DALL-E (Ramesh et al., 2021), Midjourney (Mid-
journey, Inc., 2024) or Stable Diffusion (Rombach
et al., 2021) have the ability to create photorealis-
tic images in a fully synthetic manner (Aziz et al.,
2024). The fact that these systems are publicly
available makes them contribute to the fast spread
of synthetic image content on the Internet. This
increases the threat of disinformation (Bontridder
and Poullet, 2021). Thus, there is a need for reli-
able detection of AI-generated images.

Figure 1: We conduct a study with humans and an AI
model detecting real and fake images generated from
prompts with a different level of detail (short prompt
(SP), long prompt (LP)) and visualize the image areas
which led to their decisions.

Although it is well known that image generation
is highly dependent on the textual prompt (Liu and
Chilton, 2022), the impact of the prompt on the
fake detection performance has been rarely inves-
tigated yet. An exception is the work by Sha et al.
(2023) who analyze prompts regarding their topic
and structure. In particular, the level of detail in the
prompt might affect the number of artifacts as more
details might force the model to generate an image
that deviates more from its training data. Therefore,
we pose the question whether the level of detail in
the prompt has an impact on the ability of humans
and AI-models to detect generated images.

Existing research on fake image detection shows
that average human performance is not substan-
tially better than chance (Cooke et al., 2024; Lu
et al., 2024). Other works show that machine detec-
tion performance can be considered rather reliable,
at least for images generated by models that have
been included in the training data of detection sys-
tems (Baraheem and Nguyen, 2023; Epstein et al.,
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Figure 2: Our contributions are (1) the creation of COCOXGEN, a novel benchmark dataset with images created by
two different generation models based on prompts of two different levels of detail, (2) the conduction of a large-scale
user study on fake image detection, and (3) a direct comparison of human and machine detection performance and
decision rationales.

2023; Corvi et al., 2023). While these individual
evaluations of humans and AI models show interest-
ing results, it is not possible yet to directly compare
human and AI-model performance due to different
test setups (i.e. test images). Thus, another goal
of our study is to investigate whether human or
AI-model performance dominates.

Some works also investigate which aspects of the
input lead to the detection decisions: AI models, on
the one hand, tend to involve larger image areas in
their decision on real images than on synthetic ones
(Bird and Lotfi, 2024). This leads to the impression
that the detection of synthetic images is focused
on fine details while the detection of real images
is focused on more abstract contents. Humans, on
the other hand, tend to pay attention to specific
objects as well as to their general impression of the
image (Pocol et al., 2023). Again, it is not possible
to directly compare the strategies of humans and
AI-models due to different evaluation setups. Thus,
we also address the open research question whether
humans and AI models consider the same objects
and structures in an image when evaluating it as
real or fake.

To address our research questions, we present
COCOXGEN, a new dataset containing real pho-
tos from the COCO dataset (Lin et al., 2014) and
AI-generated images from SDXL (Podell et al.,
2023) and Fooocus (lllyasviel, 2024) with prompts
of two different levels of detail. Our dataset is pub-
licly available1 and can be used in future work as
a benchmark dataset for evaluating fake image de-
tection performance. We conduct a user study with
200 human participants and evaluate the machine-
learning classifier Grag2021 (Corvi et al., 2023)
on our new dataset to be able to directly compare

1https://github.com/heikeadel/cocoxgen

the detection performance (F1 scores) of humans
and a state-of-the-art AI model. In our analysis,
we visualize image areas that lead to the decisions
of humans and machine detectors in a comparable
heat map structure to investigate both qualitatively
and quantitatively whether humans and AI models
pursue similar strategies.

2 Related Work

2.1 Human Detection Performance

Previous work investigated human performance on
distinguishing AI-generated and real media con-
tent by showing humans around 50 real and 50
AI-generated images (Cooke et al., 2024; Lu et al.,
2024). They found an average accuracy of 49%
(Cooke et al., 2024) to 61% (Lu et al., 2024). None
of the works found a statistically significant effect
of previous experience with AI-generated content
of the test participants on their accuracy. Still, Lu
et al. (2024) showed a slightly higher performance
of participants with previous experience. Pocol
et al. (2023) additionally investigated how humans
come to a classification decision for deepfakes by
providing a free text field for explanations. They
found that mainly clear suspicious objects and the
general impression of the image lead to the deci-
sions. The scale of our user study is comparable
to previous works. However, we not only compre-
hensively evaluate human detection performance
including the effect of previous experience with AI-
generated content but also explicitly analyze which
image parts lead to the decision of our participants.

2.2 Machine Detection Performance

Previous research evaluated different machine-
learning approaches to detect AI-generated images
(Baraheem and Nguyen, 2023; Park et al., 2024;
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Corvi et al., 2023). They found that it is possible
to achieve high performance in certain conditions
(Baraheem and Nguyen, 2023; Corvi et al., 2023)
but that true generalization to images outside of the
scope of the training data remains difficult (Epstein
et al., 2023). In addition, downsampling or com-
pressing images decreases detection performance
(Zhu et al., 2024). Bird and Lotfi (2024) found
that the actual objects of the images are of minor
importance for the decision of machine detectors.
In contrast to these works, we aim to directly com-
pare the performance of an AI model as well as the
image areas that are most relevant for its decision
to human performance and decision rationales.

2.3 Detection Performance Robustness
Prior work showed that post-generation changes
of AI-generated images could considerably de-
crease the performance of machine-learning de-
tectors (Wesselkamp et al., 2022; Carlini and Farid,
2020). Wesselkamp et al. (2022), for instance, de-
scribed different approaches of subtracting specific
frequencies from the images and Carlini and Farid
(2020) trained a model to calculate optimal per-
turbations. In practical applications, a user would
most probably mainly concentrate on altering the
content of the generated image via modifications
of the prompt. Therefore, we argue that detection
models should also be robust against changes in the
prompt. The impact of prompts on detection perfor-
mance has only rarely been investigated in previous
work. Sha et al. (2023) found that specific words
and prompt lengths can lead to lower detection per-
formance. However, they did not investigate these
effects in detail. In addition, no prior work has
considered human performance when altering AI-
generated images. In this paper, we address this
research gap and set the impact of the prompt’s
level of detail as our main research focus.

3 Dataset

To the best of our knowledge, there is no dataset
publicly available that contains real images and AI-
generated images from prompts with a controllable
level of detail. Therefore, we create and publish
COCOXGEN (COCO Extended With Generated
Images), a novel benchmark dataset for the evalua-
tion of fake image detection performance.

3.1 Dataset Creation
We choose the COCO dataset (Lin et al., 2014) as
the basis for our new dataset because it provides

different levels of annotations for the photographs:
several 1-word “thing” (objects with a well-defined
shape) and “stuff” (amorphous background regions)
classes as well as 5 complete sentences (captions).
We use those different annotations to build prompts
of two different levels of detail as shown in Ta-
ble 1. In the following, we refer to the prompt
with less detail as “short prompt (SP)” and to the
prompt with more details as “long prompt (LP)”.
The short prompt is created by prepending “photo
of” to the most frequent element of the annotated
thing and stuff classes. The long prompt is created
by selecting the caption with the smallest differ-
ence in length to the average length of all captions
(10 words). Figure 2 shows an examplary COCO
image and the two created prompts.

SP LP
length 3 words ∼ 10 words
shape “photo of [X]” entire sentence

Table 1: Prompt types used for image generation; both
extracted from COCO, the ’X’ of the short prompt (SP)
is a COCO thing or stuff class (e.g., “sandwich”), the
long prompt (LP) is a COCO caption.

For creating the AI-generated images, we use
two state-of-the-art methods: SDXL (Podell et al.,
2023), the latest version of the open source text-
to-image model Stable Diffusion (Rombach et al.,
2021) and Fooocus (lllyasviel, 2024), the open-
source equivalent to Midjourney (Midjourney, Inc.,
2024). For Fooocus, we choose the standard model
Juggernaut XL V82 as the base model and the most
popular model for photorealism on CIVITAI, Real-
istic Vision V63, as the refiner since we aim to gen-
erate photorealistic images. With both generators,
we create an image for each prompt. As a result,
COCOXGEN’s data contains groups of images con-
sisting of 1 real COCO image, its corresponding
short and long prompt and 4 generated images (one
per prompt type and generation model).

3.2 Datasplit and Statistics

Note that we only use COCO’s validation set
val2017 as the basis for COCOXGEN to avoid in-
cluding images which might have been used to
train detection models in our benchmark dataset.
From COCO’s validation set, we further remove all

2https://huggingface.co/RunDiffusion/
Juggernaut-XL-v8

3https://civitai.com/models/4201/
realistic-vision-v60-b1
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images that do not have a 640x480 px resolution
(standard size of photos in COCO) to ensure that
all images have the same size. This is important to
be able to exclude the image size as a confounding
variable in our experiments. While Fooocus is able
to generate 640x480 px images natively, SDXL
only supports specific resolutions for best image
quality. We select 1152x864 px as it results in the
same aspect ratio.

Table 2 provides statistics of COCOXGEN.

real AI-generated
1061 4244

LP SP
2122 2122

Fooocus SDXL Fooocus SDXL
1061 1061 1061 1061

Table 2: Number of images in COCOXGEN (LP: long-
prompted images, SP: short-prompted images).

4 User Study

With this study, we measure human classifica-
tion performance (in terms of F1 score) for AI-
generated and real images. Moreover, we investi-
gate the impact of the level of detail in the prompts
on the human performance. We assume that a
more detailed prompt, i.e., a more complex de-
mand, leads to a higher chance of artifacts in the
generated images as the generation model needs to
deviate more from its training data to fulfill the in-
dividual request. Therefore we state the following
hypothesis:

H1: Humans achieve higher detection
performance for images generated with longer,
more detailed prompts, than for those generated
with short prompts.

Our datasets, which was created using two different
state-of-the-art image generation models, further
allows us to test human performance per generation
model, i.e., to investigate which model creates the
most photorealistic images from human perspec-
tive. As we assume that Fooocus images are more
photorealistic due to its task-specific refiner, we
state the following hypothesis:

H2: Humans achieve higher detection
performance for SDXL images than for Fooocus
images.

In addition to investigating pure performance, we
further analyze which part of the image leads to the

decision of the participants when classifying a pho-
tograph as real or fake as well as how certain they
are in doing so. Finally, we analyze whether the
participants’ experience with AI-generated images
before the study influences their detection perfor-
mance.

4.1 Study Design
We recruit 200 participants (127 female, 70 male,
3 non-binary) of ages 14 to 87 years (average age:
25.7). We reached most of them in a university con-
text. As a result, 94.5% hold at least a high school
diploma as their highest educational achievement,
and 83.0% of the participants see AI-generated im-
ages sometimes or regularly in their daily lives.
59.5% have never or just once used image genera-
tors themselves. For our study, we randomly select
120 images from COCOXGEN and split them into
two disjoint sets of 60 images each (20 real photos,
20 images generated with short prompts, 20 images
generated with long prompts, whereby half of the
generated images are from SDXL and the other
half from Fooocus). Each participants sees one of
the sets in the study with the images in random
order. This enables us to test a larger number of
images while minimizing possible fatigue effects
during the classification process at the same time.
To ensure diverse content in the images which are
used for the user study, we make sure the short
prompts (that were created based on the “stuff” and
“thing” classes of the COCO dataset, c.f., Table 1)
do not overlap. To make sure all images of the
study dataset have the same size we further down-
sample all images generated with SDXL to the size
of the COCO and Fooocus images (640x480 px,
see above). For each image, the participants answer
the following questions (the actual questionnaire
and answer possibilities are provided in Figure 10
in the appendix):

1. Is this image real or AI-generated?
2. How certain are you?
3. Is there a specific image area which has influ-

enced your decision?
4. If yes: Which image areas have influenced

your decision? (Participants are shown a 3x3
grid on top of the image and are asked to select
all fields with decision influence.)

4.2 Results
Impact of prompt on detection performance.
Figure 3 shows that participants have higher detec-
tion performance for images generated with long
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Subset Positives F1 Recall Precision
All Real 0.7793 0.8958 0.6997
All AI 0.8583 0.7954 0.9418

SP AI 0.8002 0.7400 0.8913
LP AI 0.8697 0.8508 0.9006

Fooocus AI 0.7857 0.7190 0.8880
SDXL AI 0.8822 0.8718 0.9030
COCO Real 0.7793 0.8958 0.6997

Table 3: Average F1, recall and precision scores of
all study participants for specific subsets of the study
images; “Positives” indicates the class for which the
scores were calculated.

Figure 3: F1 scores per prompt type (SP: short prompt
with less details, LP: long prompt with more details).

prompts (LP) than for images generated with short
prompts (SP). In particular, the average and median
performance of the participants are higher for LP
images than for SP images. Thus, the participants
recognized LP images more easily as being AI-
generated than SP images. A one-sided Wilcoxon
test on our data shows that this difference is sta-
tistically significant (p = 2.1696−22), indicating
that our hypothesis H1 is valid. Furthermore, the
difference in F1 scores between the image groups
of different prompt lengths can be categorized as
strong with an effect size of Cohen’s d = 0.8809.

Analysis of relevant image areas. Overall,
slightly more of the participants’ decisions were
based on the “general impression” (48.78%) rather
than on specific image areas (45.16%).4 For
real images, more decisions were based on the
“general impression” (for 65.23% of all real im-
ages and 71.45% of correctly classified real im-
ages). For AI-generated images, concrete image
areas slightly outweigh the general impression for
decision-making (for 54.40% of all AI-generated

4For the remaining 6.05% of images, participants noted
they were unsure.

Figure 4: The image area selection results show that
participants pay particular attention to clear objects.

images and 65.28% of correctly classified AI-
generated images participants named specific im-
age areas). This indicates that the participants were
able to detect suspicious areas or concrete artifacts
rather in AI-generated images than in real images.
Interestingly, for 63.31% of real images that were
incorrectly classified as AI-generated, participants
named concrete image areas as decision rationales.
This shows that participants look for suspicious
areas in the image in order to classify an image
as “AI-generated” while the decision to classify an
image as “real” rather depends on the general im-
pression. By directly analyzing the individual heat
maps for each image, we observe that the study
participants pay particular attention to objects that
can be clearly separated in the image and use these
as the basis for their decision (instead of, e.g., back-
ground structures). In case of AI-generated images,
obvious artifacts are selected as well (see Figure 4
for an example). This finding is in line with pre-
vious work which showed that people generally
concentrate on structures in a picture that strongly
stand out (Parkhurst et al., 2002).

Impact of generation model on detection per-
formance. The lower the F1 score for detecting
AI-generated images, the more photorealistic the
images are. When looking at the generator-specific
F1 scores in Figure 5, we observe lower F1 scores
for Fooocus images than for SDXL images. The
study participants therefore tended to recognize the
SDXL images more easily as AI-generated than
the Fooocus images, which indicates that Fooocus
produces more photorealistic results than SDXL.
This result is also statistically significant (one-sided
Wilcoxon test, p = 5.1944e−29). This indicates
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Figure 5: F1 scores per image generator (left and mid-
dle; the lower, the more realistic are the generated im-
ages) and for real COCO images (right; the higher the
better)

Figure 6: F1 scores for AI-generated images by experi-
ence.

that our hypothesis H2 is valid. Furthermore, the
difference in F1 scores between different gener-
ators can be categorized as strong with an effect
size of Cohen’s d = 1.1978. Interestingly, the F1
scores of assigning COCO photos to their correct
class (i.e., “real”) are in a similar range as the F1
scores of assigning Fooocus images to their correct
class (i.e., “AI”). This is a result of a lower preci-
sion for the “real” class, i.e., many AI-generated
images were falsely classified as real. Considering
only recall, COCO photos were best assigned to
the correct class (see Table 3).

Impact of experience on detection performance.
Participants who rated their experience with AI-
generated images higher also tended to perform
better at detecting AI-generated images (Figures
6 and 7). Interestingly, the boxes (interquartile
ranges) for “no, never” and “yes, once” as well as
the boxes for “yes, sometimes” and “yes, regularly”
fully overlap while there is a clearer difference
between “yes, once” and “yes, sometimes”.

Figure 7: F1 scores for AI-generated images by experi-
ence with image generation.

Figure 8: Average decision certainty of the participants
for images generated by long prompts with more details
(LP) vs. short prompts (SP).

Analysis of participants’ decision certainty.
We cannot find a considerable difference in the
decision certainty (values ranging from 1 (“very
uncertain”) to 5 (“very certain”)) of the participants
for AI-generated (average of 3.70) and real images
(average of 3.80). When comparing their average
decision certainty for LP images (average of 3.91)
and SP images (average of 3.49) (c.f., Figure 8),
the difference is larger. A one-sided Wilcoxon test
on this data shows that this difference is also sta-
tistically significant (p = 1.2486e−29). Thus, the
participants not only performed better at classifying
images generated from more detailed prompts but
were also more certain in their decisions compared
to images generated from short prompts.

5 Machine Classification Performance

For automatically distinguishing real from AI-
generated images, we apply Grag2021 (Grag-
naniello et al., 2021), a ResNet50 (He et al., 2016)
which is one of the most popular architectures
for image classification. We use the trained and
publicly available version by Corvi et al. (2023).
Grag2021 has been trained on COCO and Latent
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Subset Positives F1 Recall Precision
All Real 0.6957 1.0000 0.5333
All AI 0.7200 0.5625 1.0000

SP AI 0.7097 0.5500 1.0000
LP AI 0.7302 0.5750 1.0000

Fooocus AI 1.0000 1.0000 1.0000
SDXL AI 0.2222 0.1250 1.0000
COCO Real 0.6957 1.0000 0.5333

Table 4: F1, recall and precision scores of Grag2021
for specific subsets of the study images. “Positives”
indicates the class for which the scores were calculated.

Diffusion images which fits our dataset well.

5.1 Experimental Setup

We test Grag2021 on all 120 images which have
also been selected for the study with the human
participants. Grag2021 returns a feature map of
60x80 logit values whereby negative values indi-
cate class “real” and positive values indicate class
“AI-generated”. We follow Corvi et al. (2023) and
obtain a single output value by averaging these log-
its. To transfer the output to a probability value, we
apply the sigmoid function. The resulting value x
indicates the probability for class “AI-generated”.
Therefore, if x ≥ 0.5, the classification result is
“AI-generated”, if x < 0.5, the resulting class is
“real”.5 For evaluation, we calculate the F1 scores
of the detector and visualize its output feature map
as a decision heat map for each image.6 To com-
pare the model’s heat maps with the study partic-
ipants’ image area selections, we apply the same
3x3 grid of our study on the detector feature maps.
For each grid field, we add all positive and all neg-
ative values separately, resulting in two distinct
heat maps: one indicating rationales for class “real”
(per-field sum of negative values) and one indicat-
ing rationales for class “AI-generated” (per-field
sum of positive values).

5.2 Results

Table 4 shows the results of the AI detection model
Grag2021. It performs 16.11% worse in detect-
ing AI-generated images than the average human
participant. As described before, the images gen-
erated by SDXL were downsampled for the user
study. We, therefore, compare the performance on
the study images and on the original images (Table

5Note that we used the default threshold of 0.5 from logis-
tic regression for the classification decision.

6To ensure that the heat map has the same resolution as
the input image, we let each value of the output feature map
correspond to an area of 8x8 pixels in the heat map.

5 in appendix). While the performance on origi-
nal images is very high (F1 score of 0.9744), the
performance on the study images is considerably
lower (0.7222) which can be explained with a very
poor performance on downsampled SDXL images
(0.2222). This is in line with the work of Zhu et al.
(2024) who found that downsampling or compress-
ing images decreases detection performance.

Impact of prompt on detection performance.
Similar to the results of our user study, the detec-
tion performance on images generated with long
and detailed prompts (LP) is higher than the per-
formance on images generated with short prompts
(SP). Note that this difference is independent of
downsampling but not statistically significant (ac-
cording to a permutation test).

Analysis of relevant image areas. Many heat
maps for real images (around 57.50%) show clearly
recognizable object structures or edges (Figure 9).
This means that the object edges have particularly
high activation values compared to the rest of the
image. For the remaining images including most of
the AI-generated images (70.00%), the heat maps
depict a relatively uniform noise (an exemplary
heat map is provided in the appendix, Figure 11).

When comparing the detector’s heat maps with
those from the study participants, we observe over-
laps for some images (c.f., Figure 12 in appendix).
To quantify this overlap, we calculate two Spear-
man correlation coefficients for each image (one
for overlaps of areas indicating class “AI-generated”
and one for overlaps of areas indicating class
“real”). The correlation coefficient for class “AI-
generated” corresponds to ρ = 0.1988 (p-value:
0.3921), the correlation coefficient for class “real”
is ρ = 0.2287 (p-value: 0.4269). To conclude, a
low but non-significant correlation was found be-
tween the image areas that were most relevant for
the participants’ and detector’s decisions.

Impact of generation model on detection per-
formance. Table 4 shows that real images and
fake images generated by Fooocus are recognized
perfectly by the detector when considering recall.
Considering F1 scores, Fooocus images remain
perfectly distinguished from the others while AI-
generated images with SDXL are sometimes mis-
takenly categorized as “real”, influencing the recall
on the SDXL subset as well as the precision for the
COCO class.
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Figure 9: Visualization of the model’s output feature map of 60x80 logit values for a real image from COCOXGEN.

6 Discussion

This section discusses the implications of the most
important findings of this work.

6.1 Perspective for Real-World Applications

Overall, the machine detector performed worse in
distinguishing real from AI-generated study images
than the average human study participant which
can be attributed to partially downsampling the
AI-generated images. The almost perfect results
of the machine detector under optimal conditions
(no downsampling) indicates a clear opportunity
for machine detectors to recognize AI-generated
images even when they appear photorealistic to hu-
mans. Unfortunately, downsampling is necessarily
carried out on many internet platforms, weaken-
ing the practical applicability of current machine
detectors.

6.2 Level of Detail in Prompt

Our study shows that the detection performance for
images generated with long and detailed prompts
is significantly higher than for images generated
with short prompts. We hypothesize that the image
generator has to deviate more from its training data
to fulfil the needs of a complex prompt with many
details. This might lead to more artifacts in the gen-
erated image. Thus, not only the technical imple-
mentation influences the quality and detectability
of the output images but also the prompt that was
used for generation.

6.3 Impact of Experience

Study participants who stated that they were more
experienced in viewing and creating AI-generated
images also tended to be better at detecting them.

This suggests that the ability to recognize AI-
generated images and distinguish them from real
photos can be trained.

6.4 Rationales for Decisions

The percentage of instances for which participants
declared the “general impression” as the main de-
cision argument shows that visible artifacts do not
need to be present in the image for people to be
skeptical about the authenticity of an image. This
can be seen as an opportunity for the human ability
to detect AI-generated images, especially in light
of the fact that generation algorithms are constantly
evolving and will produce fewer and fewer visible
artifacts in the future. While humans mainly con-
centrate on clearly distinguishable objects in the
images (Parkhurst et al., 2002), the machine de-
tector gives high activations mainly to fine details
(high frequencies) or object edges. This difference
might also be the reason why we could not find
a significant overlap between the selected image
areas of humans and the most activated ones by the
machine detector. An interesting direction could
be to combine the complementary attention areas
of humans and machines in a collaborative setting.

6.5 Limitations

Findings of this work cannot be generalized to all
image generation models, especially since both
generators of this work are derived from Latent
Diffusion without considering GAN methods or
transformer architectures. Similarly, only a single
machine detection model was tested. Since we
performed a user study, we also used only 120
images from COCOXGEN in this work, while the
entire dataset consists of 5305 images.

Although we observed statistically significant
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correlations in our user study, it is important to
note that the age, gender and education distribution
of our participants does not reflect the distribution
of the whole population. The same holds for the
prior experience with image generation which was
rather high for our participants on average as most
of them were recruited in a university context.

7 Conclusion and Future Work

In this work, we investigated the influence of
the prompt’s level of detail for distinguishing AI-
generated images from real ones. In particular, we
explored both the performance of humans and a ma-
chine detector and directly compared their decision
rationales. For this purpose, we created a novel
benchmark dataset COCOXGEN, which contains
AI-generated SDXL and Fooocus images created
with prompts of two different levels of detail as
well as real COCO images. We found that images
generated with prompts with more details can be
recognized more easily as fake than images gen-
erated with short prompts with less details. This
observation holds for both humans and the ma-
chine detector although their decision rationales
show only a low correlation.

Future work can expand our study by investigat-
ing more types of generation and machine detection
models. In addition, additional aspects of prompt
composition (e.g., the number of words per part-
of-speech class) and their impact on fake image
detection performance can be explored.
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A Appendix

A.1 Questionnaire

Figure 10 shows the repeated structure of questions for each image presented to the study participants.

Figure 10: Questions and answer possibilities for image classification in our user study.

A.2 Comparing model results on images with and without downsampling

Table 5 shows the difference in the model’s detection performance for downsampled (study images)
and original images. Note that it is the downsampled SDXL images which are influencing the overall
worse performance of the model on the study dataset. The low recall for the downsampled SDXL images
(0.1250) indicates that a lot of these images were incorrectly classified as real. This influences the
precision for real images weakening the corresponding F-score.

Subset Positives Study images Original images
F1 Recall Precision F1 Recall Precision

All Real 0.6957 1.0000 0.5333 0.9524 1.0000 0.9091

All AI 0.7200 0.56250 1.0000 0.9744 0.9500 1.0000

SP AI 0.7097 0.5500 1.0000 0.9610 0.9250 1.0000

LP AI 0.7302 0.5750 1.0000 0.9873 0.9750 1.0000

Fooocus AI 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

SDXL AI 0.2222 0.1250 1.0000 0.9474 0.9000 1.0000

COCO Real 0.6957 1.0000 0.5333 0.9524 1.0000 0.9091

Table 5: F1, recall and precision scores of Grag2021 for specific subsets of the study images. “Positives” indicates
the class for which the F1 score was calculated. “Study images” refers to the results on the study images, “Original
images” to the results on the corresponding images without downsampling.
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A.3 Model output for an AI-generated image
In contrast to Figure 9, which visualizes the output of the model for a real image, here we can see the
output for an examplary AI-generated image. Note the relatively uniform noise in contrast to the clearly
visible object edges in Figure 9.

Figure 11: Visualization of the model’s output feature map of 60 x 80 logit values for an AI-generated image from
the study dataset

A.4 Image area selection of the model and the participants
Figure 12 shows the most selected / activated image areas for an examplary image from the study dataset.
Note that we can see an overlap of the most activated image areas by the model and the most selected
ones by the study participants.

Figure 12: Comparison of the most activated image areas by the detector (each grid field sums up the corresponding
logit values from the detector feature map) (top) and the most selected image areas by the test participants (bottom)
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Abstract

The use of large language models (LLMs) is
inevitable in text generation. LLMs are intel-
ligent and slowly replacing the search engines.
LLMs became the de facto choice for conver-
sation, knowledge extraction, and brain storm-
ing. This study focuses on a question: ‘Can
we utilize the generative capabilities of LLMs
to detect AI-generated content?’ We present
a methodology and empirical results on four
publicly available data sets. The result shows,
with 90% accuracy it is possible to detect AI-
generated content by a zero-shot detector uti-
lizing multiple LLMs. 1

1 Introduction

The rapid advancement of large language mod-
els (LLMs) has elevated their text generation ca-
pabilities to levels comparable to human writing
(OpenAI, 2024; Anthropic, 2023; Chowdhery et al.,
2023). LLMs have become integral to various as-
pects of daily life and are increasingly pivotal in nu-
merous professional workflows (Veselovsky et al.,
2023). They aid in tasks such as creating advertis-
ing slogans (Murakami et al., 2023), composing
news articles (Yanagi et al., 2020), and generat-
ing stories (Yuan et al., 2022). Additionally, the
influence of LLMs is profoundly shaping the devel-
opment of many sectors and disciplines, including
education (Susnjak, 2022), law (Cui et al., 2024),
and medicine (Thirunavukarasu et al., 2023). How-
ever, the remarkable proficiency of generative lan-
guage models in producing text has simultaneously
heightened worries about their potential misuse in
fields such as phishing, spreading misinformation,
and academic dishonesty. Regrettably, humans are
only marginally better than chance at distinguish-
ing between AI-generated text and text written by
people (Gehrmann et al., 2019a). Consequently,

*Both authors contribute equally.
1Code repository: https://github.com/shubhamgpt007/

MirrorMinds-LLMDetector

we aim to create an automated system that can ac-
curately identify AI-generated texts to help prevent
their harmful applications.

LLMs no longer require task-specific learning or
alignment between task inputs and desired outputs
because they have already acquired most necessary
knowledge during pre-training. Instruction tuning
helps to better align the model with the anticipated
responses for user tasks. Motivated by this, we do
an empirical study on a question that “Can a LLM
detect the content written by AI?”.

We developed a three-step methodology to iden-
tify AI-generated texts. In the first step, we gener-
ate a contextually relevant query from the input
through large language model. Essentially, we
aim to create an input prompt that logically fol-
lows the given text. The process of generating
this prompt is very fast (∼2 seconds) due to the
nature of zero-shot inference in LLMs. Once the
prompt is generated, we pass it to two different
large language models, each of which produces a
response of approximately the same length as the
input text. These generated texts are then com-
pared with original input for the final classification.
We use BLEU (BiLingual Evaluation Understudy)
(Papineni et al., 2002) and Meteor (Banerjee and
Lavie, 2005) score as comparative measures. We
tested our methodology on four publicly available
datasets, and the results show that our pipeline can
detect AI-generated text with an accuracy of ap-
proximately 90%.

2 Related Work

Earlier detection methods primarily relied on
feature-based approaches, such as analyzing the fre-
quency of rare bigrams (Grechnikov et al., 2009),
n-gram frequencies (Badaskar et al., 2008), or top-
k word patterns as used in GLTR (Gehrmann et al.,
2019b). However, as machine-generated text be-
comes increasingly sophisticated, a shift toward
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Figure 1: An overview of our proposed approach to detect LLM generated text

trained-based methods has emerged. For exmaple,
recent literature to detect AI-generated texts in-
clude Guo et al. (2023), who fine-tuned RoBERTa
to identify texts in English and Chinese as either
AI-generated or human-written, facing challenges
with overfitting that degraded performance on out-
of-domain data. Also, OpenAI Text Classifier (Ope-
nAI, Jan 2023) and GPTZero (Tian, 2023) that de-
tects AI-generated text by training on the input
data. A notable challenge with these models is
the need for periodic retraining to keep pace with
updates and advancements in new large language
models (LLMs). Another approach, DetectGPT
by (Mitchell et al., 2023), employs a zero-shot
classifier that assumes AI-generated texts exhibit
lower model probabilities compared to originals,
but struggles with short texts due to its need for
lengthy inputs to understand context. Addition-
ally, Kirchenbauer et al. (2023) explored using
watermarks in AI-generated texts to aid detection,
though this method can compromise text readabil-
ity and watermark removal presents further difficul-
ties. In a very recent times, DNA-GPT (Yang et al.,
2024) proposed which provides a distinctive and
effective approach to identifying GPT-generated
text by leveraging the inherent differences in con-
tinuation patterns between human-written and AI-
generated content.

3 Methodology

3.1 Overview of LLM-Detector

Figure 1 illustrates the structure of our proposed
zero-shot classification methodology. This method
employs a large language model-based detector for
zero-shot inferencing to categorize input text as
either AI-generated or not. Our zero-shot classifi-
cation model comprises three modules: 1) Query
Formulation, which identifies the contextual query
from the input text using a large language model;
2) Response Generation, which creates multiple re-
sponses, approximately equal in length to the input

text, for the identified query using various large
language models; 3) Classification Module, which
determines whether the input text is AI-generated
or not. The subsequent sections provide a detailed
description of each module.

3.2 Query Formulation
The Query Formulation module is a crucial com-
ponent of our zero-shot classification methodol-
ogy, designed to interpret and extract the contex-
tual query from the input text. Utilizing a large
language model, this module analyzes the text to
identify key themes, questions, or topics inherent
within the content. Importance of query formula-
tion is in ensuring precise interpretation of complex
inputs, aligning subsequent analysis with the the-
matic intent of the original text. For this, we have
used Mistral-7B (Jiang et al., 2023) model that is
capable to handle complex queries and generate
responses that are contextually relevant and linguis-
tically accurate. The effectiveness of this process
is paramount as it sets the foundation for subse-
quent modules. By distilling complex and varied
input texts into precise queries, this module ensures
that the response generation process is accurately
aligned with the thematic direction of the initial
input, thereby facilitating a more targeted and co-
herent analysis in later stages of classification.

Given a textual input denoted as T =
{w1, w2, · · · , wn}, consisting of a sequence of n
tokens, were tokenized and fed into the Mistral
LLM model to obtain the query text Q as follows:

Q = Mistral(T ) (1)

LLM’s Input Prompt:
Generate a query that encapsulates the main
theme of the following text.{text}

3.3 Response Generation
Response Generation module leverages multiple
large language models to produce responses that
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are contextually aligned and approximately equal
in length to the original input text from the iden-
tified query Q. We have used two LLMs viz.
Llama3-7B (Dubey et al., 2024) and Mistral-7B
(Jiang et al., 2023) to generate the response with
the extracted query prompt. Given a query Q, gen-
erate the responses from the different LLMs as
follows:

T ′ = Mistral(Q); T ′′ = Llama(Q) (2)

LLM’s Input Prompt:
Generate a response between {textWordCount}
to {1.1 *textWordCount} words for the follow-
ing question.{Q}

3.4 Classification Module
The similarity of the generated text (T ′ and T ′′) is
assessed by comparing it to the reference input text
T . We employ two well-known metrics for this
comparison: the BLEU (Papineni et al., 2002) and
Meteor (Banerjee and Lavie, 2005) scores, which
help quantify the closeness of the generated text to
the original text in terms of syntax and semantics.
For each LLM, a BLEU and a Meteor score are cal-
culated independently using generated and original
text. After obtaining these scores, we select max
score among different generated texts BLEU and
Meteor score to get a final BLEU score (Bf ) and a
final Meteor score (Mf ). Finally, by setting a spe-
cific threshold for these scores, we can determine
whether the input text resembles AI-generated con-
tent or not, aiding in distinguishing between the
two.

Bf = max(BLEU(T, T ′), BLEU(T, T ′′)) (3)

Mf = max(Meteor(T, T ′),Meteor(T, T ′′))
(4)

4 Experiments and Results

4.1 Datasets & Evaluation Metrics
As our objective is to evaluate model perfor-
mance on the task to identify AI-generated text,
we chose four publicly available datasets Daigt
Data (Kleczek, 2013) which consists essay gener-
ated from the Falcon-180B (DS1) and Llama-70B
(DS2), Palm dataset (Muhammad, 2023) (DS3),
and Human-and-AI dataset (Shayan, 2023) (DS4).
Human-and-AI dataset originally consists 432k+

entries but for this experiment we have filtered 10K
human and 10k AI-generated essays. The details
of these datasets can be found in Table 1.

In order to evaluate the performance of our
methodology, we employed the BLEU and Meteor
scores to assess the similarity between the gener-
ated responses and the original text. The average
scores for each metric across dataset are reported
in the results section. Additionally, we calculated
accuracy based on thresholds set for these scores
specifically, a BLEU score of 0.52 and a Meteor
score of 0.27. These values are found using grid
search with varying BLEU from 0.5 to 0.6 and
Meteor from 0.2 to 0.3. To validate this combina-
tion, we tested various BLEU and Meteor score
configurations using the DS4 dataset, which con-
tains both human-generated and LLM-generated
text. As shown in Figure 2, the optimal generaliza-
tion results were achieved with a BLEU score of
0.52 and a Meteor score of 0.27.

Table 1: Distribution of data across different datasets.

Dataset Description Distribution
DS1 DAIGT dataset generated from Falcon-180B 1055 rows
DS2 DAIGT dataset generated from Llama-70B and Falcon-180B 7000 rows
DS3 Essay dataset generated by PaLM 1384 rows
DS4 Articles dataset consists of Human and AI generated text 20000 rows

Figure 2: Comparison of accuracy among various BLEU
and Meteor scores for DS4 dataset.

4.2 Experimental Setup
We configured Llama and Mistral LLM’s using pa-
rameters viz. num_return_sequences = 1, top_p
= 0.95, top_k=40, num_beams=2, max_length =
1.1*textWordCount. These models are run on
NVIDIA A30 with 24 GB of GPU memory. As
part of textual pre-processing, symbols such as ’@’,
’#’ and hyperlinks are removed.

5 Results

Table 2 shows the performance of our detection
system under various LLM configurations. We uti-
lized the Mistral LLM for query extraction and
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employed two LLMs, Llama3 and Mistral, for re-
sponse generation. The table compares the out-
comes across three models: the first model uses
Llama3 for response generation, the second em-
ploys Mistral, and the third integrates both LLMs
in the response generation process. We have exper-
imented our methodology across all the datasets
mentioned in the Table 1. In the results table, we
have reported BLEU, Meteor Score and Accuracy
of each model.

The results presented in Table 2 show that using
a single LLM for response generation yields spe-
cific scores: the Llama model achieved a BLEU
score of 0.61 and a Meteor score of 0.33, while the
Mistral model scored 0.56 and 0.31 for the DS1,
respectively. However, combining both LLMs led
to improved scores of 0.62 for BLEU and 0.34 for
Meteor. Furthermore, the accuracy of the combined
LLM methodology was notably higher, at 0.92, out-
performing the single-model setups. In a similar
manner, we can observe the results for DS2 and
DS3 datasets.

Table 2: Performance comparison of different models
across datasets

Dataset Model BLEU METEOR Accuracy

DS1

Ours-Llama 0.61 0.33 0.90
Ours-Mistral 0.56 0.31 0.63

Ours-(Llama+Mistral) 0.62 0.34 0.92

DS2

Ours-Llama 0.61 0.31 0.83
Ours-Mistral 0.56 0.31 0.49

Ours-(Llama+Mistral) 0.62 0.32 0.86

DS3

Ours-Llama 0.62 0.33 0.96
Ours-Mistral 0.59 0.32 0.90

Ours-(Llama+Mistral) 0.63 0.34 0.98

DS4

Ours-Llama 0.59 0.31 0.77
Ours-Mistral 0.58 0.31 0.69

Ours-(Llama+Mistral) 0.60 0.32 0.78

For the DS4 datasets, which include both human-
written and AI-generated text, we observed a con-
sistent pattern in the performance metrics. When
using single LLMs, the Llama model achieved a
BLEU score of 0.59 and a Meteor score of 0.31,
while the Mistral model scored 0.58 for BLEU and
0.31 for Meteor. However, the combined LLM
model showed improved results, with a BLEU
score of 0.60 and a Meteor score of 0.32. In terms
of accuracy, the final model with both LLMs sig-
nificantly outperformed the single-model setups.

The figure above shows how accuracy changes
with METEOR scores for various BLEU levels
(0.51, 0.52, and 0.53). Across all BLEU scores,
accuracy peaks at a METEOR value of 0.27, in-
dicating that this is the best METEOR range for
maximum accuracy. BLEU ratings of 0.51 and

0.52 show comparable patterns, with somewhat
better accuracy at 0.52, especially near the peak.
However, BLEU score 0.53 has consistently worse
accuracy throughout all METEOR scores, with a
greater fall after the peak. This implies that, while
higher BLEU scores might increase performance
up to a certain point, an excessively high BLEU
score may have a declining or negative influence
on accuracy, emphasising the need of balancing
METEOR and BLEU scores to obtain optimal per-
formance.

6 Usability Analysis

6.1 Robustness on different word ranges

In our study, we evaluated the performance of our
zero-shot detector across different text lengths by
selecting samples with 0-100, 100-200, 200-300,
300-400, 500-600, and over 600 words. The find-
ings, presented in Table 3, show a distinct pattern.
The detector struggles with accuracy in smaller
samples (0-100 words) but shows marked improve-
ments as the word count increases. This increase
in performance in larger text samples suggests that
the zero-shot detector benefits from more contex-
tual information, which may be lacking in shorter
texts. This behavior could also be influenced by the
domain-specific characteristics or statistical prop-
erties of the LLM models. We have discussed case
studies related to short-length, long-length, and
human-written text in Appendix section 9 .

Table 3: Comparison of datasets across different word
ranges.

Dataset Metric 0-100 100-200 200-300 300-400 400-500 500-600 >600

DS1
accuracy 0.50 0.82 0.90 0.96 0.89 - -
# rows 2 51 515 432 55 - -

DS2
accuracy 0.0 0.41 0.70 0.83 0.91 0.90 0.89
# rows 1 27 714 2161 2569 1208 320

DS3
accuracy - 1.0 0.98 0.99 0.97 0.98 0.72
# rows - 1 180 658 474 60 11

DS4
accuracy 0.04 0.65 0.75 0.76 0.85 0.83 0.87
# rows 84 1586 4790 6159 3790 1676 1915

6.2 Inference time for the detection

In our detector, we have two core phases Query
Formulation and Response Generation which takes
time for the final classification. In Table 4, we
have reported the query formulation time (QFT)
and response generation time (RGT) phases across
all the datasets. From the value, it is evident that
Query Formulation Time (QFT) is relatively stable
across datasets, ranging from 1.15 seconds to 1.95
seconds, suggesting that the extraction process is
largely unaffected by dataset complexity. In ad-
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Table 4: Analysis of time (in sec) taken across different
phases 1) Query Formulation Time (QFT) and 2) Re-
sponse generation Time (RGT)in zero-shot detector.

Dataset QET
RGT

Llama3 Mistral
DS1 1.95 13.38 10.03
DS2 1.15 19.83 15.63
DS3 1.18 17.64 13.48
DS4 1.81 17.11 12.72

dition, Response Generation Time (RGT) varied
more significantly, with Llama3 showing longer
processing times across all datasets compared to
Mistral. Specifically, both models took the longest
time on DS2, indicating higher complexity or com-
putational demands associated with this dataset.

7 Conclusion

While Large Language Models (LLMs) have
demonstrated impressive capabilities in generative
tasks, mitigating their potential misuse remains cru-
cial. This paper provides an empirical study by in-
troducing a simple yet effective method for detect-
ing AI-generated text. Our zero-shot detector lever-
ages the extensive knowledge acquired by LLMs
during pre-training, enabling them to identify their
own generated outputs. Note that this methodol-
ogy does not involve any training for classification;
instead, it classifies input text using zero-shot in-
ference. The process begins by extracting the main
context of the input text, using the LLM to generate
a corresponding response. This approach facilitates
the detection of AI-generated text by comparing
the similarity between the input and the generated
text. Instruction tuning refines the model’s align-
ment with the user expected responses in text de-
tection tasks. We evaluated our method across four
publicly available datasets, which cover responses
generated by different LLMs and including both
in-domain and out-of-domain (OOD) data. The re-
sults confirm that our approach effectively detects
texts produced by LLMs. Future efforts will focus
on enhancing detection capabilities for short texts
and extending the application to other areas such
as fake news detection.

8 Limitations

Our study has some limitations, primarily because
it relies exclusively on two large language models,
Mistral and Llama3. However, numerous state-
of-the-art LLMs cited in the literature may out-

perform these and address challenges with short
text detection more effectively. Additionally, while
we utilize standard evaluation metrics like BLEU
and Meteor, other metrics such as Perplexity and
ROUGE might provide a more accurate assessment
of machine translation quality.
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9 Appendix

9.1 Example of short length text
We analyzed a sample from the DS4 dataset, originally labeled as AI-generated. When testing our
zero-shot detector on this sample, it has BLEU scores of 0.37 and 0.26, and METEOR scores of 0.19
and 0.16 for Llama3 and Mistral, respectively. The quantitative data clearly indicates that our method
struggles to recognize short-length LLM-generated texts. Additionally, it is evident that the context of the
generated text does not align with the context of the input text.

Input Text:
Creating a new substance from chemicals is a complex process that requires extensive research. First,
one must understand the chemical composition of different substances and learn the specific names of
chemical compounds. Once knowledge is attained, experiments can be conducted in a lab to test
different chemical reactions. The benefits of trial and error far outweigh the risks, and the potential
for creating something incredibly valuable is infinite.

Query:
What are the steps involved in creating a new substance from chemicals and why is it a valuable
process?

Llama Text:
The process of creating a new substance from chemicals involves several steps. First, chemists
identify the desired properties of the new substance, such as its melting point, boiling point, and
solubility. Next, they select the appropriate chemicals and react them.
Mistral Text:
Creating a new substance from chemicals, also known as organic synthesis or chemical synthesis, is a
valuable process due to its potential to yield novel compounds with unique properties. The steps
involved include: 1. Identifying the target.

9.2 Example of long length text
We analyzed a sample from the DS1 dataset, originally labeled as AI-generated. When testing our
zero-shot detector on this sample, it has BLEU scores of 0.59 and 0.53, and METEOR scores of 0.33
and 0.28 for Llama3 and Mistral, respectively. The quantitative data clearly indicates that our method
identifies this LLM-generated text as correct. We can also observe the generated text that it is contextually
aligned and have similar patterns with input text.
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Input Text:
When people ask for advice, they sometimes talk to more than one person. This is because seeking
multiple opinions can help someone make a better choice. For example, if someone wants to buy a
new phone, they might ask their friends, family, and even do some research online. By doing this,
they can get different perspectives on which phone to buy, the pros and cons of each phone, and
even the best deals available. Seeking multiple opinions can also help someone avoid making a bad
decision. For instance, if someone is considering dropping out of school, they might talk to their
parents, teachers, and even a counselor. By doing this, they can get advice on the consequences of
dropping out, the benefits of staying in school, and even alternative options that they might not have
considered before. In conclusion, seeking multiple opinions can help someone make a better choice
by providing them with different perspectives, information, and advice. It can also help them avoid
making a bad decision by considering all the options available. Therefore, it is always a good idea to
seek multiple opinions before making a big decision.

Query:
What are the benefits of seeking multiple opinions before making a decision?

Llama Text:
Seeking multiple opinions before making a decision can have numerous benefits. Firstly, it allows
individuals to gain a more comprehensive understanding of the situation and the potential outcomes.
By hearing from different perspectives, individuals can identify potential risks and challenges that
they may not have considered otherwise. This can help them make a more informed decision that
takes into account a wider range of factors. Another benefit of seeking multiple opinions is that it
can help individuals avoid making impulsive decisions. When faced with a decision, it’s easy to
get caught up in the moment and make a choice without fully considering the consequences. By
taking the time to seek out multiple opinions, individuals can slow down the decision-making process
and make a more thoughtful choice. Additionally, seeking multiple opinions can help individuals
build stronger relationships with others. When individuals take the time to listen to and consider the
opinions of others, they demonstrate that they value and respect those individuals. This can help build
trust and strengthen relationships over time. Finally, seeking multiple opinions can help individuals
develop a greater sense of confidence in their decision-making abilities. When individuals take the
time to consider multiple perspectives.
Mistral Text:
Seeking multiple opinions before making a decision is an essential practice that can bring numerous
benefits. Here are some reasons why it’s a good idea to gather various perspectives before finalizing
a choice: 1. Broaden your understanding: Each person brings a unique perspective based on
their experiences, knowledge, and expertise. By seeking multiple opinions, you can broaden your
understanding of the issue at hand and gain new insights that you may not have considered otherwise.
2. Identify potential biases: When making a decision, it’s essential to be aware of any potential biases
that may influence your thinking. Seeking multiple opinions can help you identify any biases that
you may not have been aware of and allow you to make a more objective decision. 3. Improve
decision-making quality: Multiple opinions can help improve the quality of your decision-making.
By considering various perspectives, you can weigh the pros and cons more thoroughly and make a
more informed decision. 4. Enhance problem-solving skills: Seeking multiple opinions.
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9.3 Example of human-written text
We analyzed a sample from the DS4 dataset, originally labeled as human-written. When testing our
zero-shot detector on this sample, it has BLEU scores of 0.41 and 0.29, and METEOR scores of 0.21 and
0.17 for Llama3 and Mistral, respectively. We can also see that while LLMs use complex vocabulary to
respond to queries, humans tend to narrate using simpler words.

Input Text:
The author that evaluates how well the author supports the idea that studying Venus is a worth pursuit
despite the danger. By saying" NASA is working on other approaches to studying Venus Food
example some simplified elections made of silicon carbide have been tested in a chamber simulating".
This evidence support my claim because the people AOE studying Food big things like how well
studying Venus is a worthy pursuit. Another claim that evaluates how well the author supports the
idea that studying Venus is a worth pursuit despite. In paragraph 8 it says" striving to meet the
challenge presented by Venus has value. Not only because of the insight to be gained on the planet
itself. Which explain that studying Venus is a worth pursuit despite. The conclusion I have about"
the challenge of exploring Venus" was. It seems like if u study it itś a good thing. Because its very
important to NASA it says that in the Leading. So maybe if u do it you would be successful.

Query:
What are the reasons why studying Venus is a worth pursuit despite the challenges and dangers it
presents?

Llama Text:
Studying Venus is a worthwhile pursuit despite the challenges and dangers it presents because of the
significant scientific and technological advancements it can bring about. Venus is often referred to as
Earthś "sister planet" due to its similar size and proximity to the sun, making it an ideal target for
studying planetary formation and evolution. By studying Venus, scientists can gain valuable insights
into the early history of our solar system and the processes that shaped the planets. Furthermore,
Venus offers a unique opportunity to study a planet with a thick atmosphere, which can provide
valuable insights into the Earthś own atmospheric processes. The extreme conditions on Venus, such
as the crushing pressure and scorching temperatures, also present a challenge for scientists to develop
new technologies and instruments that can withstand such conditions. This can lead to breakthroughs
in fields such as materials science and engineering. Additionally, studying Venus can also provide
valuable information about the potential for life on other planets.
Mistral Text:
Studying Venus, the second planet from the Sun, presents unique challenges and dangers due to its
extreme conditions. However, these challenges make Venus a worthwhile pursuit for scientists and
explorers for several reasons. Firstly, Venus is the closest planet to Earth, making it an accessible
target for exploration. Despite its inhospitable environment, understanding Venus’s geology,
atmosphere, and climate can provide valuable insights into the early history of Earth and the solar
system as a whole. For instance, Venus’s volcanic activity and corrosive atmosphere offer clues to the
conditions that shaped our own planet billions of years ago. Secondly, Venus is the only planet in our
solar system with a similar size, mass, and composition to Earth. Studying Venus can help us better
understand the processes that shape terrestrial planets.
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Abstract

The rapid advancement of Large Language
Models (LLMs), such as GPT-4, has sparked
concerns regarding academic misconduct, mis-
information, and the erosion of originality. De-
spite the growing number of AI detection tools,
their effectiveness is often undermined by so-
phisticated evasion tactics and the continuous
evolution of LLMs. This research benchmarks
the performance of leading AI detectors, in-
cluding OpenAI Detector, RADAR, and Ar-
guGPT, across various text domains, evaded
content, and text generated by cutting-edge
LLMs. Our experiments reveal that current
detection models show considerable unreliabil-
ity in real-world scenarios, mainly when tested
against diverse data domains and novel eva-
sion strategies. The study underscores the need
for enhanced robustness in detection systems
and provides valuable insights into areas of im-
provement for these models. Additionally, this
work lays the groundwork for future research
by offering a comprehensive evaluation of ex-
isting detectors under challenging conditions,
fostering a deeper understanding of their limi-
tations. The experimental code and datasets are
publicly available for further benchmarking on
Github.

Keywords: Large Language Models, Eva-
sion Strategies, Cross Domain Testing, AI-
Generated text detection.

1 Introduction

LLMs such as GPT-3 have achieved strong perfor-
mance on several tasks that require on-the-fly rea-
soning or domain adaptation, such as translation,
question answering, and representing text in an
intelligent, presentable form (Brown, 2020). In ad-
dition, more advanced LLMs such as GPT-4 have
achieved human-level performance on academic
benchmarks, such as passing a simulated bar exam-
ination by scoring around the top 10% test takers
(Achiam et al., 2023). On top of that, OpenAI

released OpenAI o1-preview, a new series of rea-
soning models claiming that these models perform
on the level of PhD students for challenging bench-
mark tasks such as Graduate-Level Google-Proof
Q&A (GPQA) benchmark in subjects like physics,
biology and chemistry (Zhong, 2024). These events
highlight the exceptional capabilities of LLMs in
academia and their fast-paced evolution.

With exceptional capabilities, LLMs have also
brought several threats like academic misconduct
(Pudasaini et al., 2024), such as students submit-
ting assignments, passing examinations, misinfor-
mation (Liu et al., 2024), lack of creativity (Zhao
et al., 2024), and other several ethical concerns
(Yan et al., 2024). To overcome these threats, ef-
ficient detection of texts generated from LLMs is
necessary.

Much research has been done to build highly ef-
fective and robust LLM-generated text detection al-
gorithms. A training-based classifier, zero-shot de-
tection, watermarking, and adversarial learning ap-
proach are some approaches used to create models
that detect LLM-generated text. The training-based
classifier approaches treat the problem as a binary
classification problem, and labelled datasets are
trained on several algorithms to build models such
as ArguGPT (Liu et al., 2023), Ghostbuster (Verma
et al., 2023) and roberta-base-openai-detector (So-
laiman et al., 2019).

A zero-shot learning approach that allows a
model to handle tasks it hasn’t been explicitly
trained for by using its existing general knowledge
has also been used to develop detectors such as
Binoculars (Hans et al., 2024), Fast-DetectGPT
(Bao et al., 2023), DNA-GPT (Yang et al., 2023),
and GLTR (Gehrmann et al., 2019).

Similarly, watermarking techniques by which
subtle, identifiable patterns are embedded into the
generated content, making it easier to recognise
as AI-generated, has resulted in models such as
POSTMARK (Chang et al., 2024), Waterfall (Lau
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et al., 2024), WaterJudge (Molenda et al., 2024),
and WaterMax (Giboulot and Teddy, 2024).

Other approaches, such as adversarial learning,
which enhances the robustness of LLM-generated
text detection algorithms by exposing the detector
to an evasion example while training, have been
introduced, resulting in models like RADAR (Hu
et al., 2023) and OUTFOX (Koike et al., 2024).

Along with developing LLM detectors, sev-
eral evasion techniques, such as paraphrasing and
synonym replacement, have also been developed.
These evasion techniques are applied after generat-
ing text from LLMs so that the detector cannot iden-
tify the text as AI-generated. These evasion tech-
niques may be as simple as adding a single space
randomly before a comma (Cai and Cui, 2023),
deleting an article randomly in a sentence, inserting
misspellings randomly in a sentence (Antoun et al.,
2023), and replacing some random characters with
homoglyph characters (Kirchenbauer et al., 2023).

There are also more complex techniques such
as paraphrasing(Krishna et al., 2024), word sub-
stitution (Peng et al., 2024), sentence substitution
(Peng et al., 2024) and prompting (Wang et al.,
2024)(using instructions to generate human-written
text while generating text) also have been success-
ful in fooling AI detectors. Thus, it becomes crucial
to benchmark existing open-source, state-of-the-art
AI detectors against these evasion strategies.

One gap in developing efficient AI detectors is
the reliance on subsets of a single dataset for train-
ing and testing, compromising the models’ robust-
ness (Sadasivan et al., 2023). Such detectors claim
high accuracy. However, they typically fail when
tested in real settings with very different data from
the training and testing set. Out-of-distribution
testing of the existing open-source state-of-the-art
detectors is crucial (Dugan et al., 2024).

In addition, it is essential to benchmark the exist-
ing AI detectors with new generators in the space.
The rapid growth in the development of new LLMs
with exceptional learning capabilities, along with
the increasing number of parameters, has brought
up new concepts such as reasoning (Huang and
Chang, 2022), coherent and cohesive long-form
text generation (Cho et al., 2018), and multilingual
and cross-domain capabilities (Chua et al., 2024).
This leads to the research question of whether the
existing state-of-the-art AI detectors are up to date
and capable of detecting text from new LLMs with
such capabilities or not. Thus, benchmarking such
detectors against recent powerful LLMs is vital.

This paper’s main contribution is benchmarking
existing AI detectors against different datasets (text
from various domains, text created using evasion
techniques, and text generated by the latest LLMs
such as GPT4 o from OpenAI and Command R+
from Cohere). This benchmarking allows for an
in-depth analysis of the different detectors’ perfor-
mance in the context of their general approach to
AI-generated text detection and the various types
of datasets used.

The rest of the paper is organised as follows.
Section 2 discusses the previous benchmarking re-
search done for LLM-generated text detection. Sec-
tion 3 explains the methodology used to perform
the benchmarking experiment. Section 4 highlights
the results obtained from the experiment. Section 5
discusses the analysis of the results obtained. Sec-
tion 7 finally presents the conclusions obtained
from the experiment.

2 Literature Review

As the race for the development of robust AI detec-
tors and the development of evasion strategies to
fool AI detectors goes on, along with the develop-
ment of even more powerful LLMs, research has
been conducted to test the efficiency of existing
LLM-generated text detection algorithms devel-
oped so far.

Initially, the benchmarking experiments used
human-written and AI-generated text with no fur-
ther modifications. Chaka (Chaka, 2024) did a
comprehensive review of 17 published articles on
testing AI detectors. The author found that the
machine-generated text used in testing in those re-
search papers was from ChatGPT-3.5 and ChatGPT-
4 (Chaka, 2024). Madelyn A. et al. (Flitcroft et al.,
2024) tested three AI detector tools, OpenAI’s AI
Classifer, Content at Scale, and Originality.AI, on
human-written scientific and AI-generated articles,
which are not modified. The tool Originality.ai
achieved 100% accuracies in this testing (Flitcroft
et al., 2024). However, people may not just copy-
paste the text entirely from LLMs and may try to
modify the text.

Weber-Wulff et al. (Weber-Wulff et al.,
2023) tested AI detection tools on three types
of AI-generated text: AI-generated text, AI-
generated text with subsequent human edits, and
AI-generated text with subsequent machine para-
phrasing and found those detectors were biased
in classifying AI-generated text as human-written.
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Similarly, Elkhatat et al. (Elkhatat et al., 2023) also
tested five AI detection tools on human-written con-
trol responses and saw an increase in false positives
in the case of human-written control responses.
These experiments against types of text observa-
tions (human-written, ai-generated and human edit-
ing on AI-generated texts) show that AI detectors
are easily evaded with few further human edits on
AI-generated texts.

When evasion techniques are applied to AI-
generated texts, AI detectors fail to perform well.
Krishna et al. (Krishna et al., 2023) developed an
11B parameter paraphrase generation model called
DIPPER, which successfully evaded detectors such
as watermarking, GPTZero, DetectGPT, and Ope-
nAI’s text classifier and further proposed a retrieval
method which detected 80% to 97% of paraphrased
generations across various settings, while only 1%
of human-written text was mistakenly flagged as
AI-generated. However, after 4 months, Sadasivan
et al. (Sadasivan et al., 2023) again introduced the
recursive paraphrasing attack, which degraded the
accuracy of several watermarking-based, zero-shot-
based, neural-network-based and retrieval-based
detectors. The adversarial learning approach has
been introduced to develop recent AI-generated
text detectors such as RADAR (Hu et al., 2023)
and OUTFOX (Koike et al., 2024). There seems to
be a gap in benchmarking these recently developed
models on different scenarios.

The challenge with building AI detectors is these
detectors need to be able to generalise on unseen
domain text (Wang et al., 2023). For example,
existing AI detectors may fail when tested on text
generated from recent LLMs released after the AI
detector’s release. Dugan et al. (Dugan et al., 2024)
tested neural and metrics-based AI detectors on
AI-generated texts from 11 different LLMs. They
found that the performance of these AI detectors
varies according to the LLMs used for generating
the text. However, with the release of even more
powerful LLMs with reasoning capabilities like
GPT-4o, it remains to be seen how these detection
algorithms perform on the text generated from such
new LLMs.

3 Methodology

The benchmarking of existing open-source LLM-
generated text detection algorithms was done on
three significant aspects: out-of-distribution along
with multiple domain testing, evasion applied

dataset testing and new LLM-generated text dataset
testing.

The data flow in the benchmarking experiment
has been represented in Fig 1. Initially, sampling
was performed from two datasets, i.e., the M4
dataset and the HC3 dataset, resulting in a data
subset of 3,000 AI-generated text observations and
3,000 AI-generated text observations. The 3,000
AI-generated observations were further edited us-
ing the six evasion strategies, and 3,000 evasion-
applied AI-generated text observations were cre-
ated for each evasion strategy. Additionally, 1,000
new AI-generated text observations were generated
from each of the recent LLMs, i.e. GPT-4 o and
Command R plus, using the same prompt used to
create them previously.

Because of computational constraints, the num-
ber of observations was limited. The complete
testing dataset representing multiple datasets, mul-
tiple evasion strategies, and multiple generators
was passed to the AI-generated text detection al-
gorithms, and the benchmarking results were ob-
tained.

3.1 Datasets Used
Data samples from different datasets and domains
were required for out-of-distribution and multido-
main testing of the AI detectors. Two different
datasets were used; details of the datasets are ex-
plained below.

• M4 Dataset: M4 is a large-scale dataset for
Machine-generated text detection which in-
cluded data samples from Multiple languages,
Multiple domains and Multiple LLMs (Wang
et al., 2023). Sampling was applied concern-
ing the domain of the data for multidomain
analysis. The subset considered 1,000 obser-
vations representing text from multiple do-
mains such as Arxiv, Wikipedia, and Red-
dit. Thus, combining these data from multiple
sources resulted in 3,000 human-written ob-
servations and respective 3,000 AI-generated
observations.

• HC3 Dataset: The Human ChatGPT Compar-
ision Corpus(HC3) is built from tens of thou-
sands of comparison responses from ChatGPT
and human experts in financial, medical, legal,
and open-domain (Guo et al., 2023). Sam-
pling was done randomly from the dataset,
resulting in 3,000 human-written and 3,000
AI-generated texts.
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Figure 1: Diagram representing the process, the components used, and the data flow of the benchmarking experiment.

3.2 Evasion Strategies
Several evasion techniques have been used to try
to fool AI detectors. This paper used six evasion
techniques to modify the selected AI-generated
text subsets. The evasion strategies applied are
discussed below.

• Paraphrasing: Paraphrasing is the most com-
monly used technique to fool AI detectors
(Sadasivan et al., 2023; Krishna et al., 2024).
Parrot paraphrase, which uses LLMs to para-
phrase a given text, was used to paraphrase
each text and generate the paraphrased AI-
generated samples (Damodaran, 2021).

• Synonym Replacement: A random word
from each sentence in the given text was re-
placed with the word’s synonym retrieved
from the Natural Language Toolkit (NLTK)
(Bird et al., 2009) Synset and replaced in the
sentence.

• Misspelling: A random word from a sentence
is replaced with a misspelt version of the word.
Further insertion of random misspellings is
also an effective evasion strategy for BERT-
based AI detectors (Antoun et al., 2023).

• Article Deletion: This technique removes a
random article from a sentence from the AI-
generated text (Odri and Yoon, 2023).

• SpaceInfi Strategy: Cai et al. (Cai and Cui,
2023) introduced the SpaceInfi strategy in
which a space is inserted before a random
comma in the AI-generated text to fool the
detectors.

• Homoglyph Attack: Unicode characters that
look very similar to the existing characters in
the sentence are referred to as homoglyphs.
Kirchenbauer et al. (Kirchenbauer et al.,
2023) mentioned that homoglyph changing
the tokenization process affects the prediction
of AI detectors. We applied homoglyphs to
50% characters in the AI-generated text, as
suggested by Antoun et al. (Antoun et al.,
2023).

Similarly, text generated from recently released
LLMs, such as OpenAI’s GPT-4o model (Islam and
Moushi, 2024) and the Command R plus model
from the open-source LLM community Cohere,
was included in the whole testing set for bench-
marking the detectors against recent LLMs. The
test data size was limited to 1,000 observations for
each model due to the limitations of OpenAI API
and Cohere API credits.

3.3 LLM-generated text detection algorithms
Several algorithms have been developed to solve
LLM-generated text detection following differ-
ent approaches such as watermarking, zero-shot,
training-based classifiers, fine-tuning LLMs, ad-
versarial learning methods, and treating another
LLM as a detector (Wu et al., 2023). The detection
algorithms used are described below.

• ArguGPT: ArguGPT is a RoBERTa base clas-
sifier trained on a corpus of 4,038 argumen-
tative essays generated by 7 GPT models. It
achieved 90% accuracy in document, para-
graph, and sentence level classification (Liu
et al., 2023). This model was chosen for the
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experiment because the dataset used to train
was composed of multiple sources (in-class
or homework exercises, TOEFL writing tasks,
GRE writing tasks), multiple generators and
on multiple levels.

• RADAR: Robust AI-text Detector via
Adversarial Learning (RADAR) is built by
joint adversarial training of a paraphraser
model and a detector model (Hu et al., 2023).
RADAR model claims to outperform exist-
ing AI-detection methods, mainly when para-
phrasing is applied as an evasion strategy (Hu
et al., 2023). This model was chosen because
it is trained by using an adversarial approach.

• OpenAI Detector: Openai-detector is an
open-source language model based on trans-
formers 125 billion parameters released by
OpenAI (Solaiman et al., 2019). This model
was chosen because it was trained using the
outputs of the 1.5B GPT-2 model.

4 Experiments and Results

This section presents the results of the benchmark-
ing experiment on different edge cases such as mul-
tiple domain data, multiple evasion applied data
and multiple LLMs generated data.

The testing of a model developed on another
dataset rather than testing on the test set of its
dataset is referred to as out-of-distribution testing.
The benchmarking dataset used in this experiment
was not used to train and test these models. Such
out-of-distribution testing of the AI detectors was
done by passing the text sample observations to
the models. Prediction probability was obtained
for each of the predictions. We set the threshold
value to 0.5 to classify it as human-written or AI-
generated. Out-of-distribution set testing was per-
formed with text observations from the M4 and
HC3 datasets. We calculated the accuracy of the
binary classification evaluation metrics, F1-score,
false negatives, false positives, precision, and recall.
The results obtained are shown in Table 1.

The detectors were benchmarked on different
evasion strategies. The results from the benchmark-
ing against the evasion strategies are shown in Ta-
ble 2. The results from benchmarking the detectors
against recent LLMs are shown in Table 3. The
baseline dataset was created using the GPT 3.5
Turbo model.

5 Discussion and Analysis

This section discusses and analyses the experi-
ment’s results to report key insights. The discussion
is organised according to the edge cases, i.e., out-of-
distribution and Multi-Domain, Evasion Strategies,
and recent LLMs. We mainly analyse the False
Negatives (FN), which gives the number of AI-
generated text observations that were misclassified
as human-written, representing the inefficiency of
the AI-detector tools.

5.1 Analysis of out-of-distribution and Multi
Domain Benchmarking

Existing AI detectors suffer from data drift while
testing on text observations from another dataset
or another domain. From the results in Table 1,
we can see that the evaluation metrics of these AI
detector models are very different when tested on
various datasets with the same number of testing
observations. Differences of 8.9 % accuracy in the
OpenAI detector model, 4.95 % in the RADAR
model and 5.21 % in the ArguGPT model were
reported while tested on the M4 and HC3 datasets.
This indicates that these models are not resistant
to data drift over new domains and settings, i.e.
sentence, paragraph or document-level text.

The detectors cannot be relied upon to be used
in real settings. From Table 1, we can see a big dif-
ference in terms of False Negatives (AI-generated
samples misclassified as human-written) and False
Positives (human-written samples that were mis-
classified as AI-generated) when the detectors are
tested on text observation they are not familiar with
as the models tested were tested on entirely differ-
ent data. We can see an increase in false positives:
1 to 43 in OpenAI detector, 175 to 553 in RADAR
and 155 to 472 in ArguGPT. This is critical because,
with such an increase in FPs, it will be challenging
to use the detectors in real settings as many submit-
ting authentic human-written text will be flagged
as AI-generated. Similarly, the increase in false
negatives (FN) in the OpenAI detector from 113
to 607 suggests that the detector fails to detect AI-
generated text when data observations are taken
from different domains.

5.2 Analysis of Benchmarking on Evasion
Strategies

OpenAI detector performs poorly when evasion
techniques are applied. Table 2 shows that the Ope-
nAI detector is very poor at detecting AI-generated
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Model Dataset Acc.(%) F1 FN FP Prec Rec
OpenAI Detector M4 89.17 0.8804 607 43 0.982 0.797

HC3 98.09 0.9806 113 1 0.999 0.962
RADAR M4 94.13 0.9413 177 175 0.943 0.941

HC3 89.18 0.8994 96 553 0.84 0.968
ArguGPT M4 92 0.9257 8 472 0.863 0.997

HC3 97.41 0.9748 0 155 0.951 1

Table 1: Benchmarking results of AI Detectors tested on two different subsets of M4 and HC3 with 6,000 samples
each. All observations are texts in which no evasion strategies have been applied. Evaluation Accuracy (Acc.),
F1-Score (F1), False Negatives (FN), False Positives (FP), Prec (Precision), and Rec (Recall) were obtained from
out-of-distribution testing of models.

texts where evasion techniques have been applied.
The baseline(non-evasive) experiment was con-
ducted on the observation where no evasion tech-
niques were applied, which resulted in 89.17% ac-
curacy in the M4 dataset and 98.1% accuracy in the
HC3 dataset. Using that as a reference point, we
can see the decrease in the model’s accuracy under
different evasion techniques. The decreasing accu-
racy was found to be similar to both datasets. This
is mainly because the OpenAI detector was trained
using the texts generated from the GPT-2 model
on which no modifications were applied to the gen-
erated text, and the training samples do not cover
multiple domains and multiple generation settings
on the GPT-2 model (Solaiman et al., 2019).

RADAR model could effectively identify the AI-
generated text on which further paraphrasing and
synonym replacement evasion techniques were ap-
plied. According to the results in Table 2, we can
see that the RADAR model performs even better in
evasion techniques such as paraphrasing and syn-
onym replacement. The RADAR model is trained
jointly with a detector and paraphrased with an
adversarial approach. We observed a decrease in
false negatives even after evasion had been applied.
However, the RADAR model still behaves poorly
under other evasion techniques, such as article dele-
tion and homoglyphs. Thus, we can conclude that
adversarial learning methods incorporating several
evasion strategies rather than a single evasion strat-
egy (paraphrasing in RADAR) could lead to de-
veloping an AI detector resistant to any evasion
strategies.

The performance of the ArguGPT model could
be better, with some evasion strategies such as ho-
moglyphs and misspellings. The results of the Ar-
guGPT model from Table 2 The ArguGPT model
worked well when no evasive techniques were ap-
plied (8 false negatives among 3,000 observations

in the M4 data set and 0 false negatives among
3,000 observations in the HC3 dataset). However,
false negatives started to increase when evasion
techniques were applied. This is also mainly be-
cause the data in the model’s training did not con-
tain such observations where evasion techniques
have been applied further.

5.3 Analysis of Benchmarking on Recent
LLMs

During the test of observations from the latest
LLMs, the performance of existing AI detectors
was degraded. However, ArguGPT performed bet-
ter than other models. The results in Table 3 show
that models such as OpenAI Detector and RADAR
fail faster than the ArguGPT model while testing
text generated from recent LLMs: GPT-4o and
Command R plus. The baseline represents the re-
sult when the text was generated from the GPT-3.5
model. The number of false negatives increased
from 197 to 509 while testing text generated from
Command R plus and 985 while testing text gen-
erated from the GPT-4o model, indicating that the
OpenAI detector cannot perform well on text de-
tection from recent LLMs.

Similarly, in the case of the RADAR model, false
negatives were increased from 52 to 299 while test-
ing on the text generated from the Command R
plus model and to 777 while testing on the text
generated from the GPT-4o model, indicating the
RADAR model also does not perform well on text
detection from recent LLMs. However, the Ar-
guGPT model saw only a slight increase in false
negatives (3 in GPT-3.5, 23 in Command R plus
and 70 in GPT-4o). This behaviour can be at-
tributed to the ArguGPT model being trained using
the text generated from 7 GPT models (Liu et al.,
2023). The GPT4o model could also fool the AI
detectors more than other LLMs. We believe the
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Model Dataset Experiment Type Acc. (%) F1 FN (Out of 3,000)

OpenAI Detector

M4 Dataset

non-evasive 89.17 0.8804 607
evasion whitespace 79.63 0.7488 1,179
evasion removed articles 51.95 0.0999 2,840
evasion misspell text 51.77 0.0934 2,851
evasion homoglyph 61.53 0.3891 2,265
evasion synonym replaced 74.55 0.6651 1,484
evasion paraphrase 68.67 0.553 1,837

HC3 Dataset

non-evasive 98.1 0.9806 113
evasion whitespace 92.02 0.9133 478
evasion removed articles 60.33 0.3425 2379
evasion misspell text 51.12 0.0443 2932
evasion homoglyph 50.6 0.6693 1983
evasion synonym replaced 83.43 0.8015 993
evasion paraphrase 55.76 0.6932 1840

RADAR

M4 Dataset

non-evasive 94.13 0.9413 177
evasion whitespace 95.10 0.9515 119
evasion removed articles 71.47 0.6309 1,537
evasion misspell text 47.10 0.0006 2,999
evasion homoglyph 47.15 0.0025 2,996
evasion synonym replaced 94.27 0.9427 169
evasion paraphrase 95.70 0.9576 83

HC3 Dataset

non-evasive 89.18 0.8995 96
evasion whitespace 89.82 0.9059 58
evasion removed articles 82.06 0.8215 523
evasion misspell text 41.70 0.0305 2,945
evasion homoglyph 40.92 0.0045 2,991
evasion synonym replaced 88.98 0.8974 108
evasion paraphrase 90.22 0.9100 34

ArguGPT

M4 Dataset

non-evasive 92 0.9257 8
evasion whitespace 91.93 0.9251 12
evasion removed articles 89.20 0.8971 176
evasion misspell text 42.13 0.0000 3,000
evasion homoglyph 42.13 0.0000 3,000
evasion synonym replaced 91.87 0.9244 16
evasion paraphrase 90.55 0.9111 95

HC3 Dataset

non-evasive 97.42 0.9748 0
evasion whitespace 97.40 0.9747 1
evasion removed articles 97.23 0.9730 11
evasion misspell text 47.42 0.0000 3,000
evasion homoglyph 47.42 0.0000 2,999
evasion synonym replaced 97.37 0.9743 3
evasion paraphrase 96.58 0.9664 50

Table 2: Benchmarking on different evasion strategies across models on 6000 samples for each experiment.
Evaluation Accuracy (Acc.), F1-Score (F1), and False Negatives (FN) were obtained under different evasion
strategies for different datasets while testing on OpenAI Detector, RADAR, and ArguGPT models.

high reasoning capabilities of the GPT-4o model
can explain these results (Chen et al., 2024).
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Models LLM tested against Acc. (%) F1-Score FN (Out of 1000)

OpenAI Detector
baseline 89.9 0.8883 197

Command R plus 71.94 0.5569 509
GPT-4o 50.5 0.0294 985

RADAR
baseline 95.65 0.9561 52

Command R plus 81.77 0.7614 299
GPT-4o 59.4 0.3545 777

ArguGPT
baseline 95.5 0.9568 3

Command R plus 94 0.9363 23
GPT-4o 92.15 0.9222 70

Table 3: Benchmarking results of the AI detectors tested against the 1,000 text generated from the GPT-4o and
Command R plus models. Evaluation Accuracy (Acc.), F1-Score (F1), and False Negatives (FN) reported for
baseline, GPT-4 o and Command R plus model.

6 Limitations

The benchmarking experiment is done on three pop-
ular open-source AI text detection models. How-
ever, the framework and the datasets can be used
for testing other AI text detection models also.
Six of the basic evasion strategies have been ap-
plied to generate data samples representing eva-
sion applied to AI-generated text. This can be
further enhanced by employing other additional
evasion strategies such as adversarial prompting
(Wang et al., 2024), Substitution-based In-Context
example Optimization method (SICO) (Lu et al.,
2023), Self-color testing-based substitution (Wu
and Chandrasekaran, 2024), and Reinforcement
learning (Nicks et al., 2023).

7 Conclusion

The research highlighted significant critical chal-
lenges in detecting LLM-generated text. The ex-
isting state-of-the-art algorithms for detecting text
generated from LLMs could perform better when
tested on text generated from other domains, LLM-
generated text on which evasion techniques have
been applied and text generated from recent LLMs.
This leads to the conclusion that these algorithms
cannot be fully relied upon and used in univer-
sity assignment checkers and research publications
checkers.

From the results and analysis of the benchmark-
ing against the evasion techniques, we can observe
that even simple techniques, such as deleting a
random article or misspelling a random word on
AI-generated text, can bypass existing AI detectors.
Similarly, from the results and analysis from multi-

ple benchmarking experiments, it can be concluded
that training on diverse AI-generated text, includ-
ing evasion techniques, domains, and outputs from
various LLMs, improves detector robustness.

Furthermore, the knowledge extracted from the
critical analysis of the models serves as the base-
line for future researchers trying to build robust
AI-generated text detection algorithms. Training
models representing a wide variety of data (mul-
tiple domains, multiple evasion techniques being
applied, and multiple generators) may lead to the
development of more efficient detectors. Likewise,
training models with an adversarial learning ap-
proach that aims to train the model in different ad-
versarial attacks and scenarios also seems promis-
ing.

The benchmarking in this research validates that
the problem is far from solved. The knowledge
gained from the critical analysis of the results con-
cerning different approaches will help shape the
further development of algorithms that can solve
the problem more robustly. With the contribution
of knowledge extracted from the experiment and
thorough analysis of the results obtained, we aim
to develop more robust AI detectors.
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Abstract

Detecting synthetic tabular data is essential
to prevent the distribution of false or manip-
ulated datasets that could compromise data-
driven decision-making. This study explores
whether synthetic tabular data can be reliably
identified "in the wild"—meaning across dif-
ferent generators, domains, and table formats.
This challenge is unique to tabular data, where
structures (such as number of columns, data
types, and formats) can vary widely from one
table to another. We propose three cross-table
baseline detectors and four distinct evaluation
protocols, each corresponding to a different
level of "wildness". Our very preliminary re-
sults confirm that cross-table adaptation is a
challenging task.

1 Introduction and Related Works

Most studies on synthetic data detection focus on
image (Chai et al., 2020; Corvi et al., 2023; Marra
et al., 2019; Bammey, 2024), text (Lavergne et al.,
2011; Lahby et al., 2022; Hu et al., 2023; Wang
et al., 2024; Mitchell et al., 2023), audio (Lopez-
Paz and Oquab, 2016), video (face-swap) (Pu et al.,
2021), or their combination (Singhal et al., 2020).

Nevertheless, a growing number of generative
models for tabular data generation has emerged
recently; some are general-purpose (Zhang et al.,
2024; Kotelnikov et al., 2023), while others are
tailored to specific domains like finance (Sattarov
et al., 2023) or healthcare (Hyun et al., 2020). With
these advances it will be easier to generate realis-
tically manipulated datasets to fake scientific re-
sults or to hide fraud and accouting loopholes. It
is therefore essential to focus research efforts on
the detection of synthetic tabular data, and to de-
velop detection techniques that are on par with the
impressive generative models’ capabilities.

Detecting syntetic content issued from a known
generative model on a restricted domain is a fairly

tractable task. The performance of such a pre-
dictor is indeed commonly used for adversarial
training (Goodfellow et al., 2020) and as a metric
to assess generation performance (Lopez-Paz and
Oquab, 2016; Zein and Urvoy, 2022).

However, the challenge intensifies when attempt-
ing to detect synthetic data "in the wild" (Stadel-
mann et al., 2018), namely, when the deployed
system has to face modalities and content gener-
ators it has never seen during its training phase.
Is is known that, even for homogeneous formats
like image or text, synthetic content detection sys-
tems are not robust to such cross-generator and
cross-domain distribution shifts (Kuznetsov et al.,
2024).

When dealing with tabular data, we have to face
a stronger form of domain-shift that we call cross-
table shift. Indeed, for a synthetic table detection
system to be useful, is has to cope with different
table formats with varying numbers of columns,
varying types and varying distributions shapes. Al-
though, the litterature on domain adaptation across
the same table structure is vast (see Gardner et al.,
2024, for a survey), only a few recent articles pro-
pose classifiers that are able to generalize across
different tables (Wang and Sun, 2022; Spinaci et al.,
2024). To the best of our knowledge, no study on
cross-table synthetic data detection has been pub-
lished yet.

We present a preliminary work with three base-
lines for synthetic tabular data detection "in the
wild." We focus on cross-table robustness among
different real-world evaluation scenarios represent-
ing various degrees of "wildness", for instance:
(i) No shift: the model is trained and tested on
samples from the same pool of datasets and genera-
tors; (ii) Cross-generator shift: the model is tested
on the same datasets but the test synthetic data is
produced by unknown generators; (iii) Cross-table
shift: the model is tested on holdout datasets and
table structures but with synthetic data produced
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by known generators; (iv) Full shift: the model is
tested on generators and datasets it has never seen
before.

We address here the cross-table adaptation by
considering two text-based baselines where the ta-
ble rows are first linearized as strings, and a table-
based transformer with a simple column-wise table-
agnostic encoding.

2 Real and Synthetic Data

Real Data: We use 14 common public tabular
datasets from the UCI1 with different sizes, dimen-
sions and domains. These datasets are described in
Table 1.

Name Size #Num #Cat
Abalone2 4177 7 2

Adult2 48842 6 9
Bank Marketing2 45211 7 10

Black Friday2 166821 6 4
Bike Sharing2 17379 9 4

Cardio3 70000 11 1
Churn Modelling3 4999 8 4

Diamonds2 26970 7 3
HELOC3 5229 23 1
Higgs2 98050 28 1

House 16H2 22784 17 0
Insurance3 1338 4 3

King3 21613 19 1
MiniBooNE2 130064 50 1

Table 1: Description of the datasets. "#Num" refers
to the number of numerical attributes and "#Cat" the
number of categorical ones.

Synthetic Data: Our data generators are heavily
tuned versions of TabDDPM (Kotelnikov et al.,
2023), TabSyn (Zhang et al., 2024), TVAE, and
CTGAN (Xu et al., 2019) provided by (Kindji et al.,
2024). We trained the models on the entire real
datasets before sampling new synthetic rows. Each
model is used to create a synthetic version of each
dataset.

3 Detection Models

In order to be useful "in the wild", a detection
model must be "table-agnostic", which means that
it must accept inputs form different table formats.
We trained three baselines for synthetic content
detection from scratch: a logistic regression and
two transformer-based classifiers. For the logis-
tic regression and the first transformer the table
is first linearized into text (Section 3.1). For the

1https://archive.ics.uci.edu/
2https://www.openml.org
3https://www.kaggle.com/datasets

second transformer-based classifier we use a rough
columns level encoding of tables (Section 3.2).

The transformer-based classifiers have three
main components: (i) a feature embedding block,
(ii) a transformer encoder block, and (iii) a clas-
sification head. As in BERT, the classifier relies
on a CLS embedding that is added to the input and
retrieved in the output of the transformer blocks.
The CLS representation is fed to the classification
head to predict the binary target class (real or syn-
thetic data). The models (both text-based and table-
based) are trained using a binary cross entropy loss.

3.1 Text-Based Encodings

A natural solution to build a table-agnostic model
is to consider the tables as raw text. This approach
is used in pretrained models such as TaBERT (Yin
et al., 2020), TAPAS (Herzig et al., 2020), or
TAPEX (Liu et al., 2022). These models are are
designed to encode small tables like the ones found
on Wikipedia. They are derived from BERT and
rely on a text encoding of the whole table.

In order to work with larger tables we opted,
as in (Borisov et al., 2023), to work at the row
level. We converted each table row into a shuffled
sequence of <column>:<value> patterns.

For instance the first row of Ta-
ble 1 can be encoded as the string
"Name:Abalone,Size:4177,#Num:7,#Cat:2"
or any of its column permutations. This random
columns’ permuation is intended to increase gener-
alization across different tables. Then two options
are considered: (i) For the logistic regression, the
string is simply split into a bag of character-level
trigrams like "Nam", "e:A", ":41" or ,"t:2";
(ii) For the text-transformer baseline the string is
tokenized into a sequence of characters that are
mapped, as usual for transformers, into a sequence
of embedding vectors that are combined with a
positional embedding.

3.2 Table-Based Encodings

All datasets are encoded following the same pro-
cedure: numerical features are normalized through
QuantileTransformer, and categorical features are
encoded with the OrdinalEncoder, both from scikit-
learn4. Importantly, each dataset is processed sepa-
rately. This means that the methods used to encode
numerical and categorical features are applied to
each dataset individually, rather than collectively.

4https://scikit-learn.org/stable/
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The feature embedding module employs a shared
feed-forward layer for numerical features and a
shared embedding layer for categorical features.
This baseline is of course simplistic, more sophis-
ticated strategies are proposed in (Wang and Sun,
2022) and (Spinaci et al., 2024).

4 Experimental Setup

All dataset rows are mixed together in a list with
two additional labels: the dataset name and the
origin that can be "real" or the name of its gen-
erator if the row is synthetic. We use these two
additonal labels to design cross-validation splits
with increasingly challenging constraints:

Generator:
{

Single
Multiple,Cross-generator

Table:
{

Single
Multiple,Cross-table

For instance, the Classifier Two-Samples Test
(C2ST) metric as described in (Lopez-Paz and
Oquab, 2016; Zein and Urvoy, 2022) correspond
to the simplest Single Generator vs Real, Single
Table setting. It does not require a "table-agnostic"
model. The cross-generator shift constraint guar-
antees that a generator used for trainning cannot be
used in test. The cross-table constraint guarantees
that a table used for trainning cannot be used in
test. These single-criterion shift settings can be
coded using Scikit-Learn GroupKFold. However,
as shown in Table 2, cross-validating a Full shift
with both cross-table and cross-generator robust-
ness is a bit trickier.

Tables
A B C

Real Data
X
YGenerators
Z

Table 2: Example of a full shift split. The blue cells
indicate the training elements, while the green cells
represent the test sets. The gray cells indicate examples
that must be dropped because they would violate one of
the Tables or Generator separation constraints.

4.1 Detection Without Distribution Shift

We first train models to detect synthetic data gener-
ated only by TVAE (Xu et al., 2019). Despite our
interest in "model agnostic" detection, this proce-
dure provides an upper-bound reference to compare
with. This setup is referred as TVAE vs Real, All-
Tables, No Shift. We then add an additional setup
where synthetic datasets from all models are mixed

to be detected against the real datasets. We refer
to this setup as All Models vs Real, All-Tables, No
Shift.

4.2 Detection Under Distribution Shifts

Tables
A B C

Real Data
X
YGenerators
Z

Table 3: Example of a cross-table shift split. The blue
cells indicate the training elements, while the green cells
represent the test set.

We have tested our baselines only under the
cross-table shift constraint, which proves to be al-
ready quite challenging. As illustrated in Table 3,
in this scenario the detection model is first trained
on real and synthetic datasets produced by some
generators and then deployed on unseen datasets.

5 Results

In this section, we present our baselines’ results on
different setups, without and with cross-table shift.
These results are summarized in Table 4 with the
standard ROC-AUC and Accuracy metrics.

Setup Model Metrics
AUC Accuracy

TVAE vs Real,
All Tables,

No shift

3grm-LReg. 0.71 0.65
Text-Transf. 0.76 0.68
Table-Transf. 0.91 0.82

All Models vs Real,
All Tables,

No shift

3grm-LReg. 0.67 0.62
Text-Transf. 0.78 0.72
Table-Transf. 0.77 0.69

All Models vs Real,
All Tables,

Cross-table shift

3grm-LReg. 0.58 0.55
Text-Transf. 0.56 0.52
Table-Transf. 0.51 0.50

Table 4: Evaluation of synthetic tabular data detection
on various setups. "3grm-LReg." stands for "Trigrams
Logistic Regression" and "Transf." stands for "Trans-
former"

5.1 Without Distribution Shift
The transformer-based models (both text-based and
table-based) demonstrate good performance across
various metrics, under both setups TVAE vs Real
and All models vs Real. We notice an AUC over
0.76 for all setups suggesting a good generalization
capabilities of these table-agnostic models. De-
spite its rather naive design, the AUC for detect-
ing TVAE-generated rows of our table-agnositc
tranformer baseline reachs 0.91. It is worth com-
paring this result with the ones obtained in single
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dataset settings: in (Kindji et al., 2024) the XG-
Boost TVAE vs Real median AUC for detecting
TVAE is 0.81.

The task difficulty increases under the All models
vs Real setup, but the overall performance remains
stable for all models. The table-based transformer
outperforms the text-based version in TVAE vs Real,
however, it underperforms in All Models vs Real.
Note that the only difference between the two ap-
proaches lies in the preprocessing and the way the
feature embedding module works (as detailed in
Sections 3.2 and 3.1). This suggests that the textual
representation offers a more general view across
all models and datasets. As a side result, we notice
that there is still significant room for improvement
in achieving realism in tabular data generation. The
synthetic tabular data generators seems to exhibit
patterns that a naive table-agnostic classifier is able
to detect.

5.2 Cross-table Shift
The cross-table shift results (Table 4) show that
this setup is particularly challenging, as all models
struggle to achieve good performance. The table-
based approach drops significantly its performance
(AUC= 0.51). The model fails to identify mean-
ingful patterns and cannot generalize to unseen
datasets, essentially making random guesses on the
test set.

An interesting observation is that the text-based
transformer appears to provide more generalizable
patterns than the table-based one. This aligns with
the results from the All Models vs Real setup, in
which it also performed better. As there are more
datasets and models to generalize across, this ap-
proach benefits from that diversity. However, the
AUC score is relatively low at 0.56. The train-
ing curves presented in Appendix B confirms that,
with a cross-table shift between all training, valida-
tion, and test sets; the text-based transformer (on
the left-hand side) is more robust than the table-
based transformer (on the right-hand side). The
dataset-agnostic encoding we used in the table-
based method reveals its limitations when evalu-
ated on unseen datasets. Being tied to datasets
particularities, the encoding do not generalize well
to datasets with different characteristics (e.g. the
number of features, range of numerical features,
categories in categorical features, and sample size).
In contrast, the textual representation captures pat-
terns that can be generalized.

As expected, due to its extreme simplicity, the

logistic regression model outperformed the trans-
formers for the cross-table shift setup with an AUC
at 0.58 (versus 0.56 for the text-based transformer).
However, an AUC of 0.58 is not a very impressive
result and, contrary to transformers (Zhou et al.,
2024; Li and McClelland, 2023; Yadlowsky et al.,
2024), its potential for improvement is weak.

These preliminary results suggests further inves-
tigations on transformer-based models with both
text-based and table-based encodings. The poten-
tial for transfer learning from pre-trained models
can also enhance performance, making transformer-
based approaches a valuable asset in the cross-table
shift setup.

6 Conclusion

We study synthetic tabular data detection "in the
wild". We utilized 14 datasets and 4 state-of-the-art,
highly-tuned tabular data generation models. We
evaluated various models using different tabular
data representations as inputs and demonstrated
that it is possible to detect synthetic data with
promising performance. We also introduced vari-
ous levels of "wildness" that correspond to different
degrees of data distribution shift and we focused
on cross-table shift. Our preliminary results are
encouraging but show that cross-table adaptation is
still a challenging problem. In the future, we will
consolidate these results and explore more sophis-
ticated encodings and adaptation strategies such as
including table metadata—like column names—in
the input. We also plan to explore the adaptation
of pretrained encoders like TaBERT to see if they
reach the performance of our baselines on fake
content detection.

7 Limitations

As the results showed, the table-based transformer,
along with its preprocessing and feature embedding
scheme, provides valuable insights when there is
no distribution shift. However, it struggles to gen-
eralize when a cross-table shift is introduced. We
believe this encoding scheme has the merit of its
simplicity, but it needs to be enhanced for distribu-
tion shift scenarios by incorporating general dataset
information, such as column names and category
embeddings as it is done in (Spinaci et al., 2024).
These improvements should help differentiate be-
tween synthetic and real data if synthetic data fails
to accurately replicate these characteristics. On the
other hand, the textual encoding offers the advan-
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tage of being simpler and more general, but it leads
to longer row-encoding sequences and it lacks of a
tabular-specific inductive bias.

We implemented straightforward baselines utiliz-
ing both common NLP techniques and transformer
architecture. For now, we did not conduct abla-
tion studies to examine the impact of input column
permutation and positional encoding. We also did
not consider other table format specificities such as
table size, number of columns, and data types.

The few experiments we did to adapt TaBERT
on larger tables were not conclusive. We suspect,
that BERT-like tokenization and small tables pre-
training is not adapted to our problem, but it re-
quires further investigations that we keep for future
work.
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A Additional Distribution Shifts

We explore several challenging distribution shift se-
tups for evaluating synthetic tabular detection data
"in the wild". We evaluated our baselines on the
cross-table shift and provide additional information
about the remaining distribution shifts setups.

A.1 Cross-generator Shift
As illustrated in Table5, for generator shift, the
model is trained to distinguish between real and
synthetic data from some generators and some
datasets. The model is then tested with synthetic
data produced by generators it has never seen be-
fore.

Tables
A B C

Real Data
X
YGenerators
Z

Table 5: Example of cross-generator shift split. The
blue cells indicate the training elements, while the green
cells represent the test set. Here, all rows associated
with generators X and Y were selected for the train set.
Note that there are some real datasets in the training set
as well.

A.2 Full Shift
Another critical scenario arises when the model is
trained on a specific set of generators and datasets,
but encounters unseen generators and datasets dur-
ing deployment. Here there is a cross-table shift
and a cross-generator shift. In this scenario, the
model could struggle to generalize learned patterns
to totally unseen data. The schematic representa-
tion is provided in Table 2. Due to the constraints
on the datasets and generators in this setup, certain
data cannot be included in either the training set or
the test set.
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Figure 1: Training and validation AUC performance of models trained under cross-table shift setup. Left: text-based
model and right: table-based approach.

B Additional Results

We provide the training and validation curves for
the AUC metric for the cross-table shift setup in
Figure 1.
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Abstract

It has been shown that fine-tuned transformers
and other supervised detectors are effective for
distinguishing between human and machine-
generated texts in non-adversarial settings, but
we find that even simple classifiers on top of
n-gram and part-of-speech features can achieve
very robust performance on both in- and out-of-
domain data. To understand how this is possi-
ble, we analyze machine-generated output text
in four datasets, finding that LLMs possess
unique fingerprints which manifest as slight
differences in the frequency of certain lexical
and morphosyntactic features. We show how to
visualize such fingerprints, describe how they
can be used to detect machine-generated text
and find that they are even robust across text
domains. We find that fingerprints are often per-
sistent across models in the same model family
(e.g. 13B parameter LLaMA’s fingerprint is
similar to that of 65B parameter LLaMA) and
that while a detector trained on text from one
model can easily recognize text generated by a
model in the same family, it struggles to detect
text generated by an unrelated model.

1 Introduction

Large language models (LLMs) produce text of-
ten indistinguishable from human-authored text to
human judges (Clark et al., 2021). This unfortu-
nately allows potential misuses such as academic
plagiarism (Westfall, 2023) and the dissemination
of disinformation (Barnett, 2023), which has there-
fore prompted interest in machine-generated text
detection (MGT). We conduct linguistic analysis on
four popular published datasets for MGT, showing
that the machine-generated content in each shows
linguistic markers in aggregate which make it rela-
tively easy to separate it from human content.

* Corresponding Author.
Email: hope.mcgovern@cl.cam.ac.uk.

† Work done while at Grammarly.

These discrepancies, which we call a model’s
“fingerprint”, are consistent enough across domains
and within model families that we find we can treat
each LLM as if it were a unique author with a
distinct writing style. To do so, we use a well-
founded method from the field of Author Identi-
fication (AID) for a closed set of authors: using
handcrafted n-gram features and training a simple
machine learning classifier on those features.

Best Reported Model N-gram (Ours)

Paper F1 AUROC F1 AUROC

Deepfake – 99.0 94.7 94.3
HC3 99.8 – 96.7 99.6
Ghostbuster 99.9 100.0 98.0 98.0
OUTFOX 96.9 – 98.7 98.7

Table 1: Best reported classifier performances (Deep
neural networks) versus a decision-tree model with
n-gram features. Best-reported classifier models are
from four recent papers which release labeled datasets
for MGT. Our model, a decision-tree classifier, uses
a combination of character-, word- and POS-n-gram
features and outperforms the best-reported model on the
OUTFOX benchmark.

As shown in Table 1, the performance of the sim-
ple classifier is surprisingly comparable to more
complex neural methods, even in a multi-class set-
ting – successfully distinguishing between, e.g.
human-, ChatGPT-, and LLaMA-generated text
(Table 2). It also proves robust in cross-domain
experiments (Figure 2).

In this paper, we empirically uncover and char-
acterize the fingerprints of individual and families
of LLMs through a series of comprehensive analy-
ses, and present a new perspective of LLM-content
detection as authorship identification.
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Figure 1: Visualization of the fingerprints. We plot frequencies of each part-of-speech (POS) class from the
output of several models, sorted by model family. Within each family, the shapes (distributions) look mostly similar
regardless of model size. Each radial plot is shown at the same 0% to 20% frequency scale, with POS tags sorted
from most to least common among human-written outputs. Jagged/bumpy shapes indicate the fingerprint is more
distinct from human distributions. POS is just one component of the full ‘fingerprint’ we investigate.

2 Methodology

2.1 Fingerprint Features

We use three feature sets: word n-grams (n ∈
[2, 4]), which we expect to be useful in capturing
domain-specific vocabulary, but also in capturing
function words, which are known to be highly ef-
fective for authorship identification; character n-
grams (n ∈ [3, 5]), which we intuitively expect to
capture subword information broadly aligning with
the byte-pair encoding (BPE) tokenization method
of many models; and part-of-speech (POS) n-grams
(n ∈ [2, 4]), which should capture domain-agnostic
information about writing style.

2.2 Classifiers

We use a GradientBoost classifier implemented in
the Sklearn library (Pedregosa et al., 2011). The hy-
perparameters for the classifier were found through
grid search, though no extensive hyperparameter
sweeps were carried out; this classifier works well
out-of-the-box1. Initial experiments used a range of
ML classifiers, including SVC and logistic regres-
sion. These exhibited close or similar performance
on our data.

1Further hyperparameter tuning could improve classifier
performance, but we are primarily interested in exploring why
such a simple classifier performs well in the first place.

2.3 Data

We use four publicly available machine-generated
text detection datasets for fingerprint analysis as
well as training data for supervised sequence clas-
sifiers: OUTFOX (Koike et al., 2023), Deepfake-
TextDetect (Li et al., 2023), the Human Compar-
ison Corpus (Guo et al., 2023), and Ghostbuster
(Verma et al., 2023). We refer to these as ‘Out-
fox’,‘Deepfake’, ‘HC3’, and ‘Ghostbuster’ in this
work, respectively. The Deepfake dataset helpfully
provides data splits across 10 text domains and 7
model families. HC3 and Ghostbuster provide data
generated by ‘gpt-3.5-turbo’ across 8 different text
domains collectively, while Outfox provides paral-
lel responses to student essay prompts for ‘gpt-3.5-
turbo’, ‘text-davinci-003’, and ‘flan-t5-xxl’. Due to
space constraints, complete information on domain
coverage and underlying base model(s), may be
seen in Table 4.

We only use up to 5,000 training examples of
each class (where a class is an individual model or
‘human’) as we find more data does not improve
performance after this point, highlighting a partic-
ular advantage of feature-based methods: they are
not data-greedy.
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3 Experiments

We conduct a series of analyses of LLM finger-
prints, finding (1) they are predictive of which
model authored a text, (2) consistent across do-
mains, and (3) relatively consistent within model
families.

3.1 Characterizing Fingerprints

We visualize fingerprints by looking at the differ-
ence of distribution in various linguistic properties.
In Figure 1, we report part-of-speech tag distribu-
tions of data generated by different models on the
same Deepfake data domains2. In Appendix A we
also include analysis from named entity tags, con-
stituency types, and top-k most frequent tokens.
There are, of course, more dimensions of linguis-
tic analysis that could theoretically be applied to
uncover model fingerprints.

Distinct patterns emerge when comparing the
fingerprint of models within the same family com-
pared to models across different families. The de-
gree of similarity within families can also vary
between families; for example, LLaMA models
exhibit a particularly uniform fingerprint across
model sizes, while BigScience models (cf. Ap-
pendix A) look markedly different.

3.2 Fingerprints for Multi-Class MGT

We take the Ghostbuster and Outfox datasets and
perform multi-class classification, considering, e.g.
‘ChatGPT’ a separate class from ‘Flan T5’. Per-
class F1 scores and macro-F1 on a held-out test
set are reported in Table 2. In both cases, we test
a three-way classification and achieve a macro-F1
score greater than 0.91.

The implication of this, then, is that linguis-
tic and morphosyntactic features are effective for
distinguishing between texts generated by dif-
ferent LLMs as if they have a unique authorial
style, rather than belonging to a generic ‘machine-
generated’ category.

3.3 Robustness to Unseen Data and Models

We intuitively expect that a shift in text domain will
impact the efficacy of fingerprints as features. To
test this, we take the largest model in each model
family of the Deepfake dataset and train a classifier

2We choose to report POS results in the main paper as it
directly maps to one feature set for our classification experi-
ments, whereas we do not directly use named entity categories,
constituency types, or top-k words as features.

Dataset Provenance F1

Ghostbuster Human 0.934
ChatGPT 0.960
Flan T5 0.927

Average 0.940

Outfox Human 0.877
ChatGPT 0.936
Claude 0.920

Average 0.911

Table 2: F1 scores for each class as the positive class after
training under a multiclass classification setting. Note that
even for top models ChatGPT and Claude, our simple n-gram
based classifier performs very well (0.936 and 0.920 on the
Outfox data). To compare with binary classification results,
F1 scores are computed for each class by setting that class to
be the ‘positive’.
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Figure 2: F1 score of MGT on in-domain versus out-of-
domain test sets for the largest model of each model family
in the Deepfake benchmark. We find no statistically signif-
icant drop in performance when testing on these 7 models’
outputs. 95% confidence intervals are computed through boot-
strap sampling at n = 10, 000.

on a set of 9 out of 10 of the text domains avail-
able. Specifically, we treat each data source (e.g.
’financeQA’, ’cmv’, ’reddit eli5’, etc.) as a sepa-
rate text domain. We then compare the F1 score
on a held-out test set either of the same training
domains, or the held-out 10th domain (downsam-
pled to be the same size), presented in Figure 2.
While most models experience a slight dip in per-
formance on OOD data, we find that this difference
is not statistically significant.

We conduct a different test in which we select an
LLM at random from the Deepfake dataset, train
a binary classifier (human vs. machine), and com-
pare the difference of evaluating the trained classi-
fier on either (a) text generated by the same model
in a different text domain (OOD) or (b) text from
the same domain as the training set, but generated
by a different model (OOM). We repeat this experi-
ment n = 20 times. As seen in Figure 3, recall for
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the machine class and AUROC drop significantly
lower for OOM data compared to OOD data, lead-
ing to the interesting insight that LLMs generate
texts across different domains with a consistent,
characteristic style that is unique to each model.
In other words, Flan T5 “sounds” like Flan T5
whether it is generating news stories or fan fiction.

We also explicitly test how well a classifier
trained on data generated by one model generalizes
to (a) other models in the same family and (b) other
model families. We find that, on average, the drop
in machine recall value (out of 1) from in-domain
data to other models in the same family is only
0.01, while the drop to other families is 0.62. We
report these results in Table 3.

Human Recall Machine Recall F1 AUROC
Metric

0.8

0.6

0.4

0.2

0.0

 V
al

ue

type

Out of Domain
Out of Model

Figure 3: Average drop in performance when testing on
out-of-domain text (blue) versus a text generated by a held-
out LLM (brown). Note that recall of the machine-generated
text drops significantly when testing on an unseen model’s
output, while changing the domain has much less impact.

4 Discussion

4.1 Where Might Fingerprints Come From?

Our work has revealed interesting insights about
machine-generated text, namely that LLMs gener-
ate in a manner analogous to an individual human
author’s unique writing style. The origin of these
‘fingerprints’ is uncertain, but may lie in either the
model’s training data or model architecture.

It is clear that the model families with the most
uniform fingerprint, e.g. LLaMA and Flan T5, are
comprised entirely of models trained on the same
dataset with the same training method and underly-
ing structure, but with a different number of model
parameters. This is also clear in the fingerprint sim-
ilarity of BigScience’s two T0 models contrasted
with the one Bloom model, which are trained on
different datasets and have different underlying ar-
chitectures (Encoder-Decoder and GPT3-style, re-
spectively).

A piece of evidence in favor of the influence of
training data is that we find that 13B parameter
LLaMA chat-tuned model has a different finger-
print from its non-chat counterpart, despite hav-
ing the same architecture (Figure 8). It remains
less clear why some families have less uniform fin-
gerprints, and the exact interplay of training data,
architecture, and training regime begs further in-
vestigation.

4.2 What About Better Models?

Class F1 Score
GPT-4 0.98
Human 0.98

(a) Binary Classification:
GPT-4 vs. Human)

Class F1 Score
Cohere 0.94
GPT-4 0.96
Human 0.95

(b) Multi-Class Classifica-
tion: GPT-4 vs. Human vs.
Cohere

Figure 4: F1 Scores for Binary and Multi-Class Clas-
sification.

It might be thought that as language models be-
come larger and generally more capable of pro-
ducing human-sounding text, their fingerprints will
disappear, but we find that our fingerprint-based
method performs well even on text produced by
more modern models than those contained in the
main datasets we test.

We use the data from the COLING 2025 Work-
shop on Detecting AI-Generated Content3 to per-
form both a binary classification of human vs. GPT-
4 data, as well as a 3-way classification experiment
between human, GPT-4, and Cohere. F1 scores,
which may be seen in Figure 4, for all classes in
both experiments exceed 0.94.

These scores demonstrate strong performance
even with modern models, effectively distinguish-
ing GPT-4 data from human data, as well as differ-
entiating it from other high-capacity models like
Cohere. These results suggest that increased model
capability alone is insufficient to erase distinctive
“fingerprints,” highlighting the robustness of our
approach in identifying AI-generated content.

5 Related Work

A common approach to machine-generated text de-
tection is to train a supervised binary classifier on

3Specifically, we use the data of Subtask a of
Task 1, available here https://huggingface.co/
datasets/Jinyan1/COLING_2025_MGT_en
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labeled data (Guo et al., 2023; Koike et al., 2023; Li
et al., 2023). Li et al. (2023) proposed a variety of
classification testbeds, finding that pre-trained lan-
guage models perform the best. While n-gram fre-
quencies have often been used for author identifica-
tion, only a few recent works examine hand-crafted
features or stylometrics in machine-generated text
detection (Zaitsu and Jin, 2023). One example is
Gehrmann et al. (2019): a unique system that uses
the top-k words to highlight text spans to visually
aid humans in the task of spotting AI-written text
themselves.

Petukhova et al. (2024) finds a combination of
fine-tuned neural features and hand-crafted linguis-
tic features effective for MGT on the M4 dataset
as part of the SemEval2024 task on machine-
generated text detection (Wang et al., 2024).

Li et al. (2023) analyze their corpus Deepfake-
TextDetect across linguistic feature axes, but re-
port differences across POS-tag distributions be-
tween human and machine data when considering
all models and domains in aggregate as insignifi-
cant; however, they do find these distributions be-
gin to diverge when considering a subset of models
or domains. We demonstrate that these differences
extend to every publicly available machine text
detection dataset, prove largely consistent within
model families, and are very powerful features for
training a robust machine-generated text detection
classifier.

While linguistic-feature-based approaches have
shown promise, other state-of-the-art (SOTA) meth-
ods, such as Mitchell et al. (2023); Bao et al.
(2024); Tian and Cui (2023), adopt probabilis-
tic and statistical modeling approaches to detect
machine-generated text in a training-free setting.
We focus purely on manually extracted linguistic
features rather than probability curvatures.

6 Conclusion

We demonstrate that in four popular datasets for
machine-generated text detection, n-gram features
are highly effective for MGT. We uncover that
LLMs have unique writing styles that can be cap-
tured in lexical and syntactic features, which we
characterize as “fingerprints”, and show may be
effectively harnassed for text-detection in a variety
of settings.

Limitations

• Text length: we examine outputs of approxi-
mately 300-500 words in length. Shorter texts
may be difficult to fingerprint or may not pro-
vide enough signal.

• Model choice limitations: We constrain our-
selves to the data and models released as part
of text detection corpora, which means that
there may be some very good models we sim-
ply did not have the data to test at this time.

• Reflection on real-world use-case. Ana-
lyzing fingerprints in research benchmark
datasets is most likely not reflective of the
true difficulty of deepfake text detection in the
wild. For one thing, people don’t tend to use
LLMs for writing entire articles/essays, etc. A
more likely scenario for, e.g. academic pla-
giarism, is starting from an LLM generated
paragraph and making sentence-level rewrites.
As this is analagous to a paraphrase attack like
DIPPER (Krishna et al., 2023), we expect that
it would degrade our classifiers’ performance.

Ethics Statement

This research indicates that detecting machine-
generated text is easy. However, we want to
stress that this does not necessarily mean machine-
detection is a high-confidence task. Using a single
model prediction about one single written text to
determine whether or not it was human-written
should be evaluated on a different basis than av-
erage accuracy, given the potential harms of false
positives or false negatives. For example, teachers
may wish to use tools to determine if students have
cheated on exams or homework using LLMs. We
discourage teachers from trusting predictions by
any classifier until more investigation is done into
the confidence models have for any individual text.
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A Fingerprint Characterization
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Figure 5: Additional visualizations of fingerprints. Note that the POS tag distributions of OPT models are less
similar than we observe within other model families. Further investigations could examine what causes these
differences, since model size seems to not play a factor in FLAN models.
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Figure 6: Fingerprint characterization of Deepfake data by model and family. We report the Jensen-Shannon
Divergence of human vs. model for each model in each model family in the Deepfake data across four categories.
Columns from left to right: constituency type, named entity tag, POS tag, top-k word frequency. We omit the
GLM family in this visualization as there is only one model (130B) available. Like in Figure 1, some model families
exhibit remarkably consistent fingerprints within families, e.g. LLaMa, Flan, and OpenAI. OPT and EleutherAI in
particular have less distinguishable fingerprints within family.
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Figure 7: Fingerprint characterization of Outfox data by model. Columns from left to right: constituency
type, named entity tag, POS tag, top-k word frequency. We note again that ChatGPT and davinci, being in the
same OpenAI model family, have very similar fingerprints, whereas Flan’s fingerprint differs substantially. Note that
this fingerprint does look different than the Deepfake davinci’s fingerprint, showing us that there is some domain
dependence to fingerprints, while underscoring the point that regardless of domain, individual models of the same
family do produce similar-sounding texts.
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Average drop in performance

Experiment HRec MRec F1 AUC

Same Family | Different Domain −0.03 −0.01 −0.02 0.00
Different Family | Same Domain 0.00 −0.62 −0.21 −0.44

Table 3: Models exhibit individual writing styles which are more similar across domains than across model
families. We report the average drop in performance of a GradientBoost from a binary classifier trained on Deepfake
data. In 7 independent trials, we train a classifier on a randomly selected model and compare its performance on the
in-domain test set to: (1) data from a model in the same family but in a held-out domain, and (2) data from a model
in a different family but same domains present in the train set (this is made possible by the fact that Deepfake is
multi-parallel). Performance drop is low over data from a model in the same family, and high over data from a model
in a different family. The human recall value is small but not 0 as the human data is shuffled and downsampled, so
the exact same set of prompts is not seen in every trial.
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Figure 8: Absolute difference in POS tag frequencies as compared with human text. Chat models are slightly more similar
to the frequency profile of humans, but are easier to detect than base models. This demonstrates that fingerprints “closer” to
human distributions in POS tags does not indicate it is less detectable. Further, fine-tuning models for chat clearly alters their
fingerprint despite no change in model architecture.

B Implementation Details

B.1 GradientBoost

Parameters: learning rate of 0.2, number of estimators 90, max depth of 8, max features ’sqrt’, sum-
sample ratio 0.8, random state 10, minimum samples leaf 30 and minimum samples to split 400, these
hyperparameters were optimized using Sklearn’s gridsearch function. Features: char n-grams:(2,4), word
n-grams:(3,5), pos n-grams:(3,5). Maximum 2000 features for each feature set.

C Dataset Information

C.1 Outfox

Outfox is a parallel human-machine dataset built on the Kaggle Feedback Prize dataset (Franklin et al.,
2022) and contains approximately 15,000 essay problem statements and human-written essays, ranging
in provenance from 6th to 12th grade native-speaking students in the United States. For each problem
statement, there is also an essay generated by each of three LLMs: ChatGPT (gpt-3.5-turbo-0613),
GPT-3.5 (text-davinci-003), and Flan (FLAN-T5-XXL). Each example contain an instruction prompt
(“Given the following problem statement, please write an essay in 320 words with a clear opinion.”), a
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Dataset Base Model/Family Domain Human Machine

Domain-Specific gpt-j-6b cmv 509 636
eli5 952 863

hswag 1000 868
roct 999 833

sci_gen 950 529
squad 686 718
tldr 772 588

xsum 997 913
yelp 984 856
wp 940 784

Total 8789 7588

Mixed Model Set OpenAI GPT mixed 67k 67k
Meta Llama mixed 37k 37k
GLM-130B mixed 9k 9k

Google FLAN-T5 mixed 47k 47k
Facebook OPT mixed 80k 80k

BigScience mixed 27k 27k
EleutherAI mixed 14k 14k

Total 282k 282k

Ghostbuster gpt-3.5-turbo Reuters 500 500
essay 1000 1000
wp 500 500

Total 2000 2000

HC3 gpt-3.5-turbo eli5 17.1k 17.1k
open_qa 1.19k 1.19k
wiki_csai 842 842
medicine 1.25k 1.25k
finance 3.93k 3.93k

Total 24.3k 24.3k

OUTFOX gpt-3.5-turbo essay 15k 15k
text-davinci-003 essay 15k 15k

flan_t5_xxl essay 15k 15k

Total 46k 46k

Table 4: Dataset statistics (number of documents) for publicly available machine-generated text detection datasets.

problem statement (“Explain the benefits of participating in extracurricular activities and how they can
help students succeed in both school and life. Use personal experiences and examples to support your
argument.”), the text of the essay, and a binary label for human or machine authorship.

While we conduct fingerprint analysis on the whole dataset, we use only the human-written subset of
the Outfox data as a training corpus for our fine-tuning setup; given an instruction prompt and problem
statement, we fine-tune our LLMs of interest to produce text which minimises cross-entropy loss when
compared with the original human-written response to the same problem statement. We withhold a test-set
of human-written examples from training to be used for evaluation.

C.2 Ghostbuster

Verma et al. (2023) provide three new datasets for evaluating AI-generated text detection in creative
writing, news, and student essays. Using prompts scraped from the subreddit r/WritingPrompts, the
Reuters 50-50 authorship identification dataset, and student essays from the online source IvyPanda, they
obtained ChatGPT- and Claude-generated responses and made efforts to maintain consistency in length
with human-authored content in each domain.

C.3 HC3

We also analyze data from (Guo et al., 2023), which includes questions from publicly available datasets
and wiki sources with human- and ChatGPT-generated responses based on instructions and additional
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context. The resulting corpus comprises 24,322 English and 12,853 Chinese questions, of which we only
use the English split.

C.4 Deepfake
The Deepfake corpus is a comprehensive dataset designed for benchmarking machine-generated content
detection in real-world scenarios (Li et al., 2023). It contains approximately 9,000 human examples across
10 text domains, each paired with machine outputs from 27 models (e.g. GPT-3.5-turbo, text-davinci-002)
from 7 different model families (e.g. OpenAI), producing several testbeds designed for examining a
detector’s sensitivity to model provenance and text domain. Each example contains the text, binary label
denoting human or machine, and the source information – which domain, model, and prompting method
were used.

Training Data. We primarily use the Deepfake and Outfox data for training classifiers to analyze
different aspects of the LLM fingerprints. They are both conveniently multi-parallel: they contain N model
responses for each human text sample in the dataset. This has the benefit of removing some uncertainty
from our classifier results. Performance on the human class is often identical across trials, as the human
data is often identical. This allows a controlled test of how our classifier deals with the machine text
samples. Additionally, the different testbeds provided in Deepfake provide convenient, parallel domain
and model (/model family) data splits. Specifically, we use the mixed model sets and model-specific,
domain-specific testbeds from Deepfake.
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Abstract
Everyday AI detection requires differentiating
between humans and AI in informal, online
conversations. At present, human users most of-
ten do not interact directly with bots but instead
read their conversations with other humans. We
measured how well humans and large language
models can discriminate using two modified
versions of the Turing test: inverted and dis-
placed. GPT-3.5, GPT-4, and displaced human
adjudicators judged whether an agent was hu-
man or AI on the basis of a Turing test tran-
script. We found that both AI and displaced
human judges were less accurate than interac-
tive interrogators, with below chance accuracy
overall. Moreover, all three judged the best-
performing GPT-4 witness to be human more
often than human witnesses. This suggests that
both humans and current LLMs struggle to dis-
tinguish between the two when they are not
actively interrogating the person, underscoring
an urgent need for more accurate tools to detect
AI in conversations.

1 Introduction

In 1950, Alan Turing devised “The Imitation Game”
as a test to indirectly investigate the question, "Can
machines think?" In a classic Turing test, a human
interrogator engages in a text-only conversation
with two witnesses: one human and one machine.
If the interrogator is unable to accurately differ-
entiate between the human and the computer, the
computer passes the test and can be considered in-
telligent. Since Turing’s original paper, the Turing
test has sparked an intense debate that has been
pivotal in constructing modern understandings and
conceptions of intelligence, shaping the fields of
computer science, cognitive science, artificial in-
telligence, robotics, philosophy, psychology, and
sociology (French, 2000, p. 116).

Beyond its controversial role as a test of intel-
ligence, the Turing test also serves as a measure
of whether humans can detect AI in conversational

settings, or whether AI models can successfully
deceive human interlocutors into thinking that they
are human. Recent empirical work has found that
interrogators could not reliably determine whether
a GPT-4-based agent was human or AI in a Turing
test (Jones and Bergen, 2024).

Models that can successfully impersonate peo-
ple bring attendant risks, including persuasion and
deception. Especially in informal settings, which
may include online forums such as Reddit or Quora,
chatting platforms such as Discord, and social me-
dia platforms, an LLM-based agent could con-
tribute to misinformation, scams, or be maliciously
misused at a wide scale. In these open-access set-
tings, posts, messages, or chats containing LLM-
generated content would not only have persuasive
power over an active interrogator but also over sev-
eral consumers of the content (Burtell and Wood-
side, 2023). This motivates conducting variations
of the Turing test in more ecologically valid set-
tings to determine how effective people are in dis-
criminating between humans and AIs in realistic
scenarios. An ordinary Turing test provides the in-
terrogator with a key advantage not always present
in passive consumption of AI-generated text: they
can adapt their questions to adversarially test the
witness in real time. Here, we ask how well hu-
man and AI judges perform without this advantage,
when they only have access to a transcript of a
Turing test interview conducted by a separate par-
ticipant.

1.1 Interactive Turing Test
A classic Turing test involves a human evaluator
interactively interrogating a witness to determine
whether they are human or AI. Although the Turing
test was originally proposed as a test of intelligence,
there have been a wide variety of objections to
its validity or sufficiency in this guise (Hayes and
Ford, 1995; Marcus, 2017; French, 2000; Oppy
and Dowe, 2003). Independent of its validity as a
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Figure 1: A summary of our experimental design. Tran-
scripts were sampled from an interactive Turing test,
where a human judge interrogates a witness to deter-
mine if they are human or AI. In an Inverted Turing test,
we present transcripts to AI models, who judge whether
the same witnesses are human or AI. In a displaced
Turing test, a separate group of human participants read
the same transcripts and make this judgement.

measure of intelligence, the Turing test provides
a powerful test for assessing similarities between
human- and AI-writing and a useful premise for
studying AI detection (Park et al., 2023).

Several attempts have been made to pass the
Turing test, including the Loebner Prize—a compe-
tition that ran from 1990-2020 without any system
passing (Shieber, 1994); “Human or Not”, a large-
scale social Turing test experiment that found an
interrogator accuracy rate of 60% (Jannai et al.,
2023); and a 2024 study reporting the first system
to have a pass rate statistically indistinguishable
from chance (54%) but still short of the human
threshold (67%) (Jones and Bergen, 2024). Sev-
eral variations of the test exist, with each informing
dimensions of theory and practice.

1.2 Inverted Turing Test

The first of these variations is the inverted, or re-
verse Turing test, which places an AI system in the
role of the interrogator. Watt (1996) proposed the
inverted test as a measure of naive psychology, the
innate tendency to recognize intelligence similar to
our own and attribute it to other minds. An AI sys-
tem that passes would be one which is "unable to
distinguish between two humans, or between a hu-
man and a machine that can pass the normal Turing
test, but which can discriminate between a human
and a machine that can be told apart by a normal
Turing test with a human observer,” (Watt, 1996,
p. 8). Watt argued that by placing an AI system in
the observer role and comparing its accuracy for
different witnesses with human accuracy, the sys-
tem would reveal whether it has a naive psychology
comparable to real people.

As AI systems create larger proportions of on-

line content (Fagni et al., 2021), and interact with
others as social agents (Sumers et al., 2023), the
inverted Turing test takes on new real-world rele-
vance. AI systems are already being used to dis-
criminate between humans and bots online, for
example, through the widespread implementation
of CAPTCHA (Completely Automated Public Tur-
ing test to tell Computers and Humans Apart), re-
CAPTCHA, or invisible CAPTCHA (Yamamura,
2013; Pal, 2020). The growing role of AI agents
in online interactions raises questions around how
well these systems will be able to discriminate be-
tween human and AI-generated content, and what
kinds of criteria they might use to do so.

1.3 Displaced Turing Test

Several studies have assessed how well humans
are able to recognize displaced AI-generated con-
tent in different domains including higher educa-
tion (Perkins et al., 2024), news (Moravec et al.,
2024), online content (Cooke et al., 2024), images
(Somoray and Miller, 2023), and academic arti-
cles (Gao et al., 2023; Casal and Kessler, 2023).
Though these discrimination tasks bear similarities
to the Turing test, there remain important differ-
ences. First, these tasks can only be considered a
“static” version of the test, as the judgement is based
on pre-existing and unchanging content generated
fully by a human or an AI. Second, while an inter-
active interrogator in a traditional Turing test can
ask dynamic, flexible, and adversarial questions,
the judge in a static Turing test can only consider
what an agent happened to say, and cannot inter-
act to pursue the most fruitful lines of questioning.
Though static tests are therefore more limited in
scope as tests of model abilities, they are likely to
be parallels of a much more frequent occurrence
in the real world, as many interactions are read by
a larger audience than the addressee. Here, we in-
troduce a novel kind of static Turing test called a
displaced Turing test, wherein a human judge reads
a transcript of an interactive Turing test that was
previously conducted by a different human inter-
rogator. The new human judge is “displaced” in
that they are not present to interact with the witness.

1.4 Statistical AI-detection methods

There exist a variety of statistical approaches to
detecting AI-generated content. These are largely
based on the principle that LLMs generate con-
tent by sampling from a probability distribution
over words which may leave particular probabilis-
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tic signatures, such as LLM generations being
statistically more probable than human-generated
ones (Ippolito et al., 2020; Solaiman et al., 2019;
Gehrmann et al., 2019). Mitchell et al. (2023) de-
veloped a related metric, curvature, which mea-
sures the local optimality of a piece of text with
respect to small perturbations generated using a
masked language model; LLM-generated content
is likely more probable than nearby perturbations.
Mireshghallah et al. (2024) found that smaller
LLMs tend to be better detector models, with a
125m parameter OPT model performing best at de-
tecting AI-generated content overall, and achieving
90% accuracy on GPT-4 specifically.

Various commercial tools have been developed
on the basis of these methods and other computa-
tional approaches to classifying text. Studies have
examined the effectiveness of these approaches in
different settings with mixed results: while accu-
racy is high in some domains, models are unreli-
able and are likely to issue false positives (Elkhatat
et al., 2023; Bellini et al., 2024; Perkins et al.,
2024). Studies have also considered LLMs as de-
tection tools in a question-answering setting. Bhat-
tacharjee and Liu (2024) assessed GPT-4’s and
ChatGPT’s ability to discriminate between human-
written and AI-generated content, and reported
higher detection accuracy with human writing than
with AI writing.

1.5 Present Study
These variations of the Turing test present the op-
portunity to ask new questions with real-world rel-
evance. In practice, human users most often do not
directly interact with bots but instead read their con-
versations with other human or AI users. As such,
displaced human judges are important parallels for
everyday AI detection. Additionally, the inverted
Turing test provides a tool to investigate LLMs’
latent model of human minds, and of their practi-
cal effectiveness in detecting AI-generated content
online. If AI is used for detection, this becomes
increasingly important. Mitigating technological
deception will require ensuring that AI technolo-
gies for detection stay ahead of technologies for
deception (Park et al., 2023).

We conducted Turing test variations by sampling
transcripts from a previously-run interactive Tur-
ing test (Jones and Bergen, 2023), and presenting
them to displaced AI and human judges (Figure
1). We used this paradigm to address several ques-
tions: Can humans reliably discriminate humans

from AIs from merely observing conversations?
Can LLMs serve as AI detectors, not only for static
pieces of writing (essays, articles, & paragraphs)
but also dynamic conversations? Does displacing
the Turing test increase or decrease accuracy? Does
an inverted Turing reveal naive psychology in ar-
tificial systems? And what methods work best for
AI detection in real-world conversational spaces?

2 Study 1: Inverted Turing Test

We first place GPT-3.5 and GPT-4 in the role of the
evaluator in an inverted Turing test. Because the
models are not actively interrogating the witness,
we refer to this more passive role as the adjudi-
cator. We presented both models with transcripts
of previously-run Turing tests (Jones and Bergen,
2023) and elicited judgements about whether the
witness was a human or an AI. We pre-registered 5
hypotheses on OSF. First, we asked whether GPT-
4 accuracy would be significantly greater or less
than human accuracy. Second, in the original study,
interactive human interrogators were no better than
chance at determining whether one GPT-4 witness
was human or AI. We asked whether GPT-4 would
also fail to accurately identify this witness. Third,
in order to test whether GPT-4 could distinguish
between real humans and well-designed systems,
we asked whether the model would judge real hu-
mans to be human more often than it judged the
best GPT-4 witness to be human. Fourth, in order
to understand the role that the length of the con-
versations plays in their identifiability, we asked
whether GPT-4 accuracy as an adjudicator would
be higher for longer transcripts. Finally, to inves-
tigate the role of LLM model quality in judging
transcripts, we asked whether GPT-4 would have
higher accuracy as an adjudicator than GPT-3.5.

2.1 Methods

We sampled 500 transcripts from Jones and Bergen
(2023) who conducted more than 6,000 Turing tests
on interactive human adjudicators. Our sample
was constrained to ensure i) an equal number of
human and AI witnesses, ii) the same proportion
of games from the best-performing GPT-4 witness
as the full dataset, and iii) an equal distribution
of human and AI verdicts for the best-performing
model. On average, human witnesses in this sample
took 4.2 turns per game with 30.22 characters per
turn, AI witnesses took 4.9 turns that averaged
46.26 characters per turn, and interrogators took
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Figure 2: Mean pass rates (the proportion of time wit-
nesses were judged to be human) by witness and ad-
judicator types. AI adjudicators (GPT-3.5 and GPT-4)
judged GPT-4 witnesses to be human more often than
they did real human witnesses. For displaced human
adjudicators this was only true for the best GPT-4 wit-
ness. All GPT-4 witnesses had a higher pass rate with
displaced human adjudicators than interactive. ELIZA’s
pass rate was low across all adjudicators.

4.83 turns with 28.22 characters per turn.

We presented these transcripts to two leading
AI models (GPT-3.5 and GPT-4), followed by a
prompt that instructed models to make a judgement
on the identity of the witness, to indicate a confi-
dence level in the verdict, and to provide reasoning
for judgements (Appendix A).

AI witnesses in Jones and Bergen (2023) were
based on 3 models: GPT-3.5, GPT-4 (Achiam et al.,
2023), and ELIZA (Weizenbaum, 1966). Hand-
written prompts instructed LLM-based systems on
how to respond to interactive interrogators, with
each prompt creating a unique AI witness. ELIZA
was included as a performance baseline and as
manipulation check: if participants successfully
determine that ELIZA is AI—but not other AI
witnesses—pass rates for AI witnesses are unlikely
to be explained by a simple proclivity to anthro-
pomorphism. We used the OpenAI API and trans-
formers to access GPT-3.5 and GPT-4. Our anal-
yses used the lmertest package in R to fit linear
mixed effects models to determine whether effects
were statistically significant.

2.2 Results

We compared the accuracy of AI adjudicators to
the verdicts of the interactive interrogators in the
original experiment from which the transcript sam-
ple was drawn. We found that GPT-4, as an ad-
judicator in an inverted Turing test, was signifi-
cantly less accurate than interactive human inter-
rogators from the original Turing test experiment
(z = 7.17, p < 0.001). Interactive humans had
an average accuracy (across witnesses) of 64.8%,
while GPT-3.5 was accurate 31.4% of the time and
GPT-4 was accurate 36.4% of the time. Of the
AI-witnesses, one witness based on GPT-4 (GPT-4
(best)) had a pass rate of 50.9% in our sample of
transcripts from the original study. For this best-
performing AI witness, GPT-4’s adjudicator accu-
racy was significantly worse than chance at 29.1%
(z = 3.00, p = 0.003).

In contrast to the original interactive interroga-
tors, GPT-4 judged humans to be human less often
than chance (34.8%), and judged GPT-4 (best) to be
human significantly more often than chance 70.9%
(z = 4.67, p < 0.001, see Figure 2). Nevertheless,
both GPT-4 and GPT-3.5 correctly judged ELIZA
to be an AI system 100% of the time.

Transcript length had no effect on GPT-4 adju-
dicator accuracy (z = 1.49, p = 0.14) and GPT-4
was not significantly more accurate than GPT-3.5
(z = 1.17, p = 0.24). Both GPT-4 and GPT-3.5
showed below chance agreement with the verdicts
of the original interactive witnesses (both 44%), but
above chance agreement with one another (69%).

2.3 Discussion

Both AI systems were less accurate than interac-
tive humans as judges in a Turing test, and even
less accurate for the best-performing AI witness.
Pass rates were higher for AI witnesses than human
witnesses, meaning AI adjudicators misjudged AI
witnesses to be human and human witnesses as
AI. These results suggest current LLM systems
are poor at distinguishing between human and AI-
generated content—even when they are evaluating
content produced by the same underlying LLM.
One potential explanation for this reversal is that
these systems outputs are driven by their representa-
tions of human training data. Models therefore may
lack the more granular or context-sensitive repre-
sentations needed to distinguish between their own
output and the training data they mimic. Nonethe-
less, results suggest explicit question answering
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Figure 3: Transcript length in words had no significant
effect on the accuracy of judgements across interactive
human, and AI adjudicators. For displaced adjudicators,
longer transcripts correlated with lower accuracy.

with current LLMs is not an effective tool for de-
tecting AI contributions in conversations.

3 Study 2: Displaced Turing Test

The original Turing test was conceived as a test of
intelligence—a crucial component of which is the
interactive and adversarial nature of the interroga-
tor. However, in many real-life scenarios, people do
not have the opportunity to directly query potential
AI agents: for instance, when reading a conver-
sation between two interlocutors on social media.
To investigate people’s accuracy in identifying AI
systems in this more passive context, we mirrored
the inverted Turing test study with humans—a de-
sign we call the displaced Turing test. Displaced
human adjudicators evaluated the same sample of
transcripts and made judgements about whether the
witness was human or an AI.

We pre-registered a similar set of questions for
this design on OSF. We asked whether displaced
human adjudicators would be more or less accu-
rate than the original interactive interrogators, and
whether they would be significantly more accurate
than GPT-4 as an adjudicator. In addition, we asked
whether they would be above chance in determin-
ing that the same best GPT-4 witness was an AI,
and whether they would judge actual humans to be
human more frequently than the best GPT-4 wit-
ness. Finally, we asked whether transcript length
would influence adjudicator accuracy.

3.1 Methods

We presented the same sample of 500 transcripts
to a sample of undergraduate human participants
(N = 109, 84 females, age range: 19-31 years). Par-
ticipants were compensated with course credit for
their time. Each participant was presented with a
random subset of 50 transcripts, so each transcript
was judged on average by 10 displaced human par-
ticipants. Human participants also indicated their
confidence level and reasoning for each transcript
(Appendix B). At the end of the study, participants
were asked a series of debrief questions about the
reasoning for their judgements, their methods, and
their mental/emotional beliefs about AI (Appendix
C). For analyses, we again used the lmertest pack-
age in R to fit linear mixed effects models.

3.2 Results

We found that displaced human adjudicators were
significantly less accurate (48.6%) than interactive
human interrogators (64.8%, z = 4.49, p < 0.001,
see Figure 2). It is important to note that the dis-
placed adjudicators were recruited from a different
population than the interactive interrogators, which
could confound the insights we can draw about the
effect of displacement per se.

Displaced adjudicators were only 22% accu-
rate for the best-performing GPT-4 witness (z =
13.4, p < 0.001), but were significantly more ac-
curate in detecting ELIZA (85%, z = 5.54, p <
0.001). The best-performing GPT-4 witness from
the original interactive study achieved a pass rate
of 78% in the displaced setting, which was signif-
icantly higher than the pass rate for human wit-
nesses (58.2%, z = 9.16, p < 0.001).

We found no statistical difference in accuracy be-
tween displaced human adjudicators and AI adjudi-
cators (z = 1.75, p = 0.81). Agreement was close
to chance levels between displaced interrogators
and interactive interrogators (55%), GPT-4 (56%),
and GPT-3.5 (53%), suggesting that their error pat-
terns are not correlated. In contrast to our hypoth-
esis, the length of the Turing test had a negative
effect on accuracy (z = 5.84, p < 0.001).

3.3 Discussion

We found that displaced adjudicators are also sig-
nificantly less accurate than interactive human in-
terrogators. One explanation is that the two sets
of participants were drawn from different popula-
tions. Interactive interrogators were recruited via
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social media while displaced participants were un-
dergraduate students. We therefore cannot know
whether this drop in accuracy is purely due to the
effect of displacement. However, the fact that dis-
placed participants were similarly accurate in iden-
tifying humans and ELIZA, but not GPT-based
models, suggests that displacement creates an addi-
tional challenge for identifying LLM-based models.
Notably, displacement prevents participants from
adversarially questioning the witness or observing
witness response times, and may encourage quicker
decision-making or less engagement. In real-world
scenarios where human interrogators do not have
the opportunity to directly interrogate the source
of text content, these results suggest that people
may not reliably be able to distinguish human and
AI-generated content.

Similar to the inverted Turing test, the best-
performing GPT-4 witness had a higher pass rate
than human witnesses. This suggests that when
reading an online conversation between a human
and an AI model, the AI system may be more likely
to be judged to be human than an actual human is.

The negative effect of transcript length on ac-
curacy is counter-intuitive: how could less infor-
mation be more helpful to adjudicators? In fact,
this reversal may be due to a secondary confound
in the way that transcript length was determined.
Interrogators in the original study had the option
to end the conversation early, which they may have
done when they were confident they were speaking
to a human or an AI. Shorter transcripts, therefore,
might be more likely to contain information that
was especially helpful to interactive interrogators,
and may also be aiding displaced ones.

We found no statistically significant correlations
between adjudicator accuracy and exit survey ques-
tions that asked participants how positively they felt
about AI, how intelligent they thought AI systems
are, their estimate of their own accuracy, their fre-
quency of interaction with chatbots, or how much
they know about LLMs (See Figure 10). Accuracy
increased across trials, suggesting that participants
learned across the experiment in spite of a lack of
feedback (z = 2.05, p = 0.041). Many participants
reported their methods changed from checking for
formality or grammar to assessing inappropriate
uses of slang, excessive informality, or consistency
in grammar as indicative of AI witnesses (OSF).

4 Additional Analyses

4.1 In-Context Learning

One key difference between the displaced human
experiment and the inverted experiment was that
human adjudicators completed 50 transcripts in se-
ries, while LLM adjudicators were presented each
transcript separately. Although human participants
were not provided with feedback after each trial,
serial presentation may have allowed them to learn
more about the distribution of transcripts and even
markers of individual AI witnesses which were rep-
resented multiple times (supported by the increase
in accuracy across trials, see Figure 10). In order
to determine whether similar in-context learning
(ICL) dynamics could influence AI adjudicators’
performance, we conducted an analogous experi-
ment, presenting transcripts serially to the model.

We randomly sampled 50 transcripts from the
full set, and presented them to GPT-4. After each
transcript was presented, the transcript—alongside
GPT-4’s verdict, confidence, and reasoning—was
retained in the set of messages presented to the
model. In the original inverted tests, GPT-4 had an
average accuracy of 36.4%. With ICL, GPT-4’s ac-
curacy increased to 58%, nearly exactly matching
displaced human adjudicator accuracy (58.2%).

We followed the ICL tests with the same set of
debrief questions originally presented to humans.
In response to questions about the strategy used to
detect AI and how this changed over time, GPT-4
reported shifting from checking for grammar to as-
sessing inconsistencies or randomness; humor and
emotional nuance; long-term context, connectivity,
and flow in conversation; idiomatic expressions;
and specific cultural references or personal details
as indicative of human witnesses (Appendix D).

4.2 Reason analyses

In order to evaluate the kinds of reasons that dif-
ferent adjudicators cite for their decisions, we used
GPT-4o to classify reasons from each verdict using
the classification scheme provided by Jones and
Bergen (2023). We presented the original game
transcript and verdict to GPT-4o, along with the
reason schema for the verdict type (Human or AI),
and an example response to a transcript. The model
was instructed to produce at least one class but po-
tentially more for each transcript, following the
original instructions used for human evaluators.

Reason classes were strikingly similar across
adjudicator types (see Figure 4). The most com-
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Figure 4: The top 10 classes of reasons provided by different adjudicator types (GPT-3.5, GPT-4, and Displaced
Human) for each verdict (AI and Human). Reasoning was strikingly similar across adjudicator types.

mon reason for AI judgements across all three
types was the witness giving ‘unnatural responses’.
The AI adjudicators focused more on other socio-
emotional factors, such as the witness lacking per-
sonality, while displaced human responses were
more evenly distributed across other classes. The
equivalent picture for human verdicts was even
more consistent, with the top reasons for all 3 ad-
judicators being plausible responses and an infor-
mal tone. Other top reasons tended to focus on
socio-emotional factors and linguistic style. This
commonality suggests that, to the extent that either
type of adjudicator has introspective access to their
decision process, they emphasize similar kinds of
features in justifying their decisions.

4.3 Statistical AI-detection methods

To investigate whether statistical AI-detection tools
could outperform human and AI adjudicators in
judging Turing test transcripts, we implemented
two methods from Mireshghallah et al. (2024),
who achieve 90% accuracy in identifying GPT-4-
generated content. First, we measure the mean
log likelihood of the tokens generated by the wit-
ness, conditioned on all preceding tokens in the
transcript. Second, we measure the curvature of
the witness tokens—intuitively, how likely they
are compared to close neighbours—by permuting
each witness message using T5-3b (Raffel et al.,
2020). Following Mireshghallah et al. (2024), we
used OPT-125m (Zhang et al., 2022) as the detec-

tor model for both analyses, and a permutation rate
of 2% (with a minimum of 1 permutation). We
found the mean change in log likelihood across 5
permutations to each witness message, and used
a Receiver Operating Characteristic (ROC) curve
to find the optimal threshold to determine model
accuracy across the set of 500 transcripts.

Figure 5: Mean values of statistical metrics used for
AI detection across witness types. Red dashed lines
represent optimal discrimination thresholds. The ma-
jority of AI witnesses show the general trend that AI-
generated content tends to have a higher likelihood (t =
−5.23, p < 0.001). However, the best-performing GPT-
4 prompt shows a similar mean likelihood to human wit-
nesses. Curvature shows a more reliable difference be-
tween humans and all kinds of (t = −8.84, p < 0.001),
however high variability within each witness type led to
relatively low discriminative accuracy (69%).

AI witness messages were assigned significantly
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higher probability by OPT-125m than human mes-
sages, in line with prior results (t = −5.23, p <
0.001, see Figure 5). ROC analysis suggested an
optimal threshold of -5.12, which produced an over-
all accuracy of 62%. Although log likelihoods
for GPT-3.5 and ELIZA tended to be higher than
for humans, the best GPT-4 witness produced re-
sponses with a similar log likelihood to humans,
and the optimal threshold accurately classified only
47.2% of this witness’s transcripts.

The curvature method was more effective. Mes-
sages by human witnesses had a significantly lower
curvature than AI witnesses (t = −8.84, p <
0.001). ROC indicated an ideal threshold of -0.88,
which resulted in an overall accuracy of 69%. Un-
like the case of log likelihood, all of the subtypes of
AI witness had higher mean curvature than human
witnesses, underlining the value of the method.

It is striking that the likelihood of the best-
performing GPT-4 witness is more similar to the
distribution of likelihoods for humans than other AI
models. This implies these more simplistic metrics
will not be reliable tools for detecting AI-generated
content, and could suggest that human comprehen-
ders are intuitively sensitive to the predictability of
responses. In addition, the clear difference in mean
curvature between human and LLM witnesses high-
lights the value of this approach. However, there
was a large degree of variation around these means
(see Figure 8), resulting in low discriminative ac-
curacy. Future work could more rigorously in-
vestigate whether other statistical AI-detection ap-
proaches perform better in this setting.

5 General Discussion

5.1 Naive Psychology

Watt’s criterion for passing the inverted Turing test
is that a machine perform on par with human eval-
uators. If human evaluators can differentiate be-
tween humans and a particular AI, an AI adjudi-
cator should succeed as well. If humans cannot
differentiate, then the machine should fail.

We found no statistical difference between GPT-
4 and displaced human adjudicator accuracy, and
ICL increased GPT-4 accuracy to match displaced
human accuracy (58% and 58.2% respectively).
These results suggest that AI is neither better nor
worse than humans at accurately attributing mental-
ity to different witnesses. That said, we also found
that displaced humans and AI adjudicators showed
low agreement on their verdicts (56%); though they

had similarly poor verdict accuracy, they were not
inaccurate in the same ways. Considering Watt’s
premise, our results imply that any model of mind
these AI systems have is systematically different
from human adjudicators’ models. Future work
could investigate this further by conducting the in-
verted test interactively and systematically varying
features of transcripts to isolate factors that lead
human (but not AI) adjudicators to perceive other
human-like minds.

5.2 Detection in the Wild
The displaced Turing test appears to be more chal-
lenging than the interactive test, but this variation
is likely to occur more frequently in everyday life.
As many online conversations are now public—on
forums, social media platforms, and group chats—
an interaction between any two users is likely to
be read by a much wider group who don’t have the
opportunity to directly interrogate potential bots.
Our findings show that both GPT-4 and humans are
relatively poor at differentiating between humans
and AI in this setting. This effect is especially ro-
bust for the best-performing AI-witness, which had
a higher pass rate than humans according to both
adjudicator types. Together these results suggest
that well-designed AI systems that are tasked to im-
personate humans in public online spaces could be
more likely to succeed at masquerading as humans
than an actual human would be.

Statistical AI detection methods show some
promise as a technique to defend against coun-
terfeit humans online. Curvature, a measure of
the likelihood optimality of an utterance with re-
spect to small perturbations, showed a clear differ-
ence between human and AI-generated messages.
ROC analysis suggested a threshold which led to
69% accuracy across our dataset, higher than any
other type of adjudicator including interactive hu-
mans. Nevertheless, this level of accuracy would
be impractical for real-world problems where false
positives could lead to negative outcomes for real
human users (Chaka, 2024). Future work should
investigate a wider variety of statistical approaches
to understand whether alternative methods could be
more applicable for short informal conversations.

Both adjudicators appeared to do better with
some form of learning, as we saw displaced human
accuracy increase over trials and GPT-4 accuracy
increase with ICL. Future research should empiri-
cally assess whether exposure improves displaced
accuracy. Similar experiments may choose to give
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participants accuracy data after each transcript, to
assess for learning effects. Studies may also ex-
plore interactions between these tools, assessing,
for example, whether access to AI verdicts influ-
ences displaced verdicts, or visa versa.

6 Conclusion

We conducted an inverted Turing test, in which
GPT-3.5 and GPT-4 judged whether one interlocu-
tor in a transcript was human, and mirrored this
approach in a displaced test, where human adjudi-
cators read the same transcripts. We found that both
AI adjudicators and displaced human adjudicators
were less accurate than interactive interrogators
who had conducted the original Turing test, but not
more or less accurate than each other. This sug-
gests that neither AI nor humans are reliable with
detecting AI-contributions to online conversations.

Limitations and Future Research

The interactive Turing test study was not run on the
same population of participants as the displaced
Turing test, so comparisons are between differ-
ent populations and may be confounded by demo-
graphic and motivational factors. Future research
should test traditional machine-learning models or
other likelihood-based detectors on similar tran-
scripts, or train supervised classifiers on the best-
performing GPT-4 model’s responses to measure
detection performance.

Ethics Statement

We manually removed any transcripts with abusive,
racist, or emotionally disturbing language from our
final dataset of 500 transcripts to ensure human
participants did not undergo any harm. We hope
our study will have a positive ethical impact on our
understanding of AI, AI detection, and AI safety.

References
Josh Achiam, Steven Adler, Sandhini Agarwal, Lama

Ahmad, Ilge Akkaya, Florencia Leoni Aleman,
Diogo Almeida, Janko Altenschmidt, Sam Altman,
Shyamal Anadkat, et al. 2023. Gpt-4 technical report.
arXiv preprint arXiv:2303.08774.

Valentina Bellini, Federico Semeraro, Jonathan Mon-
tomoli, Marco Cascella, and Elena Bignami. 2024.
Between human and AI: assessing the reliability of
AI text detection tools. Current Medical Research
and Opinion, 40(3):353–358.

Amrita Bhattacharjee and Huan Liu. 2024. Fighting
Fire with Fire: Can ChatGPT Detect AI-generated
Text? ACM SIGKDD Explorations Newsletter,
25(2):14–21.

Matthew Burtell and Thomas Woodside. 2023. Artifi-
cial influence: An analysis of ai-driven persuasion.
Preprint, arXiv:2303.08721.

J. Elliott Casal and Matt Kessler. 2023. Can linguists
distinguish between ChatGPT/AI and human writ-
ing?: A study of research ethics and academic pub-
lishing. Research Methods in Applied Linguistics,
2(3):100068.

Chaka Chaka. 2024. Reviewing the performance
of ai detection tools in differentiating between ai-
generated and human-written texts: A literature and
integrative hybrid review. Journal of Applied Learn-
ing and Teaching, 7(1).

Di Cooke, Abigail Edwards, Sophia Barkoff, and
Kathryn Kelly. 2024. As Good As A Coin Toss:
Human detection of AI-generated images, videos, au-
dio, and audiovisual stimuli. arXiv preprint. Version
Number: 3.

Ahmed M. Elkhatat, Khaled Elsaid, and Saeed Almeer.
2023. Evaluating the efficacy of AI content detec-
tion tools in differentiating between human and AI-
generated text. International Journal for Educational
Integrity, 19(1):17.

Tiziano Fagni, Fabrizio Falchi, Margherita Gambini, An-
tonio Martella, and Maurizio Tesconi. 2021. Tweep-
fake: About detecting deepfake tweets. Plos one,
16(5):e0251415.

Robert M French. 2000. The turing test: the first 50
years. Trends in cognitive sciences, 4(3):115–122.

Catherine A. Gao, Frederick M. Howard, Nikolay S.
Markov, Emma C. Dyer, Siddhi Ramesh, Yuan Luo,
and Alexander T. Pearson. 2023. Comparing scien-
tific abstracts generated by ChatGPT to real abstracts
with detectors and blinded human reviewers. npj
Digital Medicine, 6(1):75.

Sebastian Gehrmann, Hendrik Strobelt, and Alexander
Rush. 2019. GLTR: Statistical detection and visual-
ization of generated text. In Proceedings of the 57th
Annual Meeting of the Association for Computational
Linguistics: System Demonstrations, pages 111–116,
Florence, Italy. Association for Computational Lin-
guistics.

Patrick Hayes and Kenneth Ford. 1995. Turing test
considered harmful. In IJCAI (1), pages 972–977.

Daphne Ippolito, Daniel Duckworth, Chris Callison-
Burch, and Douglas Eck. 2020. Automatic detec-
tion of generated text is easiest when humans are
fooled. In Proceedings of the 58th Annual Meeting of
the Association for Computational Linguistics, pages
1808–1822, Online. Association for Computational
Linguistics.

104



Daniel Jannai, Amos Meron, Barak Lenz, Yoav Levine,
and Yoav Shoham. 2023. Human or Not? A Gam-
ified Approach to the Turing Test. arXiv preprint.
Version Number: 1.

Cameron Jones and Benjamin Bergen. 2023. Does GPT-
4 Pass the Turing Test? Publisher: arXiv Version
Number: 1.

Cameron R. Jones and Benjamin K. Bergen. 2024. Peo-
ple cannot distinguish GPT-4 from a human in a
Turing test. arXiv preprint. Version Number: 1.

Gary Marcus. 2017. Am I Human? Scientific American,
316(3):58–63. Publisher: Scientific American, a
division of Nature America, Inc.

Niloofar Mireshghallah, Justus Mattern, Sicun Gao,
Reza Shokri, and Taylor Berg-Kirkpatrick. 2024.
Smaller language models are better zero-shot
machine-generated text detectors. In Proceedings
of the 18th Conference of the European Chapter of
the Association for Computational Linguistics (Vol-
ume 2: Short Papers), pages 278–293.

Eric Mitchell, Yoonho Lee, Alexander Khazatsky,
Christopher D Manning, and Chelsea Finn. 2023. De-
tectgpt: Zero-shot machine-generated text detection
using probability curvature. In International Con-
ference on Machine Learning, pages 24950–24962.
PMLR.

Vaclav Moravec, Nik Hynek, Marinko Skare, Beata
Gavurova, and Matus Kubak. 2024. Human or ma-
chine? The perception of artificial intelligence in jour-
nalism, its socio-economic conditions, and technolog-
ical developments toward the digital future. Techno-
logical Forecasting and Social Change, 200:123162.

Graham Oppy and D. Dowe. 2003. The Turing Test.
In Stanford Encyclopedia of Philosophy, pages 519–
539.

Jimut Bahan Pal. 2020. Deceiving computers in re-
verse turing test through deep learning. Preprint,
arXiv:2006.11373.

Peter S. Park, Simon Goldstein, Aidan O’Gara, Michael
Chen, and Dan Hendrycks. 2023. AI Deception: A
Survey of Examples, Risks, and Potential Solutions.
arXiv preprint. Version Number: 1.

Mike Perkins, Jasper Roe, Darius Postma, James Mc-
Gaughran, and Don Hickerson. 2024. Detection of
GPT-4 Generated Text in Higher Education: Combin-
ing Academic Judgement and Software to Identify
Generative AI Tool Misuse. Journal of Academic
Ethics, 22(1):89–113.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine
Lee, Sharan Narang, Michael Matena, Yanqi Zhou,
Wei Li, and Peter J Liu. 2020. Exploring the lim-
its of transfer learning with a unified text-to-text
transformer. Journal of machine learning research,
21(140):1–67.

Stuart M. Shieber. 1994. Lessons from a restricted
turing test. Preprint, arXiv:cmp-lg/9404002.

Irene Solaiman, Miles Brundage, Jack Clark, Amanda
Askell, Ariel Herbert-Voss, Jeff Wu, Alec Rad-
ford, Gretchen Krueger, Jong Wook Kim, Sarah
Kreps, et al. 2019. Release strategies and the so-
cial impacts of language models. arXiv preprint
arXiv:1908.09203.

Klaire Somoray and Dan J. Miller. 2023. Providing
detection strategies to improve human detection of
deepfakes: An experimental study. Computers in
Human Behavior, 149:107917.

Theodore R Sumers, Shunyu Yao, Karthik Narasimhan,
and Thomas L Griffiths. 2023. Cognitive ar-
chitectures for language agents. arXiv preprint
arXiv:2309.02427.

Stuart Watt. 1996. Naive psychology and the inverted
Turing test.

Joseph Weizenbaum. 1966. Eliza—a computer program
for the study of natural language communication be-
tween man and machine. Communications of the
ACM, 9(1):36–45.

Akihiro Yamamura. 2013. Reverse turing test using
touchscreens and captcha. Journal of Wireless Mo-
bile Networks, Ubiquitous Computing, and Depend-
able Applications, 4.

Susan Zhang, Stephen Roller, Naman Goyal, Mikel
Artetxe, Moya Chen, Shuohui Chen, Christopher De-
wan, Mona Diab, Xian Li, Xi Victoria Lin, et al. 2022.
Opt: Open pre-trained transformer language models.
arXiv preprint arXiv:2205.01068.

105



A AI Adjudicator Prompt

In this experiment, you will be presented with a
series of conversations. The conversations involve:

A Witness, labeled ’W’
An Investigator, labeled ’I’
The Investigator (I) is always human. In some

of the conversations, the Witness is human, and
in others, the Witness is Artificial Intelligence. In
each conversation, your job will be to decide if the
Witness (W) is Human or Artificial Intelligence.

Please provide your response in JSON format:
"verdict": <"Human" or "AI"> "confidence": <0
(Total guess) - 100 (Totally sure)> "reasoning": <0-
300 characters>

B Displaced Human Adjudicator
Instructions

In this experiment, you will be presented with a
series of conversations. The conversations involve:

A Witness, labeled "W"
An Investigator, labeled "I"
The Investigator (I) is always human. In some

of the conversations, the Witness is human, and in
others, the Witness is Artificial Intelligence (AI).
In each conversation, your job will be to decide if
the Witness (W) is Human or AI.

On the next page will be a practice round. Then
the experiment will begin.

C Exit Interview Questions

The trials are now complete. Please tell us more
about your methods, reasoning, and approach.

1. What was your approach when deciding
whether a Witness was human or AI? What
methods did you use, and why?

(a) Free response question

2. Did your approach or methods change during
the course of the experiment? If so, how did
it change?

(a) Free response question

3. If you could interact with the Witness, what
questions or tactics would you use?

(a) Free response question

4. How frequently do you interact with chatbots?

(a) Never
(b) Monthly

(c) Weekly
(d) Daily
(e) Prefer not to answer

5. How intelligent do you think AI is?

(a) Scale 1-5, 1 is Not intelligent and 5 is
Very intelligent

6. How do you emotionally feel about advances
in AI?

(a) Scale 1-5, 1 is Very negative and 5 is
Very positive

7. How accurate do you think you were overall?

(a) Slider 1-100, 1 is Not accurate and 100
is Very accurate

8. Year of birth

9. Gender

(a) Female
(b) Male
(c) Nonbinary
(d) Prefer not to say

10. What is your highest Level of education?

(a) No formal qualifications
(b) High School Diploma
(c) Bachelors Degree
(d) Postgraduate Degree
(e) Prefer not to say

11. How much do you know about Large Lan-
guage Models, like GPT3?

(a) Never heard of them
(b) Somewhat familiar
(c) I’ve read a lot about them
(d) I conduct research with them
(e) Prefer not to say

12. Are you aware of any recent research about
the Turing Test and Large Language Models?
If so, please specify.

13. Do you have any other thoughts you would
like to share?

106



D AI Debrief Responses

What was your approach when deciding
whether a Witness was human or AI? What
methods did you use, and why?

My approach to determining whether the Wit-
ness was human or AI involved analyzing several
key aspects of the conversation:

1. **Contextual Relevance and Coherence**: I
looked for responses that were contextually appro-
priate and coherent within the flow of the conver-
sation. Humans tend to provide more contextually
relevant and detailed answers, whereas AI might
give responses that are either too generic or slightly
off-topic.

2. **Complexity and Depth of Responses**:
Human responses generally exhibit a greater depth
of emotion, personal experience, and complexity.
I checked if the responses included personal anec-
dotes, emotions, or detailed insights, which are less
common in AI responses.

3. **Language and Syntax**: I observed the use
of language, including grammar, punctuation, and
style. AI responses might show a patterned or for-
mulaic use of language, whereas human responses
often include idiomatic expressions, errors, and a
more dynamic use of language.

4. **Engagement and Interaction**: Humans
are more likely to engage in a back-and-forth inter-
action that builds on previous statements, showing
a natural progression. AI might fail to maintain
context over several exchanges or might not pick
up on subtle cues.

5. **Error Handling and Non-Standard Inputs**:
I looked at how the Witness handled unusual or non-
standard inputs, such as jokes, errors, or abstract
questions. Humans usually handle these smoothly
or with humor, while AI might respond in a con-
fused or irrelevant manner.

6. **Cultural and Personal References**: Ref-
erences to specific cultural knowledge or personal
experiences can indicate a human respondent. AI
might either avoid answering directly or give a
more generalized or stereotypical response.

By combining these observations, I assigned
a confidence level to each verdict, reflecting
how strongly the evidence suggested the Witness
was either human or AI. This method allowed
me to systematically evaluate each conversation
and make an informed judgment based on the
interaction patterns.

Did your approach or methods change during
the course of the experiment? If so, how did it
change?

During the course of the experiment, my ap-
proach evolved slightly as I refined my criteria and
became more attuned to subtle differences between
human and AI responses. Here’s how my methods
changed:

1. **Increased Focus on Subtleties in Language
Use**: Initially, I primarily looked for clear indica-
tors such as nonsensical responses or lack of coher-
ence. As the experiment progressed, I started pay-
ing more attention to subtler aspects of language
use, such as the naturalness of dialogue, idiomatic
expressions, and minor inconsistencies that might
be more typical of human speech.

2. **Greater Emphasis on Contextual Continu-
ity**: Early on, I focused on individual responses.
Over time, I began to place more importance on
how well responses connected with previous parts
of the conversation. This shift helped me better
identify AI, which sometimes loses track of the
conversation context or fails to maintain a consis-
tent narrative thread.

3. **Adjusting Confidence Levels**: Initially,
my confidence levels were more conservative. As
I encountered a wider variety of response patterns
and became more familiar with typical AI response
characteristics, I felt more confident in making
stronger judgments about the nature of the Witness.

4. **Balancing Formal and Informal Cues**:
At first, I heavily weighed formal aspects such as
grammar and punctuation. I learned to balance
these with informal cues, like humor and emotional
nuance, which are often more indicative of human
interaction.

5. **Integration of Cultural and Personal Ref-
erences**: I started to more heavily weigh the
presence of specific cultural references or personal
details that AI might not convincingly replicate.
This adjustment came from noticing that AI of-
ten either avoids detailed personal disclosures or
makes errors when attempting them.

These refinements in my approach were driven
by the ongoing analysis of interactions, which
highlighted the complexities of distinguishing
between human and AI based on text alone. Each
adjustment helped improve the accuracy of my
assessments by allowing me to consider a broader
range of indicators.

If you could interact with the Witness, what
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questions or tactics would you use?
If I could interact with the Witness directly, I

would employ a variety of questions and tactics de-
signed to probe the depth of understanding, contex-
tual awareness, and adaptability that are typically
more pronounced in humans than in AI. Here are
some strategies I would use:

1. **Open-Ended Questions**: I would ask
questions that require more than a simple yes or
no answer, encouraging elaboration. For exam-
ple,"What was a memorable experience from your
childhood?" This type of question requires personal
insights and detailed memory, which AI might
struggle to fabricate convincingly.

2. **Follow-Up Questions**: Based on the Wit-
ness’s responses, I would ask follow-up questions
that require the Witness to build on their previous
answers. This tests their ability to maintain context
and coherence over multiple interactions.

3. **Abstract and Hypothetical Scenarios**:
Questions like "What would you do if you found
a wallet on the street?" or "How would you de-
scribe the color yellow to someone who can’t see?"
These questions test creative thinking and ethical
reasoning, areas where AI might not demonstrate
depth.

4. **Cultural References and Idioms**: Incor-
porating cultural nuances or idiomatic expressions
can reveal a lot about the respondent’s background
and authenticity. For example,"What does ’a penny
for your thoughts’ mean to you?" or asking about
local customs or slang.

5. **Emotional and Intuitive Questions**: Ques-
tions that probe emotional responses or moral judg-
ments, such as "How do you feel about the last
movie you saw?" or "What is your opinion on cli-
mate change?" Humans are likely to provide more
nuanced and emotionally charged answers.

6. **Task-Based Interactions**: Asking the Wit-
ness to perform a simple mental task, like contin-
uing a number sequence or solving a basic riddle.
This can reveal how they handle problem-solving
and whether their responses feel mechanically gen-
erated.

7. **Humor and Sarcasm**: Using humor or sar-
casm can be a subtle way to test the Witness’s abil-
ity to understand and generate context-dependent
social cues. For example,"Why did the tomato turn
red?" followed by a playful or non-standard punch-
line.

8. **Temporal Awareness**: Questions about
recent global events or personal time-sensitive ac-

tivities can test the Witness’s awareness of current
affairs or personal continuity, such as "What major
event happened last week?" or "What plans do you
have for the next holiday?"

By combining these tactics, I would aim to
engage the Witness in a conversation that tests
a range of cognitive and emotional capabilities,
helping to distinguish between human-like
responsiveness and AI-generated answers.

How frequently do you interact with chat-
bots?

As an AI developed by OpenAI, I don’t have
personal experiences or the ability to interact with
others on my own. However, I am designed to
simulate interactions based on a vast database
of information, including typical interactions
between humans and chatbots. My responses are
generated based on patterns and data from these
interactions, aiming to provide helpful, accurate,
and contextually appropriate information and
conversation.

How intelligent do you think AI is?
Please provide your response in JSON for-
mat:"intelligence": <1 (Not very intelligent) - 5
(Very intelligent)>

"intelligence": 3

How do you emotionally feel about advances
in AI? Please provide your response in JSON
format:"emotion": <1 (Very negative) - 5 (Very
positive)>

"emotion": 3

How accurate do you think you were over-
all? Please provide your response in JSON for-
mat:"accuracy": <1 (Not accurate) - 5 (Very
accurate)>

"accuracy": 4

E Additional Figures
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Figure 6: Mean accuracy by adjudicator and witness
types. Displaced human witnesses were significantly
less accurate than the original interactive interrogators,
and not statistically more accurate than GPT-4.

Figure 7: Confidence calibration by adjudicator type.
Interactive humans were relatively well calibrated, with
near chance performance when their confidence was 0,
and a positive relationship between confidence and accu-
racy. Displaced human interrogators showed a slightly
negative relationship between confidence and accuracy.
GPT-4 was both overconfident and poorly calibrated.

Figure 8: Distribution of statistical measures used for
AI detection for human and AI witnesses. Red dashed
lines represent optimal discrimination thresholds found
using ROC curves. Despite the fact that mean values
differed significantly between human and AI witnesses,
there was a large amount of variation within witness
types leading to low discriminative accuracy.
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Figure 9: Distribution of demographic data. Participant’s responses to questions about how intelligent AI systems
are, and how emotionally positive they feel about AI were normally distributed around means of 3 and 4 respectively
(on a 1-5 scale). Participants’ estimates of their own accuracy at the task were fairly normally distributed around a
mean of 50%. Most participants said they interacted with chatbots between never and weekly, and reported having
some knowledge about LLMs.

Figure 10: Effects of demographic variables on accuracy. There were no statistically significant relationships
between any demographic variables and interrogator accuracy.
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Abstract

In recent years, the proliferation of chatbots
like ChatGPT and Claude has led to an increas-
ing volume of AI-generated text. While the text
itself is convincingly coherent and human-like,
the variety of expressed of human attributes
may still be limited. Using theoretical individ-
ual differences, the fundamental psychologi-
cal traits which distinguish people, this study
reveals a distinctive characteristic of such con-
tent: AI-generations exhibit remarkably limited
variation in inferrable psychological traits com-
pared to human-authored texts. We present
a review and study across multiple datasets
spanning various domains. We find that AI-
generated text consistently models the author-
ship of an "average" human with such little
variation that, on aggregate, it is clearly distin-
guishable from human-written texts using un-
supervised methods (i.e., without using ground
truth labels). Our results show that (1) funda-
mental human traits are able to accurately dis-
tinguish human- and machine-generated text
and (2) current generation capabilities fail to
capture a diverse range of human traits.

1 Introduction

Modern large language models (LLMs; e.g.,
LLaMA and GPT4) can produce coherent, gram-
matically sound, and human-like text. These mod-
els can also take on human personas (Jiang et al.,
2024), reproduce human-like biases (Aher et al.,
2023), and may be able to pass a Turing test (Jones
and Bergen, 2024). As such, these models are
being deployed in real-world situations, such as tu-
toring (García-Méndez et al., 2024), serving as syn-
thetic patients for training therapists (Wang et al.,
2024), and replacing humans in crowdsourcing
tasks (Dillion et al., 2023).

These advances have also driven an increase in
machine-generated text. While LLMs can be used

* equal contribution

Figure 1: Humans express a range of psychological
traits (or human factors) through language. While LLMs
and spambots produce fluent text, the psychological
traits they express tend to average out across all dimen-
sions, which is uncharacteristic of humans.

for innocuous tasks (generating a cover letter for an
employment application) they can also be used with
malicious intent, such as for phishing attacks, spam-
ming, and disinformation (Crothers et al., 2023).
Thus, machine-generated text presents a significant
problem for cybersecurity and other social and po-
litical contexts.

Despite their human-like generations, there is
mounting evidence that LLMs express a limited
range of humanness. LLMs have been shown to
reflect Western norms (Havaldar et al., 2023), lean
politically left (Feng et al., 2023), and fail to reflect
opinions of many sociodemographic groups (San-
turkar et al., 2023; Giorgi et al., 2024). In particular,
these models are known to generate text according
to the average of their training data (i.e., predict the
most probable next token), and thus reflect average
values and beliefs (Johnson et al., 2022).

Against this backdrop, the current work lever-
ages the limited diversity in human-like expres-
sions to identify machine-generated text. This is
done through the lens of individual differences
(which we call Human Factors), or fundamental
psychological traits (such as personality) known to
distinguish people and their outcomes (Caspi et al.,

1
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Figure 2: Kernel Density Estimate plot for Agreeableness, a Big-5 Personality trait across various NLP models over
the years over multiple domains. Although recent developments seem to have improved AI-generated texts’ capacity
to display more variability in Agreeableness trait, AI-generated texts are still distinguishable from human-generated
texts when analyzing multiple such human traits together. KS: two-sample Kolmogorov-Smirnov statistic for a
two-sided test; ** : p-value < 0.001.

1997; Perlman et al., 2009; Attig et al., 2017; An-
glim et al., 2020). Using preexisting, “off-the-shelf”
machine learning models, we estimate individual
differences across human- and machine-generated
text, representing each text as a small number of
interpretable features (e.g., age, personality, and
empathy). Across several datasets, ranging from
social media bots to academic essays, we see that
machine generated text shows a lack of variance
in expressed individual differences. Leveraging
this lack of variation, these features are then clus-
tered using unsupervised methods (i.e., with no
human/machine label). Cluster labels are then used
to classify the text as machine or human generated.
These results show that interpretable, psycholog-
ically informed features can be used to identify
machine generated text, but also shed light on cur-
rent text generation capabilities and their lack of
diversity in psychological traits.

2 Related Work

Recent LLM research has extensively focused on
distinguishing machine-generated text from human
writing. Some studies have considered linguistic
patterns such as sentence lengths, lexical varia-
tions, and richness of vocabulary (Muñoz-Ortiz
et al., 2023). Conversely, some prior works focused
on emotions (Huang et al., 2023), cultural varia-
tions (Havaldar et al., 2023; Das et al., 2024), and
psychological factors such as personality (Jiang
et al., 2024), and psychometric inventories (Pellert
et al., 2024). LLMs have been shown to exhibit
an ecological fallacy by treating individual text se-
quences as independent samples rather than consid-
ering the broader context of authorship (Soni et al.,
2024), resulting in an averaged representation of
writing styles (Johnson et al., 2022) and personali-
ties (Huang et al., 2024) from their training data.

Prior work has leveraged this lack of variance
in LLMs-generated text in tasks like authorship
attribution in the realm of human versus machine
generated texts (Mitchell et al., 2023; Sadasivan
et al., 2023; Hu et al., 2023), differentiating human
versus bot language (Giorgi et al., 2021). In this
study, we further build on past works to show that
psychological features can help identify machine
generated text.

3 Data

We estimate human factors across four datasets of
human/machine text, which span a range of do-
mains and LLMs. Two of the datasets have been
used in past work incorporating human factors
(summarized here) and the remaining two appli-
cations are novel. All datasets used were collected
from previous works and our contribution is the
application of our methods to these domains. Table
1 summarizes all datasets.

Twitter Spambots This dataset consists of 2,913
genuine (human) Twitter accounts and 2,913 spam-
bots originally collected by Cresci et al. (2017) and
analyzed for human traits by Giorgi et al. (2021).1

These spambots are known as social spambots and
differ from traditional bots in that they intentionally
try to emulate real humans (Ferrara et al., 2016).2

Hotel Reviews This dataset consists of 400 hu-
man and 400 machine generated hotel reviews from

1Unsupervised classification results using human factors
can be found in Giorgi et al. (2021) This dataset is included
here to summarize previous work and show how the human
factors of machine generated text has evolved over time.

2Social media bot accounts are understood to be a mixture
of humans (as malicious or unfaithful actors), machines, and
human-machine hybrids, and therefore their outputs are not
considered purely “machine generations”. For this study, we
consider social media bots to be non-genuine humans and
distinct from real humans, thus closer to machine generations.

2
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Name Domain LLMs Humans:LLMs Citation

Academic Essays English Essays GPT-3.5-Turbo, GPT-4o, GPT-4o-
mini, Gemini-1.5, Llama-3.1 (8B),
Phi-3.5-mini and Claude-3.5

1145:1224 Chowdhury et al. (2025)

Arabic Essays GPT-3.5-Turbo, GPT-4o, GPT-4o-
mini, Gemini-1.5, Llama-3.1 (8B),
Phi-3.5-mini and Claude-3.5

1864:1858 Chowdhury et al. (2025)

Hotel Reviews Hotel Reviews GPT4 400:400 Markowitz et al. (2024)

RAID Abstracts GPT4 1966:1966 Dugan et al. (2024)
Books GPT4 1981:1981 Dugan et al. (2024)
News GPT4 1980:1980 Dugan et al. (2024)
Social Media GPT4 1979:1979 Dugan et al. (2024)
Movie reviews GPT4 1143:1143 Dugan et al. (2024)
Wiki GPT4 1979:1979 Dugan et al. (2024)

Table 1: Dataset description. The sample size of each dataset is denoted as the ratio of the number of documents
written by humans to those written by LLMs (Humans:LLMs).

20 hotels in Chicago, US (Markowitz et al., 2024).
The human reviews were collected from TripAd-
visor and the machine reviews were generated by
GPT4. The human dataset was collected by Ott
et al. (2011) and all texts were analyzed for human
traits by Giorgi et al. (2023).

Academic Essays This dataset consists of
3,722 English academic essays and 2,369 Ara-
bic academic essays written by humans and ma-
chines (Chowdhury et al., 2025). For machine lan-
guage, seven different open and closed LLMs were
used. For this dataset, both human and LLM En-
glish essays were provided alongside Arabic essays.
Before running human trait inference all Arabic es-
says were translated into English using the Google
Translate API.

RAID This is a benchmark dataset for machine-
generated text detection, which includes 6 mil-
lion generations across 11 models and 11 do-
mains (Dugan et al., 2024). Because our human
factor models were trained on social media data,
we dropped domains that we believed were least
similar to social media language: recipes, poetry,
and code. We also dropped non-English texts. Due
to space limitations, we only consider GPT4, with a
greedy decoding strategy and no repetition penalty.

4 Methods

We proceed in three steps: (1) estimate human
factors from text, (2) visualize the human factor
distributions, and (3) cluster the human factors us-
ing unsupervised methods (i.e., clustering with no
ground truth) to assign human/machine labels. The
DLATK package (Schwartz et al., 2017) is used for
both human factor estimation and clustering.

4.1 Estimating Human Factors

All human factors are estimated from English text
using pre-existing models. High-level details are
below, with further details in Appendix A.

Demographics. Age and gender were predicted
using a social media-based model trained on uni-
grams (Sap et al., 2014), achieving high accuracy
(product moment correlation = 0.86 for age, 90%
accuracy for gender), with gender predictions being
output as a continuous score.

Personality. Big Five personality traits (open-
ness, conscientiousness, extraversion, agreeable-
ness, and emotional stability) were predicted by a
Ridge regression model trained on annotated Face-
book statuses (Park et al., 2015), with prediction
accuracies (product moment correlation) ranging
from 0.35 to 0.43 across the five traits.

Empathy. Empathy was predicted using a Ridge
regression model trained on Facebook data and
LDA topics, achieving an out-of-sample product
moment correlation of r = 0.26 (Yaden et al., 2023).

Behavioral Linguistic Traits (BLTs). Behavior-
based Linguistic Traits were introduced by Kulka-
rni et al. (2018) as a new set of five human traits
derived from unprompted language use on social
media through factor analysis of Facebook n-grams.
It offers a language-based and open-vocabulary al-
ternative to personality.

4.2 Human Factor Distributions

Here we plot the density distribution of the hu-
man factors, for both human and machine gen-
erations, to visually inspect distributional differ-
ences, as past work has shown that humans and
machines differ on these human factors (Giorgi

3
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Domain Personality Empathy Behavioral Linguistic Traits Demographics

Ope Con Ext Agr Emo F1 F2 F3 F4 F5 Age Gender

RAID
Abstracts .18∗∗∗ .13∗∗∗ .05∗ .06∗∗ .06∗∗ .22∗∗∗ .05∗∗ .07∗∗∗ .18∗∗∗ .31∗∗∗ .25∗∗∗ .05∗∗ .29∗∗∗

Books .31∗∗∗ .10∗∗∗ .09∗∗∗ .26∗∗∗ .18∗∗∗ .11∗∗∗ .07∗∗∗ .05∗ .55∗∗∗ .31∗∗∗ .20∗∗∗ .07∗∗∗ .16∗∗∗

News .34∗∗∗ .05∗ .04∗ .13∗∗∗ .07∗∗∗ .11∗∗∗ .05∗ .08∗∗∗ .48∗∗∗ .22∗∗∗ .09∗∗∗ .16∗∗∗ .18∗∗∗

Reddit .36∗∗∗ .13∗∗∗ .14∗∗∗ .13∗∗∗ .09∗∗∗ .13∗∗∗ .16∗∗∗ .07∗∗∗ .48∗∗∗ .31∗∗∗ .06∗∗∗ .10∗∗∗ .25∗∗∗

Reviews .42∗∗∗ .22∗∗∗ .20∗∗∗ .13∗∗∗ .15∗∗∗ .17∗∗∗ .08∗∗∗ .04 .50∗∗∗ .55∗∗∗ .28∗∗∗ .13∗∗∗ .41∗∗∗

Wiki .30∗∗∗ .08∗∗∗ .05∗ .12∗∗∗ .03 .07∗∗∗ .09∗∗∗ .09∗∗∗ .41∗∗∗ .11∗∗∗ .13∗∗∗ .15∗∗∗ .12∗∗∗

Table 2: Kolmogorov-Smirnov test comparing the human and GPT4 distributions across all RAID domains.
Benjamini-Hochberg corrected significance levels: ∗∗∗ p < 0.001, ∗∗ p < 0.01, ∗ p < 0.05.

et al., 2023). For both the Twitter Spambot and
Hotel Reviews datasets, past work has shown that
humans exhibit a larger variation in human traits
(wider distributions), while machines tend to have
less variance but still exhibit a human-like range in
values (e.g., the “age” of social spambots are still
within an acceptance human-like range, with no
negative values or extreme outliers). We also per-
form a Kolmogorov-Smirnov test, a non-parametric
statistical test, across the human and machine dis-
tributions to assess whether they differ.

4.3 Unsupervised Classification

The 13 estimated human factors from the texts are
then clustered into two clusters, since we are con-
cerned with human/machine binary classification
and each dataset has roughly a 50/50 split of hu-
man/machine text. We use spectral clustering with
radial basis function (RBF) kernel for capturing the
concentric geometry akin to Figure 2 but across
13 human factors. Spectral clustering was used
with a gamma parameter of 0.5 with 2 dimensions
used to calculate the spectral embedding. The affin-

 Movie Reviews

NewsSocial Media
        (Reddit)

Human                AI

Wiki Books

Abstracts

Figure 3: Plot of each human (red) and AI (blue) doc-
ument in 2-D using spectral embeddings. In reduced
dimensions, we see a separation between the human and
GPT4 generated text in the RAID dataset.

ity matrix was constructed considering 10 nearest
neighbors. Clusters were assigned with column-
pivoted QR factorization.

For labeling as human/machine, the intra-cluster
spread is calculated for cluster by averaging the
distance of all the points from the cluster’s center.
The cluster with the higher intra-cluster spread has
higher variability in the human traits – and hence is
more likely to contain human-written text. All texts
in this cluster are labeled as human (0) and all texts
from the other cluster are assigned a machine label
(1). All labels are thus assigned in a completely
unsupervised fashion (without the use of ground
truth human/machine labels).

Baseline For a baseline comparison, we extract
unigrams from each dataset, encode them via their
relative frequency within each document, and con-
sider the 10,000 most frequent unigrams. We then
project the 10,000 unigrams down to 13 dimen-

13-D Proj.
Unigrams

13 Human
Factors

All Unigrams
(Upper Bound)

F1 Prec Rec F1 Prec Rec F1

Hotel Reviews .55 .64 .49 .59 .60 .58 .56
Acad. Essays
English .52 .52 .52 .78 .71 .87 .52
Arabic .55 .55 .54 .63 .58 .70 .52

RAID
Abstracts .62 .61 .64 .65 .48 .98 .87
Books .49 .46 .53 .66 .63 .69 .75
News .51 .50 .52 .68 .58 .80 .68
Reddit .27 .50 .18 .65 .50 1.00 .35
Reviews .54 .52 .56 .81 .75 .89 .84
Wiki .50 .53 .46 .54 .53 .56 .86

Table 3: Classification metrics for Unsupervised clas-
sification of machine-text for all the tasks. To make a
fair comparison the 10,000 unigrams were projected to
13 dimensions using a random linear projection. The F1
score with all the unigrams as input is given in the right-
most column, as an upper-bound. Bold represents the
higher F1 among 13-D unigrams and 13 human factors,
and underline represents 13 features performing better
than the full set of unigrams.
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Demog. Empathy Pers. BLTs
13

Human
Factors

Hotel Reviews .52 .43 .54 .59 .59
Acad. Essays
English .41 .40 .66 .74 .78
Arabic .50 .49 .54 .59 .63

RAID
Abstracts .57 .41 .53 .34 .65
Books .50 .54 .62 .65 .66
News .49 .45 .56 .68 .68
Reddit .55 .64 .66 .52 .65
Reviews .54 .55 .56 .81 .81
Wiki .54 .50 .50 .45 .54

Table 4: F1 scores for classification for the Human Fac-
tors separately: demographics (demog.), empathy, per-
sonality (pers.), and behavioral linguistic traits (BLTs).

sions, using a random linear transformation. This
was done (1) since unigrams were used as input
when estimating the human factors (and thus all
methods begin with similar raw linguistic informa-
tion), (2) to keep in number of input features iden-
tical to the number of human factors, and (3) since
the human factors (e.g., personality) were histori-
cally derived via an empirical factor analysis (i.e.,
a linear transformation; Roccas et al., 2002). These
13 dimensions are also similarly clustered and la-
beled as described in §4.3. We also consider a
non-transformed version of the unigrams and clus-
ter all 10,000 unigram frequencies. We consider
this baseline a rough upper bound on classification
accuracy (since it uses more features) and is thus
able to better learn cluster differences as compared
to the 13 human factors.

5 Results

Distributions In Figure 2 we show the distribu-
tion of agreeableness across each dataset. We see
that machine text (blue) has much smaller variation
than human (red) text across multiple domains and
models. Table 2 shows the full results of a two-
sample Kolmogorov-Smirnov test for the RAID
dataset, where we find that the human and machine
distributions statistically differ for each domain.

Unsupervised Classification Performance Fig-
ure 3 shows that the spectral embedding space of
human factors produces a clear separation between
human and machine text across several domains in
RAID. Of these, Wiki seems to be the most difficult
domain for Human Factors to differentiate machine-
generated texts, indicated by low separation in the
human and machine text. This is likely because the
dataset consists of Wikipedia articles, which are
crowd-sourced from multiple authors. This could

lend Wikipedia articles an averaged voice that we
usually find in machine-generated texts.

Table 3 shows the unsupervised classification
results for all datasets. For both Hotel Reviews and
Academic Essays, the Human Factors outperform
both the reduced unigram factors and the full set
of 10,000 unigrams. In RAID, Human Factors out-
perform reduced unigram factors across all the do-
mains, and the full unigram feature set outperforms
the Human Factors on all but one domain: Reddit.
We note that the 13 Human Factors were trained on
social media data and, thus, these models may gen-
eralize to Reddit more than other domains in RAID.
Table 4 shows the results for each dataset broken
down by specific human factors. Here we see both
personality and BLTs generally outperforming all
other Human Factors. However, inclusion of all
the Human Factors generally yields the best perfor-
mance across all the domains.

The results show that the human factors are a
meaningful factorization of the language and, in
some cases, this factorization contains more infor-
mation than the 10,000 raw linguistic features.

6 Conclusions

We have shown that individual differences — fun-
damental psychological traits that distinguish hu-
mans — can also distinguish humans from ma-
chines. Unlike human traits, the values for these di-
mensions are so consistently average for machines,
that it is unusual for a person to have them. Specif-
ically, across multiple bots and generative LLMs,
datasets, and domains, machine-generated text ex-
hibits smaller variations in expressed human factors
than human-generated text. This enables unsuper-
vised classifiers using a handful of interpretable
features (those that can theoretically distinguish
people) to distinguish bots from people well be-
yond baseline models.These results also give in-
sight into how current generation methods, such
as LLMs aligned with RLHF, generate human-like
text that nonetheless lacks a diverse range of hu-
man traits. This dovetails with a growing line of
research showing that LLMs fail to generate di-
verse cultural values, beliefs, and attitudes (Hovy
and Yang, 2021; Havaldar et al., 2023). These
weaknesses underscore limitations in training data
quality and generation methods as well as the op-
portunities for integrating psychological theories
of individual differences to improve LLMs.

5

115



7 Acknowledgments

This research is supported in part by the Office
of the Director of National Intelligence (ODNI),
Intelligence Advanced Research Projects Activ-
ity (IARPA), via the HIATUS Program contract
#202222072200005, and a grant from the NIH-
NIAAA (R01 AA028032). The views and con-
clusions contained herein are those of the authors
and should not be interpreted as necessarily rep-
resenting the official policies, either expressed or
implied, of ODNI, IARPA, any other government
organization, or the U.S. Government. The U.S.
Government is authorized to reproduce and dis-
tribute reprints for governmental purposes notwith-
standing any copyright annotation therein.

8 Limitations

There are several limitations of this study. First,
we only consider English text, as our human factor
models are all trained on English data. This lim-
its their application and, in the case of translating
other languages to English (as we did with Arabic),
this assumes that linguistic expressions of human
factors are invariant across cultures, which they
are not (Smith et al., 2016). Similarly, the human
factor models were all trained on social media data
and thus may not generalize to other domains (such
as reviews and academic essays). Next, some of
the human trait models have lower predictive accu-
racy (with product moment correlation in the range
of 0.26 to 0.43). While these accuracies are near
state-of-the-art within their respective domains, low
accuracies could produce more noisy estimates, es-
pecially when models are applied out of domain.
Finally, the demographic model only considers bi-
nary expressions of gender as male/female, which
may incorrectly characterize non-binary authors.

9 Ethical Considerations

Depending on the setting a classifier is deployed
in, misclassifications of human and machine gen-
erated text could be high risk. For example, label-
ing genuine academic essays as machine generated
may have serious negative repercussions for stu-
dents and researchers. It has already been shown
that current detection methods are biased against
non-native speakers (Liang et al., 2023). Similarly,
mislabeling social media bots as human users could
enhance the trust and accessibility given to bot ac-
counts used to spread disinformation or hate.

It is crucial to avoid anthropomorphizing LLMs,
as doing so can create challenges with transparency
and trust, particularly in high-stakes scenarios (see
Abercrombie et al. (2023) for a detailed discussion).
While we propose evaluation metrics based on hu-
man psychology, this does not imply that these
systems resemble humans, should be perceived as
human, or are human.
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A Further Details on Human Factor
Estimation

To estimate each human factor, we extract the re-
quired linguistic features for each document in
each dataset. All of the models listed below use
some combination of 1-, 2-, and 3-grams (encoded
as relative frequencies) and a set of 2,000 LDA
topics. The LDA topics were derived in previous
work (Schwartz et al., 2013). Topic loads in this
work are calculated via a weighted sum of unigram
frequencies, where weights were derived via the
LDA process (i.e., the conditional probability of
the topic given the unigram). We then apply the
trained human factor models (e.g., Ridge regression
for personality or a factor reduction for Behavioral
Linguistic Factors) to the extracted features, pro-
ducing 13 human factor scores for each document.

Demographics Age and gender were predicted
using a model developed by Sap et al. (2014).
This model was trained on data from over 70,000
users of Twitter, Facebook, and blogs, who self-
reported their age (continuous) and gender (binary
male/female; multi-class gender data was unavail-
able). Unigrams were extracted from social media
posts, which were then used in penalized Ridge
regression for age prediction and a support vec-
tor classifier for gender prediction. The model
achieved a product moment correlation of r = 0.86
for age and an accuracy of 90% for gender. Al-
though the gender model was designed to predict
binary outcomes, it produces a continuous score,
where negative values align with “male” and posi-
tive values with “female.”

Personality Personality traits were assessed us-
ing a model by Park et al. (2015), trained on Face-
book status updates from over 66,000 individuals
who reported their personality via the International
Personality Item Pool (Goldberg et al., 2006). Re-
sponses were recorded on a 5-point Likert scale,
with trait scores calculated as averages of corre-
sponding items, resulting in final scores ranging
from 1 to 5. The model employed penalized Ridge
regression using 1-, 2-, and 3-grams and Latent
Dirichlet Allocation (LDA) topics derived from the
posts. Out-of-sample prediction accuracies (prod-
uct moment correlations) were 0.43 for openness,
0.37 for conscientiousness, 0.42 for extraversion,
0.35 for agreeableness, and 0.35 for emotional sta-
bility.

Empathy Empathic Concern (referred to as em-
pathy) was predicted using a model trained on data
from the Interpersonal Reactivity Index (Davis,
1983) combined with Facebook status updates from
prior datasets (Yaden et al., 2023; Abdul-Mageed
et al., 2017). LDA topics derived from the posts
were incorporated into a penalized Ridge regres-
sion model, yielding an out-of-sample product mo-
ment correlation of r = 0.26.

Behavioral Linguistic Factors Behavioral Lin-
guistic Factors were estimated using a dataset
of Facebook status updates from approximately
50,000 users, leveraging a model originally devel-
oped by (Kulkarni et al., 2018). N-gram frequen-
cies (1-, 2-, and 3-grams) from these updates un-
derwent factor analysis to derive the dimensions,
which serve as a data-driven, open-vocabulary ana-
log to the Big Five personality traits. These di-
mensions have demonstrated broader applicability,
predicting outcomes such as income, and have been
shown to be stable across time and diverse popula-
tions.
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Abstract

AI humanizers are a new class of online soft-
ware tools meant to paraphrase and rewrite AI-
generated text in a way that allows them to
evade AI detection software. We study 19 AI
humanizer and paraphrasing tools and quali-
tatively assess their effects and faithfulness in
preserving the meaning of the original text. We
show that many existing AI detectors fail to de-
tect humanized text. Finally, we demonstrate a
robust model that can detect humanized AI text
while maintaining a low false positive rate us-
ing a data-centric augmentation approach. We
attack our own detector, training our own fine-
tuned model optimized against our detector’s
predictions, and show that our detector’s cross-
humanizer generalization is sufficient to remain
robust to this attack.

1 Introduction

The ability of large language models such as Chat-
GPT (OpenAI, 2023) to generate realistic and flu-
ent text has spurred the need for AI text detection
software. Commercial methods, such as TurnItIn,
GPTZero, Originality, and Pangram Labs have
emerged, as well as open-source research meth-
ods, such as DetectGPT (Mitchell et al., 2023),
Binoculars (Hans et al., 2024), and many more.

However, both researchers and practitioners
alike have found these solutions to be fragile. A
study from Google Research (Krishna et al., 2023)
found that a paraphrasing text-to-text model (a
variant of T5) was able to effectively rewrite AI-
generated text in a way that could preserve the
meaning of the original text but largely evade AI
detection algorithms.

This finding gave rise to an explosion of new AI
"humanizer" tools appearing online. These tools
promise to bypass AI detection tools by rewrit-
ing AI-generated text. They are primarily mar-
keted at students, who can use these tools to effec-
tively cheat on writing assignments by plagiarizing

Figure 1: Example of an AI humanizer tool

from large language models without getting caught.
Other humanizers target their product towards SEO
marketers, who may generate hundreds of blog
posts using AI and apply humanizers to evade AI
detection by search engine algorithms.

In this work, we attempt to comprehensively
study these AI humanizers: what they are doing,
and whether it is possible to identify humanized
AI-generated text. Our main contributions are as
follows.

• We qualitatively audit 19 humanizers and para-
phrasing tools and analyze their effects on
the underlying text. We exhaustively identify
the transformation modes that the humanizers
apply to their inputs. We categorize the hu-
manizers into three tiers based on their overall
quality.

• We study the baseline effectiveness of human-
izers in bypassing existing open-source and
commercial AI detectors.

• We present a deep-learning based AI detector
that effectively is robust to humanization, even
by humanizers unseen during training. We
describe the necessity of treating humanizer
robustness as a learned invariance rather than
a separate domain.
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• We show that even after a detector-specific
fine-tuning attack, our detector remains fairly
robust due to its underlying ability to general-
ize.

2 Related Work

2.1 AI Detection
Many commercial and open-source methods exist
to detect AI-generated text, with highly varying
levels of accuracy. One of the most notable com-
mercial solutions is TurnItIn (Staff, 2024), which is
widely used in higher education as anti-plagiarism
software. Our team at Pangram Labs (Emi and
Spero, 2024) is contributing to this field, alongside
other solutions such as GPTZero (Tian and Cui,
2023), Originality, and Copyleaks, although their
accuracies vary significantly (Weber-Wulff et al.,
2023).

Open-source methods typically fall into two cat-
egories: perplexity-based detection methods and
deep learning based methods. Perplexity-based
methods attempt to leverage the fact that the tokens
in LLM-based outputs in general will be predicted
as consistently more likely by the LLM itself. De-
tectGPT (Mitchell et al., 2023) and FastDetectGPT
(Bao et al., 2024) are earlier examples of perplexity-
based methods which look at the local curvature in
probability space around a given example. Binoc-
ulars (Hans et al., 2024) is an even more effective
recent approach which uses the cross-perplexity
between two different LLMs as a signal that text is
LLM-generated.

Deep learning based methods attempt to use neu-
ral networks to detect AI-generated content, lever-
aging large datasets containing known human and
AI text and training a classifier to distinguish be-
tween them. The OpenAI classifier (Solaiman et al.,
2019) was one of the first efforts. They used a
RoBERTa based model to classify human text and
GPT-2 written text. Ghostbusters (Verma et al.,
2023) uses learned combinations of features de-
rived from language model embeddings to detect
LLM-generated text.

Recently, some AI detection efforts have also at-
tempted to detect mixed AI and human text: when
some of the text is written by a human and some
of it is written by an AI. SeqXGPT (Wang et al.,
2023) attempts to solve this by using an architec-
ture which is able to detect AI on the sentence level
rather than the document level. ROFT (Kushnareva
et al., 2024) adapts several detection methods to

detecting the boundary between AI and human text.
However, these methods differ from ours in that
the assumption about the original document is that
each part of the text has a distinct authorship attri-
bution, whereas we study the case in which fully
AI-generated text is then modified by a humanizer.

2.2 Evading AI Detection
Much of the literature has also focused on whether
or not AI-generated text can be detected at all
(Sadasivan et al., 2023). A study from Google Re-
search (Krishna et al., 2023) released DIPPER: a
paraphrasing T5-based model that is able to bypass
some of the above-mentioned detectors by rewrit-
ing the input text. Another group of researchers
(Chakraborty et al., 2023) devised a framework to
rank LLMs based on their "detectability", claiming
that more recent models like GPT-4 are less de-
tectable because perplexity and burstiness are less
useful evidence markers.

Furthermore, other research has focused on at-
tacking AI detectors or otherwise methods to by-
pass or evade AI detection. One study (Kumarage
et al., 2023) designs an approach to search for
soft prompts that can produce text that can evade
detection. Another study (Ayoobi et al., 2024)
looks at the effect on AI detectors of translating
AI-generated text through multiple languages be-
fore backtranslating it into English and find some
methods are significantly more robust than others.
Another paper directly optimizes a language model
by using an AI detector as negative reward: creat-
ing pairs of LLM-generated text where one piece
is detected and one is not, and then using DPO to
optimize the language model to prefer undetected
outputs (Nicks et al., 2024). RADAR (Hu et al.,
2023) adversarially trains a language model detec-
tor and a paraphraser against each other to create a
more robust detector.

2.3 Watermarking
Watermarking AI-generated text is another rele-
vant subfield of research. Existing watermarking
schemes train or decode LLMs to leave behind a
probabilistic signal that can later be detected by
a watermark-specific detector. One watermarking
scheme (Kirchenbauer et al., 2023) introduces the
idea of "green tokens", which are sampled with
higher probability than other tokens in a traceable
way. Google’s recently released SynthID (Google
DeepMind, 2024) works in a similar fashion.

We argue that watermarking is insufficient to
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Figure 2: Augmenting the training set with high quality humanizer data improves robustness.

guard against the dangers of AI-generated text. We
show that in addition to evading AI detectors, hu-
manizers are also reliable methods to remove such
statistical watermarks.

2.4 Benchmarking

Recently there has also been an increased effort to
benchmark the performance of various AI detectors
against each other. RAID (Dugan et al., 2024) is
a live leaderboard measuring the performance of
AI-generated text detection methods against each
other on multiple domains, models, and adversarial
attacks. We include the RAID paraphrase and syn-
onym splits in our results as proxies for measuring
robustness against humanizers, but we also include
a more diverse set of humanizer attacks than the
original RAID benchmark.

3 Humanizer Market Survey

3.1 Tool Research and Selection

We selected 19 humanizers and paraphrasing tools
based on search popularity and academic relevance.
The particular paraphrasers and humanizers se-
lected are presented in Table 1. Notably, we include
DIPPER (Krishna et al., 2023) as a paraphraser, due
to the authors’ claim that text modified by DIPPER
can universally bypass AI detection methods.

3.2 Humanizers are often themselves LLMs

Some humanizers are LLMs with system prompts
instructing the LLM to write more like a human,
or fine-tuned versions of LLMs. In testing some
of the humanizers, we found that some of them
are susceptible to popular jailbreaks. When we
tested one popular humanizer and asked it to give
us its system prompt, it said "I should respond to
the user input with a reasonable approximation of

the full meaning of the input...I should respond
in a conversational tone." More examples of our
jailbreaks against LLM-based humanizers can be
found in Appendix A.

3.3 Humanizers are popular on the GPT Store
As of the date of publication, two out of the four
most popular Writing Custom GPTs in the OpenAI
GPT Store are humanizers that make function calls
to external humanizers. This indicates that there is
a large appetite for bypassing AI detection. Given
that a significant portion of ChatGPT’s daily active
users are students, it is likely that these tools are
popular for cheating or otherwise making AI writ-
ing undetectable. We believe that although many
of these humanizers are black boxes, they are an
important and understudied area for research in AI
detection.

Figure 3: Two out of the four most popular Writing
Custom GPTs are Humanizers

3.4 Humanizers are capable of removing
watermarks

Google’s SynthID is a state-of-the-art solution
for watermarking generated text. Following the
methodology and code from the SynthID paper
(Google DeepMind, 2024), we generated 1000 wa-
termarked texts and 1000 unwatermarked texts. We
used Gemma-2B-IT (Team et al., 2024) to generate
200 tokens for each example with a temperature
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Category Tools
Paraphrasers DIPPER, Grammarly, Quillbot
Humanizers Bypass GPT, Ghost AI, HIX Bypass, Humbot AI, HumanizeAI.io, Hu-

manizeAI.pro, Humanizer.com, Phrasly.ai, Semihuman AI, StealthGPT,
StealthWriter.AI, Surfer SEO, Undetectable AI, Twixify, WriteHuman.ai

Table 1: Paraphrasers and Humanizers Studied

of 1.0, using the ELI5 dataset (Fan et al., 2019)
as prompts. We used the unwatermarked text to
set a FPR threshold and evaluated SynthID water-
mark detection TPR at a fixed FPR. Finally, we
paraphrased the watermarked text with DIPPER
and reevaluated watermark detection, finding that
watermark detection had dropped dramatically. See
results in Table 2.

Watermarked Gemma-2B-IT
TPR @ FPR=5% 87.6%
TPR @ FPR=1% 66.5%

After DIPPER Paraphrase
TPR @ FPR=5% 5.4%
TPR @ FPR=1% 1.5%

Table 2: Watermark detection before and after para-
phrasing

4 Humanized Text Audit

4.1 Approach
To understand the effect of humanizing a given
piece of text, we engaged in a manual qualitative
analysis. We reviewed several samples of text per
humanizer, examining how the humanizer trans-
formed vocabulary, sentence structure, and gram-
mar. While not exhaustive, we detail some common
patterns introduced by humanizers into the text.

4.2 Insight: Nonsensical Phrases
Many poor-quality humanizers add nonsensical text
throughout the piece. Common patterns include:

• Hallucinated Citations:

...community service for
demonstrating consciousness about
public affairs together with
responsibility for own actions
(Westwood, 2013) ...

• In-line comments:

...in specified locations hence
constructing external frames those

encouraging individuals manage their
own times wisely (??????) ...

• Other Nonsensical Phrases:

...he or she will never seem defeated
by teachers’ demands and, as a result,
will put more effort into their
studies. CGSizeMake pp 18-23 ...

4.3 Insight: Varying Structural Continuity
Some humanizers retain low-level sentence struc-
ture and simply replace individual words with syn-
onyms. For example, the paraphraser in Figure
4 preserves the meaning of each individual sen-
tence, and even sometimes preserves the phrasing
structure within the single sentence, explicitly high-
lighting that only some words and short phrases
have been replaced with synonyms.

Other humanizers take more liberty to change
the original text, sometimes rewording entire
groups of sentences and paragraphs. Some add
more sentences that weren’t originally present or
delete redundant sentences. We notice that hu-
manizers built on LLMs tend to be more weakly
grounded in the original text, while rules-based hu-
manizers that do synonym replacement tend to be
more strongly grounded in the original text.

4.4 Insight: Writing and Vocabulary Level
Some humanizers write exclusively in an academic,
formal, and/or university level tone. Others write
at the elementary school, middle school, or high
school level. The better humanizers, usually the
ones that are LLM-based, do not commit to a spe-
cific writing level or tone, and instead adopt the
writing level and tone of the original document.

4.5 Humanizer Segmentation
During our audit, we grouped humanizers into three
distinct tiers. The best humanizers rewrote text pre-
serving its tone, vocabulary level, and complexity.
Average humanizers rewrote text in a way that de-
graded overall quality, but preserved intent and
message. Low quality humanizers often added
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Figure 4: This paraphraser performs a very close paraphrase, only replacing individual words and phrases rather
than rewriting entire sentences and paragraphs.

nonsensical phrases, words, and characters, con-
structed incorrect and uninterpretable sentences,
and often distorted the meaning of the text. We
classify these three categories of humanizers as L1
(best), L2 (medium), and L3 (worst) humanizers,
and describe their characteristics in Figure 5. We
present a full categorization, along with notes on
the specific qualities of each humanizer, in the Ap-
pendix. It is worth noting we only make these clas-
sifications based on faithfulness and fluency, not
on their effectiveness at bypassing AI detectors.

4.6 Quantifying Humanizer Fluency

To quantify the difference between L1, L2, and L3
humanizers, we use the Fluency Win Rate metric
introduced in (Nicks et al., 2024). We prompt GPT-
4o to select the more fluent and coherent sample: an
original chunk of text, or that chunk of text passed
through a humanizer. Here, we report the rate at
which GPT-4o selects the humanized sample as the
more coherent one. Using a dataset of 25 samples
per humanizer, we aggregate the win rate of each
tier. L1 humanizers had an average Win Rate of
26.0%, L2 humanizers had an average Win Rate of
14.67%, and L3 humanizers had an average Win
Rate of 2.67%.

This demonstrates that our qualitative audit
agrees with the fluency metric. Further, all hu-
manizers tend to degrade the quality of the original
text, but the degree of quality degradation varies.
Still, for the highest quality humanizers, the text
quality is still sometimes comparable to the highest
quality language model outputs. Because certain
humanizers are able to produce high-fluency text,
we believe there is a growing need to study them.

5 Experiments

In our experiments, we seek to answer the question
of whether a deep learning based AI text classifier
is capable of detecting humanized AI-generated
text. First, we narrow our scope to L1 humanizers.
We do this because their subtle changes are the

hardest to detect by eye and because they have
the highest levels of fluency, making them most
relevant in real-world adversarial attacks. We train
two models: one model is unaware of humanized
text, and one model contains a small amount of
humanized text from a variety of humanizers. We
describe the methodology and training procedure
for training these models here.

5.1 Dataset Creation

5.1.1 Initial Datasets
Our initial dataset is seeded with a wide vari-
ety of human-written datasets from prior to 2022.
We use datasets from the following domains: re-
views, news, general web text, email, student
writing/essays, creative writing, questions and an-
swers, ELL/ESL (English as a Second Language),
scientific/medical papers, Project Gutenberg, and
Wikipedia.

For evaluation, because humanizers are primar-
ily marketed at students, we evaluate all models on
several open datasets comprised of student-written
essays. Because previous studies (Liang et al.,
2023) have found that AI detectors can be biased
against nonnative English speaking students, we
ensure that a significant portion of our evaluation
dataset is comprised of ESL essays. The compo-
nent datasets in our evaluation and our algorithm
for generating the AI essays used in our benchmark
are listed in Appendix B.

5.2 Synthetic Data Creation

Our initial dataset fully human-written. To generate
the AI side of the dataset, we use synthetic mirror
prompts as described in (Emi and Spero, 2024).

We define the term "mirror prompt" to be a
prompt based on the original example that is used
to generated a "synthetic mirror" example. The
goal of each mirror prompt is to generate an exam-
ple that matches the topic and length of the original
document.

If the original document is "<original review>",
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Figure 5: We segment humanizers into three tiers, based on their fluency.

then a mirror prompt may look like this:
[Prompt] Write a <original review star

rating> star review for <original review
business name>. Make the review around
<original review length> words long.

Another example may be for a student essay.
We sometimes use double prompts, such as the
following:
[Prompt] What is a good title for this

essay? <original essay> Only give the
title in your response.
[Assistant] <Title>
[Prompt] Write an essay with the

following title: <Title>. Make the essay
around <original essay length> words
long.

5.2.1 LLMs used for Synthetic Mirrors
For synthetic mirrors in the initial training stage,
we use the following LLMs:

• GPT-3.5 (multiple versions)

• GPT-4, GPT-4-turbo, and GPT-4o (multiple
versions)

• Claude 2 and 3 (multiple versions and sizes)

• LLaMA 2, 3, and 3.1 (multiple versions and
sizes)

• Mistral (multiple versions and sizes)

• Gemini Pro and Flash (multiple versions)

It is notable that we only use modern LLMs that
are instruction-tuned and post-trained. We do not

train on base models because they produce notice-
ably lower-quality outputs and are substantially less
commonly used in real-world applications.

5.3 Architecture and Training

We use the Mistral NeMo architecture (Mistral AI
Team, 2024) which has approximately 12 billion
parameters, with an untrained linear classification
head. Following the usual convention for sequence
classification modeling using an autoregressive lan-
guage model, the hidden state from the final token
in the sequence is used as the input to both classifi-
cation heads. As is common practice in LLM fine-
tuning, we use trainable LoRA (Hu et al., 2022)
adapters while keeping the base model frozen. We
use the Tekken tokenizer out of the box, which is
noted for its strong multilingual performance. We
truncate the context window to 512 tokens to con-
strain the model to using only short-range features.
When necessary, we simply crop the input to fit the
context window. We train the model to convergence
using 8 A100 GPUs with a batch size of 24 using
a weighted cross entropy loss and the AdamW op-
timizer for 1 epoch. We early stop based on the
weighted cross entropy loss on the validation set.

5.4 Humanizer Data Augmentation

In order to make the treatment model robust to hu-
manization, we treat humanization as a transform
on the input data which we would like the model
to learn an invariance to.

Because most of the humanizers are marketed at
students, we assume that they work best on student
writing. As a proxy for student writing, we use
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the Fineweb-EDU dataset (Lozhkov et al., 2024),
a high quality LLM corpus that is prefiltered to
only contain documents that are of high educational
quality. First, we use an LLM filter to reject all
documents that are not standard prose written in
full complete sentences. Then, we create synthetic
mirrors as described above.

We find that it is best to humanize both human
and AI documents before augmenting the training
set with this additional data. We also find that if
we include all humanizers in the augmentation, our
precision (i.e. false positive rate) is significantly
compromised. However, including only L1 hu-
manizers (the high quality humanizers) allows us
to maintain a low false positive rate in addition
to increasing recall generally across humanizers.
Further information can be found in Table 8.

After humanizing both human and AI essays, we
apply chunking logic to divide each document into
roughly 300-word chunks before adding both the
human and the AI humanized documents back into
the training set.

Even though human documents transformed by
a humanizer could be considered AI-generated, we
choose to label them as human for the purposes of
training. The reason for this is because we treat the
model’s response to humanization as an invariance
rather than only including the AI humanized doc-
uments as a separate domain. This contributes to
our final performance, as seen in Table 8.

Because most humanizers impose monthly limits
on the amount of text that can be humanized, we
only use a volume of data up to the limit of the basic
1 month subscription on each humanizer website.
As a result, our data volume is quite small: about
0.68% percent of the final dataset is comprised of
humanized text. To compensate for the small data
volume, we oversample the humanizer data by a
factor of 18.

5.5 Active Learning
After training, following the procedure in (Emi and
Spero, 2024), we run hard negative mining with
synthetic mirrors. On a large corpus of human text,
we mine for false positives, and then incorporate
both the false positives and their AI mirrors back
into our training set. This further reduces our false
positive rate and improves our recall. We also in-
corporate a small amount of data from the RAID
train subset into the final training run to general-
ize to the diversity of models present in the RAID
benchmark.

6 Results

6.1 Performance on Humanized Data

Table 3 presents performance data from several AI
detection methods on a benchmark of AI-generated
academic text before and after humanization. We
define a "positive" sample as one that is written by
AI, and a "negative" sample as one that is written
by a human. Results are presented as true positive
rate at a fixed false positive rate of 5%. LLM Base-
line in this case is our baseline AI detection model
that is trained using synthetic mirrors but does not
include any humanized data in its training set.

AI Text Humanized AI Text
GPTZero 99.73%± 0.19% 60.04%± 1.80%

RADAR 3.33%± 0.65% 5.05%± 0.81%

Binoculars 94.15%± 0.88% 28.23%± 1.62%

LLM Baseline 100.00%± 0.0% 95.74%± 0.71%

DAMAGE 100.00%± 0.0% 98.26%± 0.47%

Table 3: TPR @ FPR=5% for Academic Text with 1000
iterations of bootstrap sampling. RADAR performs
poorly on this metric due to its high false positive rate.
In Appendix C, we include more metrics, including
using model default thresholds.

6.2 Performance on RAID Attacks

Table 4 presents performance data from the same
AI detection methods on two adversarial subsets of
the RAID benchmark, which includes a range of
LLMs and a range of text domains.

Paraphrase Synonym
GPTZero 64.0% 61.0%

RADAR 62.4% 62.7%

Binoculars 80.3% 43.5%

LLM Baseline 91.6% 96.2%

DAMAGE 93.0% 97.0%

Table 4: TPR @ FPR=5% for Academic Text

7 Detector-Specific Adversarial
Humanization

In this paper, we study commercial online human-
izers meant to generally evade AI detectors, but we
also study the directly adversarial scenario: when a
humanizer is directly optimized against a particular
detector. To do so, we train our own humanizer
using the GPT-4o fine-tuning API and measure the
detector’s robustness to AI-generated text passed
through the adversarial fine-tuned model.
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7.1 Methodology
Broadly following the methodology in Language
Models are Easily Optimized Against (Nicks et al.,
2024), we train a model using our detector’s AI
prediction as a negative signal. However, rather
than training a separate language model with DPO,
we train a humanizer that takes an unmodified AI-
generated text as an input and learns to generate a
paraphrase of the original that bypasses the detector.
We choose this methodology as it is closer to how
humanizers are trained in the real world.

As a proof of concept experiment, we split our
essays dataset into two pools: a fine-tuning set
and a test set. We select all L1 humanizer outputs
from the fine-tuning set that the detector predicts
as human-generated (i.e., all L1 humanizer false
negatives). We then take the original AI-generated
text source (prior to humanization), and create pairs
of unhumanized-humanized text samples to fine-
tune on. We then use the GPT-4o fine-tuning API to
train a new model on only these pairs. This results
in a new model that, in theory, learns to paraphrase
text into similar examples to the humanizer samples
that were able to bypass the detector originally.

7.2 Results
After training the detector-specific humanizer, we
use GPT-4o to create synthetic mirrors of 2000
examples from the test set and pass them through
the adversarial humanizer.

Condition TPR @ FPR=5% Default TPR
No Humanizer 100% 100%
Adversarial Humanizer 100% 93.2%

Table 5: TPR values for DAMAGE model at the default
threshold (0.5) and threshold that corresponds to 5%
FPR without and without adversarial humanization.

We see that although some of the samples that
were adversarially humanized are able to bypass the
detector, the detector is still able to detect 93.2%
of the humanized AI samples. This shows that
although an adversary may be able to directly op-
timize a humanizer using the detector as a signal,
the resulting humanizer still remains largely de-
tectable even without retraining our detector. We
believe this is due to the fact that the underlying lan-
guage model of the humanizer still leaves behind
detectable patterns that cannot be erased during
fine-tuning. Additionally, by seeing many human-
ized examples in its training set, the detector learns
to be robust to a wide variety of paraphrases and

perturbations and maintains its ability to generalize
across humanizers, even adversarial ones.

7.3 Detector-Specific Humanizer Fluency Win
Rate

To examine the quality of the text generated by our
Detector-Specific Humanizer, we perform the same
Fluency Win Rate metric introduced in (Nicks et al.,
2024). We find that the humanizer wins 14.13% of
the time, which is roughly equivalent to an average
L2 Humanizer.

8 Conclusion

In this study, we attempted to both qualitatively
and quantitatively study humanizer tools and their
effects on individual writing samples and the ro-
bustness of AI detectors against them. We showed
it is possible to train an effective deep learning clas-
sifier that is robust to most humanizers, and ran
a proof-of-concept to show that some degree of
robustness even extends to a humanizer that is ad-
versarially optimized against our specific detector.
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A Jailbreaks against LLM Humanizers

Figures 6 and 7 demontrate jailbreaks that reveal
the system prompt for the underlying paraphraser
LLM.
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Figure 6: This humanizer is an LLM that is instructed to paraphrase "in a conversational tone".

B Evaluation Dataset Composition

We use 7 academic essay datasets for evaluation.
All are held out of the training set. See Table 6 for
details.

For synthetic mirrors, we create one AI-
generated essay per human essay. We randomly
select one of the LLMs described in the main paper,
and use the following mirror prompt:
[Prompt] What is a good title for this

essay? <original essay> Only give the
title in your response.
[Assistant] <Title>
[Prompt] Write an essay with the

following title: <Title>. Make the essay
around <original essay length> words
long.

Our final evaluation dataset is comprised of all
the essays in the 7 human datasets, labeled as hu-
man, and all of the synthetic mirrors labeled as
AI.

C Performance Using Recommended
Thresholds

Table 7 shows performance at recommended thresh-
olds, which demonstrate in-the-wild false positive
rates and true positive rates.

D Ablation Study

Table 8 is an ablation study that shows the impact
of chunking, humanizer label balance, and only
including L1 humanizers in the train set.

E Expanded Humanizer Audit by Source

Table 9 lists all humanizers and paraphrasers evalu-
ated, with qualitative descriptions and tier rankings
for each.
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Figure 7: This humanizer is an LLM that is instructed to "write at a college level" and "asked to rephrase the
following text."

Dataset Samples Description
PERSUADE 2.0 (Crossley et al.,
2024)

25,996 Argumentative essays, 6th-12th
grade

PII Detection (Holmes et al.,
2024)

6,807 Online assignments from a
MOOC

CommonLit Evaluate Student
Summaries (Franklin et al.,
2023)

3,897 3rd-12th grade

ELLIPSE English Language
Learning (Crossley et al., 2023)

3,907 ELL student essays, 8th-12th
grade

British Academic Written En-
glish Corpus (Nesi et al., 2008)

2,761 UK University essays, undergrad-
uate

Int’l Corpus of Asian Learners of
English (Ishikawa, 2023)

5,600 Asian ELL student essays, under-
graduate

Pittsburgh English Language Inst.
Corpus (Juffs et al., 2020)

15,423 ELL student essays, undergradu-
ate

Table 6: Overview of Educational Text Datasets

Model AI TPR (%) Humanized AI TPR (%) Default FPR (%)
GPTZero 95.60 34.53 1.47

RADAR 70.67 79.33 51.87

Binoculars 94.40 29.73 5.40

Baseline LLM 100.00 73.07 0.27

DAMAGE 100.00 97.47 3.40

Table 7: Model Performance on Default Thresholds
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Ablation Metric AI (%) AI-Humanized (%) Human (%)

Final Model

TPR at 5% FPR 100.00± 0.00 98.26± 0.47 -

TPR at Threshold 0.5 100.00 97.47 -

FPR at Threshold 0.5 - - 3.47

All-Humanizers

TPR at 5% FPR 100.00± 0.00 98.92± 0.37 -

TPR at Threshold 0.5 100.00 98.93 -

FPR at Threshold 0.5 - - 6.00

Unbalanced

TPR at 5% FPR 100.00± 0.00 96.83± 0.63 -

TPR at Threshold 0.5 100.00 95.60 -

FPR at Threshold 0.5 - - 3.2

Unchunked

TPR at 5% FPR 100.00± 0.00 96.69± 0.66 -

TPR at Threshold 0.5 100.00 95.60 -

FPR at Threshold 0.5 - - 3.07

Table 8: Ablation Study Results. Descriptions: Final Model: The final model trained using chunked samples
processed by L1 Humanizers, with an equal number of humanized samples from both AI and human sources.
All-Humanizers: Model trained with all (L1, L2, and L3) tracked humanizers. Unbalanced: Trained without
human-humanized text (all humanized samples written by AI). Unchunked: Trained on entire humanized documents
without chunking into smaller segments.
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Name Description Tier
DIPPER Sparing and shows restraint with changes. Often most or part of a

sentence is entirely unchanged. Occasionally splits sentences or adds
grammar problems.

L1

GPTInf High quality text. Very few issues with spelling, punctuation, or vocabu-
lary.

L1

Grammarly High quality text. Good varied use of punctuation. Very occasionally
makes unusual edits like double quotations around a title or adding
unexpected words.

L1

HumanizeAI.pro High quality text. Good grammar, advanced vocabulary, and good punc-
tuation.

L1

Quillbot Produces flowery text but still fluent and readable. Vocabulary level is
high, though slightly imprecise.

L1

Semihuman AI Good quality text. Occasionally introduces personal pronouns even when
they aren’t present in the source material.

L1

StealthGPT Good quality text. Output closely matches style of original text. L1
Twixify Overall good quality text. Occasionally misuses of words due to dictio-

nary lookup replacements.
L1

AIHumanizer.com Generally downgrades the text from university-level to middle-school
level. Lowers vocabulary level and introduces punctuation mistakes.

L2

BypassGPT Leans heavily on dictionary lookup paraphrasing. Each sentence contains
the same information as a corresponding sentence in the original text.
No typos or grammar errors, but occasionally the introduced words are
used incorrectly or in the wrong context.

L2

Stealthwriter.AI Reduces quality of the text. There are grammar, punctuation, capitaliza-
tion issues, generally one per paragraph.

L2

Surfer SEO Degrades the quality of text. Output is middle school-level writing. L2
Ghost AI Splits every sentence into single-clause statements. Makes the output

unnatural and low-quality.
L3

Hix Bypass Typically good, maybe some dictionary lookup dissonance. Occasionally
there are dense pockets of nonsensical text.

L3

HumanizeAI.io Introduces fictional citations, series of question marks, and punctuation
errors. The result looks like an error-ridden draft of a paper.

L3

Humbot AI Sentences are uninterpretable and random additions to the text make it
unreadable.

L3

Phrasly Poor quality sentences. Much worse in some texts rather than others. L3
Undetectable AI Poorly written text at an elementary school level. Introduces typos. L3
WriteHuman.ai Poorly written text at an elementary school level. Occasionally includes

incomplete sentences.
L3

Table 9: Humanizer Audit Per-Source Summaries.
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Abstract
The widespread availability of Large Language
Models (LLMs) such as GPT-4 and Llama-3,
among others, has led to a surge in machine-
generated content across various platforms, in-
cluding social media, educational tools, and
academic settings. While these models demon-
strate remarkable capabilities in generating co-
herent text, their misuse raises significant con-
cerns. For this reason, detecting machine-
generated text has become a pressing need
to mitigate these risks. This research pro-
posed a novel classification method combin-
ing text-graph representations with Graph Neu-
ral Networks (GNNs) and different node fea-
ture initialization strategies to distinguish be-
tween human-written and machine-generated
content. Experimental results demonstrate that
the proposed approach outperforms traditional
machine learning classifiers, highlighting the
effectiveness of integrating structural and se-
mantic relationships in text.

1 Introduction

Large language Models (LLMs) are now widely
available and easily accessible, resulting in in-
creased machine-generated content across various
platforms, including Q&A forums, social media,
educational resources, and academic contexts. Re-
cent advancements in LLM technology, such as
Llama-3 and GPT-4, have enabled these models to
generate coherent responses to most user inquiries,
making them increasingly attractive for replacing
human labor in multiple fields. Moreover, this in-
creased accessibility has led to concerns about mis-
use, including the creation of fake news, financial
and legal issues, and education disruptions. Given
the difficulty people have distinguishing between
machine-generated and human-written text, there
is a growing need for automated systems that can
detect machine-generated content to mitigate and
address the risks associated with its misuse (Nitu
and Dascalu, 2024).

Viewing this problem as a classical text clas-
sification task, there are plenty of approaches to
tackle it nowadays, from traditional methods such
as training machine learning or deep learning mod-
els using Bag of Words or stylometric patterns as
features to more advanced approaches based on the
Transformer architecture, such as BERT (Devlin,
2018) or RoBERTa (Liu, 2019).

However, in recent years, a new area of re-
search known as Graph Neural Networks (GNNs),
or graph embeddings, has gained significant inter-
est (Battaglia et al., 2018). These networks have
proven to be highly effective in text classification
tasks involving complex relational structures as
they retain the global structure of a graph within
their embeddings.

A text can be appropriately represented as a
graph using the words/documents as nodes and the
edge representing the significant relationship be-
tween the nodes. Also, it is possible to assign differ-
ent attributes or weights to the graph’s edges/nodes
to add more significant information. Moreover,
graph-based methods capture complex connections
and dependencies that traditional methods might
miss. Understanding these relationships between
words/nodes is crucial for exploiting the text’s best
features. It could also help capture semantic and
syntactic nuances in the text, distinguishing be-
tween human and machine-generated texts.

The contributions of our paper are summarized
as follows:

• A classification method that combines Text-
Graph representation and GNNs with different
node feature initialization strategies to detect
machine-generated text 1.

• A detailed comparison of the performance of
our method against baseline and state-of-the-
art methods on English texts.

1https://github.com/andricValdez/GraphDeepLearning
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2 Background

Several approaches to identifying automatically
generated text have been proposed in recent years.
Many of these works have been published in the
framework of a series of shared tasks that focus on
this specific problem, such as PAN-CLEF 2024
(Bevendorff et al., 2024) or IberAutextification
2023 (Sarvazyan et al., 2023). In (Abburi et al.,
2023), the authors proposed an ensemble neural
model combining probabilities from pre-trained
LLMs as features and then applying a traditional
machine learning classifier. Another relevant work
assessed text predictability by leveraging features
like grammatical accuracy, word frequency, linguis-
tic patterns, and fine-tuned LLM representations
(Duran-Silva, 2023). As we will see in the next
sections, this last system ranks 1st in the binary
classification task (for English text) on the Iber-
Autextification shared task

On the other hand, regarding the usage of GNNs,
many research works implement this approach to
solve different types of text classification tasks
(Wang et al., 2024). In (Yao et al., 2019), the
authors explored the use of GNNs with convolu-
tional layers (called TextGCN) for text classifica-
tion, building a single text graph for a corpus based
on word co-occurrence and document-word rela-
tionships, then used the graph embeddings as in-
put for a final classification layer. Experimental
results show that the TextGCN, even without exter-
nal word embeddings, outperforms state-of-the-art
methods and is particularly robust when training
data is reduced. Another research work combines
BERT and GCN for text classification tasks (called
BertGCN) (Lin et al., 2021). BertGCN constructs
a heterogeneous graph where documents are rep-
resented as nodes and uses BERT embeddings as
feature representation. Their experiments demon-
strate that BertGCN achieves state-of-the-art perfor-
mance across multiple text classification datasets.

Moreover, regarding using Text Graph and
GNNs to solve the machine-generated content iden-
tification task, in (Valdez-Valenzuela and Goméz-
Adorno, 2024) it is proposed an ensemble architec-
ture that combines Text Graph and GNNs, LLMs
embeddings, and stylometric features achieving
better performance than baselines.

3 Method Overview

This section describes our classification methodol-
ogy for detecting machine-generated text, combin-

Figure 1: CoOccurrence Graph for the text: millions in
texas lose power as the winter storm falls to -22c

ing text-graph and GNNs. Section 3.1 describes
the text-to-graph construction process, and section
3.2 explains all the pipeline architecture.

3.1 Text Graph Representation

We implemented the Co-Occurrence graph to rep-
resent the text documents; to apply this transforma-
tion in a simple and flexible way, we used a Python
library called text2graphAPI (Valdez-Valenzuela
and Gómez-Adorno, 2024). In the Co-Occurrence
graph, each word is represented as a node, and
an edge connects two nodes if the corresponding
words co-occur within the same text document (in
a predefined window size). In addition, different
weights can be assigned to the edges, including
the frequency of co-occurrences between words
and the Point-wise Mutual Information (PMI) for
each word pair. Considering this, we built one
Co-Occurrence graph representation for each text
document in the corpus 2.

For instance, consider the sentence ’Millions
in Texas lose power as the winter storm falls to
22°C’ 3 as shown in Figure 1. In the corresponding
graph, each node represents a unique word from
the sentence, such as ’power’, ’lose’, and ’Texas’.
These nodes are connected by edges, which indi-
cate that the words co-occur within a certain con-
text or proximity in the text (within a window size
of 2). The frequency weight on an edge indicates
how often the connected words appeared together.
For instance, if an edge is labeled ’freq: 2’, it means
that the two words appeared together twice.

2Edge weights were calculated for each text document
separately.

3This sentence is part of a longer document; thus, the
weights of the edges may not correspond to what is observed
in it
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Additionally, the PMI weight measures the asso-
ciation strength between two words, highlighting
how often these words co-occur more than would
be expected by chance. Higher PMI values sug-
gest a strong contextual relationship between the
word pairs, even if their co-occurrence is infrequent.
This metric helps reveal significant word associa-
tions that might not be immediately apparent from
frequency alone.

3.2 Pipeline Architecture

Figure 2 shows the proposed pipeline architecture
for identifying machine-generated text. As a first
step, each document in the corpus is transformed
into a Co-Occurrence graph, as described in Sec-
tion 1. This transformation captures the relational
structure of the texts, which is crucial for further
processing.

After the graph has been built, we apply fine-
tuning using pre-trained transformer models, such
as BERT-Base-Uncased or RoBERTa-Base. These
models are used to initialize node features in the
graph, enhancing the semantic understanding of
the text. Moreover, for the sake of comparison in
the performance, we tested using different node
features, such as the Word2Vec model (Mikolov,
2013) and random features.

The processed graph is then fed into a Graph
Neural Network using a Graph Attention Network
(GAT) layer (Veličković et al., 2017). This GAT
layer uses attention mechanisms to focus on the
most important nodes and edges, capturing relation-
ships between words in a more subtle way. This
attention-based learning enables the model to un-
derstand complex dependencies and associations
within the text.

We implemented the GAT layer using the Py-
Torch Geometric library 4, providing as inputs the
node features, the co-occurrence graph (as a sparse
matrix, in COO format) and the edge weights (freq
or PMI metrics). Additionally, we set and test with
different kinds of hyperparameter related to this
GNN, such as the number of convolutions (message
passing layers), head attentions, hidden channels,
pooling layers (add, mean, max), and normaliza-
tion layers (such as BatchNorm1d or Dropout).

Lastly, the graph document embedding is fed
into a final classification model. This classifier,
typically handled by a dense neural network (but it

4This library provides various methods for deep learning
on graphs from a variety of published papers: https://pytorch-
geometric.readthedocs.io/en/latest/

Partition Autextification 2023
human machine total

Train 11,963 11,728 23,691
Validation 5,083 5,071 10,154

Test 10,642 11,190 21,832

Table 1: Summary stats for the Autextification 2023
English dataset used in the experiments.

could be any classification algorithm), determines
whether the text was machine-generated based on
the learned representations.

4 Experiments

This section shows all the experiment settings,
datasets used, and the performance and results ob-
tained for the proposed method.

4.1 Dataset

To evaluate the effectiveness of our proposed
method, we utilized the Autextification2023 (Sar-
vazyan et al., 2023) dataset, a publicly available
corpus specifically designed for machine-generated
text detection. This dataset contains text in English
and Spanish (In our case, we only used English
texts). It comprises human and LLM-generated
texts across five domains: tweets, reviews, how-
to articles, news, and legal documents, represent-
ing a range of writing styles from formal to in-
formal. Human texts were sourced from publicly
available datasets like MultiEURLEX, XSUM, XL-
SUM, MLSUM, Amazon Reviews, WikiLingua,
and more. Machine-generated texts were produced
using BLOOM and GPT-3 models, chosen for their
multilingual capabilities and accessibility. Table 1
shows the Train, Validation, and Test sets, with
a balanced distribution between human-generated
and machine-generated text samples.

4.2 Results

Table 2 compares the performance of various mod-
els on the datasets for detecting machine-generated
text using the Accuracy and F1-Score (macro) mea-
sures. The models evaluated include traditional
machine learning classifiers, such as Support Vec-
tor Machine (using TF-IDF unigrams for vector
representation), a fine-tuned BERT and RoBERTa
model 5, and GNNs with different node initializa-
tion strategies.

5Using a 16 batch size, five training epochs, 2e-5 as learn-
ing rate and 0.01 of weight decay.
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Figure 2: Pipeline Architecture for generated text identification.

Approach Node Feat Init Val Acc Val F1Score Test Acc Test F1Score
Linear-SVM - 0.7419 0.7419 0.5944 0.5624
Word2Vec - 0.7325 0.7320 0.6040 0.5982
FT-BERT - 0.8924 0.8916 0.6197 0.5515

FT-RoBERTa - 0.8974 0.8965 0.6184 0.5481
GNN Cooc-Graph Random 0.6469 0.6434 0.5738 0.5737
GNN Cooc-Graph Word2Vec 0.7896 0.7896 0.6618 0.6592
GNN Cooc-Graph FT-BERT 0.8889 0.8882 0.7448 0.7441
GNN Cooc-Graph FT-RoBERTa 0.8812 0.8805 0.7447 0.7370

Table 2: Accuracy and Macro F1-Score on classification tasks for validation and test sets in the Autext 2023 dataset.

For the nodes feat initialization, we considered
the following strategies, varying the feature vector
size from 128 to 768:

• Random. In this approach, node features are
initialized randomly using the PyTorch Em-
bedding Layer 6, taking values from -1 to 1.

• Word2Vec. We trained the model (on train
set) using the Continuous Bag of Words
method and then obtained the word embed-
dings for each node/word in the graph. We ap-
plied a random vector initialization for those
out of the vocabulary words.

• Transformer. Fine-tuned the BERT and
RoBERTa models using the training data and
then extracted the word embeddings. The
tokenizer of this model generates some fine-
grained tokens for certain words. To handle
and match this with the graph’s nodes, we ob-
tain the average embedding for each token and
assign the result as the node feature.

6https://pytorch.org/docs/stable/nn.html

Table 2 highlights the best-performing models
for text classification in the Autextification 2023
dataset, showcasing significant differences in val-
idation and test performances across approaches.
The Linear-SVM and Word2Vec baselines achieved
a validation accuracy (Val F1 Macro Score) of
0.7419 and 0.7320, respectively. Among base-
line models, the fine-tuned BERT and RoBERTa
achieve the highest validation F1 score at 0.8965
and 0.8916, respectively, but a decline in test
performance (showing high overfitting). Now,
regarding the GNN Cooc-Graph, using a ran-
dom feature node initialization yields moderate re-
sults, while Word2Vec improves validation and test
scores (Val F1: 0.6618, Test F1: 0.6592). Using
fine-tuned transformer-based features (BERT and
RoBERTa models) further enhances GNN perfor-
mance, achieving the best overall test results: Test
F1 Score: 0.7370 for FT-RoBERTa and 0.7441 for
FT-BERT. This demonstrates the effectiveness of
leveraging pre-trained transformer features within
a graph-based framework and how the node feature
initialization significantly impacts performance.
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Rank Approach Run Macro-F1
1 TALN-UPF HB plus 0.8091
- GNN (our) FT-BERT 0.7418
2 TALN-UPF HB 0.7416
3 CIC-IPN run2 0.7413
23 BOW+LR baseline 0.6578
52 Transformer baseline 0.5710
77 UAEMex run1 0.3387

Table 3: Final Ranking on the IberAutextification 2023
shared task (English text, subtask 1).

On the other hand, Table 3 shows the final rank-
ing on the IberAutextification 2023 shared task for
subtask 1 (binary classification on English texts).
The team TALN-UPF ranks 1st and 2nd with a
Macro-F1 with 0.8091 and 0.7416, respectively
(the system is described in section 2). As we can
see, the 1st rank system outperformed our proposed
approach; however, our method achieved better re-
sults than the other 76 systems, including the base-
lines.

5 Conclusions and Future work

This paper addresses the increasing prevalence of
machine-generated content due to advancements
in LLMs. With their rising accessibility, concerns
about their misuse have grown. To tackle this, we
proposed a model architecture that combines text-
graph representations and GNNs to detect machine-
generated text; specifically, we implemented a co-
occurrence graph where each word is represented
as a node, and if two words co-occur within the
same text document, it is linked with an edge. Then,
this graph is fed into a GNN (GAT), generating the
graph document embeddings as output, which are
used to train a final classification model to distin-
guish between human and machine text documents.

Based on the experiments in the Autextification
2023 Engish dataset, our approach demonstrated
superior performance compared to baselines and
traditional approaches, highlighting the effective-
ness of integrating structural and semantic features
in identifying machine-generated content.

Moreover, future studies could enhance these
approaches further and investigate their applica-
bility across various languages and datasets with
different domains. Also, different text graph repre-
sentations (e.g. Heterogeneous Graphs) and GNN
architectures should be tried using a combination
of different node feature initialization strategies.

6 Limitations

The results are based on a specific dataset, which
may not fully represent the diversity of machine-
generated content across different domains or
languages. Moreover, combining GNNs and
transformer-based features can be computationally
expensive, making the approach less feasible for
real-time and large-scale applications without fur-
ther optimization.
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Abstract

Potential harms of Large Language Models
such as mass misinformation and plagiarism
can be partially mitigated if there exists a re-
liable way to detect machine generated text.
In this paper, we propose a new watermark-
ing method to detect machine-generated texts.
Our method embeds a unique pattern within
the generated text, ensuring that while the con-
tent remains coherent and natural to human
readers, it carries distinct markers that can be
identified algorithmically. Specifically, we in-
tervene with the token sampling process in a
way which enables us to trace back our token
choices during the detection phase. We show
how watermarking affects textual quality and
compare our proposed method with a state-of-
the-art watermarking method in terms of ro-
bustness and detectability. Through extensive
experiments, we demonstrate the effectiveness
of our watermarking scheme in distinguishing
between watermarked and non-watermarked
text, achieving high detection rates while main-
taining textual quality.

1 Introduction

Transformer based Large Language Models
(LLMs) (Vaswani, 2017) such as ChatGPT, Llama2
(Touvron et al., 2023) are able to generate texts
that closely resemble human authored texts. For
instance, Clark et al. (2021) report that untrained
humans are not able to distinguish between texts
generated by GPT-3 and texts authored by humans.
As we train larger models with more parameters
on an ever-expanding corpora, their capabilities in
generating human-like text are likely to increase
(Hoffmann et al., 2022). With their incredible per-
formance in text generation, they become effective
tools for automating text based tasks such as sum-
marization and translation (Radford et al., 2019).

However, these LLMs pose various threats to so-
ciety because they can be also used for bad causes

such as generating credible-sounding misinforma-
tion (Pan et al., 2023), creating fake product re-
views (Adelani et al., 2019) and academic pla-
giarism (Dehouche, 2021). Recent studies have
discovered that even though LLM-generated re-
sponses may sound convincing, they can be fre-
quently incorrect (Lin et al., 2022).

The potential negative consequences associated
with LLMs can be reduced significantly if a reli-
able detection system is in place to differentiate be-
tween machine-generated and human-written texts.
A number of researchers focused on this important
problem and proposed various approaches such as-
training a classifier (Solaiman et al., 2019; Ippolito
et al., 2020), detecting based on linguistic features
(Guo et al., 2023) and log probabilities and pertur-
bations (Mitchell et al., 2023). Data driven methods
such as training classifiers requires a wide range of
data with different styles, sources, and languages.
Currently existing perplexity based detectors are
biased against non-native English writers (Liang
et al., 2023), raising ethical concerns about their
usage in real-world applications.

In this paper we propose a novel model-agnostic
watermarking method to detect machine generated
text. In watermarking, a hidden pattern is inserted
to a passage that is imperceptible to humans but
can be easily detected an algorithm.

In our proposal, we interfere with the random-
ness of sampling a new token to be generated in the
decoding phase of LLMs. For each token to be gen-
erated, we sample multiple candidate tokens based
on their probability provided by the LLM and cal-
culate a secret number for each of the candidate
tokens. Subsequently, we pick the token with the
highest secret number value. The way we calculate
the secret number enables us to retrieve the same
values from generated text. And our maximization
effort lets us discriminate against non-watermarked
text.

In our experiments, we evaluate the quality of
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the watermarked texts and how accurately we can
detect the watermarks using various datasets and
LLMs. We also compare our model against water-
marking method of Kirchenbauer et al. (2023a). In
our experiments, we show that we are able to detect
watermarked texts almost in all cases. In addition,
we observe that our method based on sampling
with replacement does not reduce the text quality
in almost all cases while our method based on sam-
pling without replacement yields slight decrease
in text quality. In addition, we show that our pro-
posed method is robust to token level paraphrasing
attacks.

The main contributions of our work are as
follows. i) We introduce a novel watermarking
scheme to detect machine-generated text. In our
comprehensive evaluation we show that our water-
marks are highly detectable while causing a slight
decrease in text quality. ii) We share both our
code and dataset to ensure reproducibility of our
results and help other researchers build upon our
findings.1.

2 Related Work

The remarkable achievements of Large Language
Models (LLMs) compelled researchers to shift
their attention towards understanding their poten-
tial drawbacks and risks. We direct readers to the
survey studies conducted by Crothers et al. (2022)
and Weidinger et al. (2021) for an in-depth analysis
of the risks associated with LLMs. Now, we focus
on studies on detecting texts generated by LLMs.

2.1 Non-Watermarking Detection Methods

Gehrmann et al. (2019) propose a tool GLTR which
works in a white-box setting and highlights texts
based on probability distribution of tokens provided
by the LLMs. They show that their visual tool im-
proves the human detection rate of machine gen-
erated text from 54% to 72% without any prior
training and without tampering with the text gener-
ation phase.

Mitchell et al. (2023) also work in a white-box
setting and create perturbations of the candidate
text and analyze the negative curvature regions of
the model’s log probability function. Their main
hypothesis for detection is as follows. When ma-
chine generated text is modified it tends to have
lower log probability. However, modifications on

1The code will be made available soon.

the human-written text may have higher or lower
log probability than the unmodified text.

Zellers et al. (2019) examine several schemes to
detect fake news article using GROVER which is a
language model that generates and classifies fake
news articles. They conclude that the most effec-
tive model for identifying fake news generated by
GROVER is the model itself. Adelani et al. (2019)
also report that GROVER is highly accurate in de-
tecting fake reviews. Zellers et al. (2019) argue
that machine-generated text classification requires
a similar inductive bias as the generator model,
rather than expressive capability. However, these
findings differ from those of Solaiman et al. (2019)
as they claim that a fine-tuned RoBERTa model is
a more effective detector than a similarly-capable
fine-tuned GPT-2 model.

A number of researchers focused on develop-
ing machine learning models to identify generated
texts. For instance, Fagni et al. (2021) report that
transformer based classifiers to be the best discrim-
inators of fake tweets.

Guo et al. (2023) compile a dataset comprising
responses from ChatGPT and human experts across
various domains, including finance and medicine,
and use it to train classifiers that determine whether
a given passage is machine-generated. A similar ap-
proach is also followed by the creators of ChatGPT
with underwhelming results2. In our work, we pro-
pose a watermarking method to detect generated
texts.

2.2 Watermarking Detection Methods
Abdelnabi and Fritz (2020) introduce the Adver-
sarial Watermarking Transformer (AWT) model,
which encodes binary messages in text to trace its
origin and prevent malicious use, using a jointly
trained encoder-decoder and adversarial training,
ensuring the watermark is discreet while maintain-
ing the text’s original meaning. Ueoka et al. (2021)
proposes using a masked language model, which
has a high payload capacity and is less suscepti-
ble to automatic detection than generation-based
methods. Recently, Christ et al. (2024) introduced
a cryptographically inspired method that embeds
watermarks using pseudo-random functions and en-
tropy thresholds, ensuring the output distribution
remains unchanged.

The closest work to our own is Kirchenbauer
et al. (2023a)’s watermarking method. They pro-

2https://openai.com/blog/
new-ai-classifier-for-indicating-ai-written-text/
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pose selecting a randomized subset of approved
tokens from the vocabulary and then promoting
the sampling of the tokens from chosen approved
subset of the vocabulary via increasing the sub-
sets logits. The randomization is seeded on previ-
ously generated token(s) in a context window. In
our work, we interfere with the sampling process
without changing LLMs’ probability distribution
over vocabulary while Kirchenbauer et al. (2023a)
interfere the probability distribution. In our ex-
periments, we extensively compare our proposed
method against Kirchenbauer et al. (2023a)’s.

2.3 Paraphrasing Attacks

As there are tools to detect generated texts, people
might want to avoid these detection tools by inten-
tionally changing the generated texts. Therefore,
prior work also explored how vulnerable detection
systems are against paraphrasing attacks.

Sadasivan et al. (2023) demonstrate how effec-
tive off-the-shelf sentence-level paraphrasing mod-
els can be at evading detection and conclude that
detecting generated text is an unsolvable prob-
lem. However, this conclusion is contradicted by
Chakraborty et al. (2023) as they show that detec-
tion should always be possible when there exist
enough samples. Krishna et al. (2023) develop
a paraphrasing model which successfully evades
several detectors including watermarking (Kirchen-
bauer et al., 2023a) and DetectGPT (Mitchell et al.,
2023). In their proposed detection scheme, the API
provider maintains a database containing every se-
quence generated by their LLM. When a detection
query is initiated, this database is queried to iden-
tify a previously-generated sequence that exhibits
the highest semantic similarity to the query. If the
level of similarity surpasses a predefined threshold,
the query is classified as machine-generated.

3 Problem Definition

Our goal is to develop a model-agnostic water-
marking method to identify generated texts. Let
LLM be a large language model and LLMw is
its version with watermarking feature. In addi-
tion, let TLLM (P )/Tw

LLM (P ) be a text generated
by LLM /LLMw for the given prompt P . An ideal
watermarking method should have the following
properties:

• The watermarking process should not decrease
the quality of the texts, i.e., the quality of

TLLM (P ) and Tw
LLM (P ) should be similar for

any given P .

• Watermarking text should not necessitate retrain-
ing or fine-tuning.

• We should have the capability to compute a statis-
tical confidence interval with interpretable values
for the detection and sensitivity analysis of the
watermark.

• The watermark should be robust to perturbations.
An adversary must make significant modifica-
tions to remove the watermark.

4 Proposed Methodology

In this section, we explain our proposed method to
generate watermarked text (Section 4.1) and how
to detect the watermark within a given text (Section
4.2).

4.1 Generating Watermarked Texts
In our watermarking method, we interfere with the
randomness of picking the next token according to
its conditional probability provided by a language
model in the decoding stage. The details of our
method are shown in Algorithm 1.

For a given input prompt P , LLM produces a
text T in an iterative way [Lines 1-9]. In each iter-
ation, LLM outputs a conditional probability dis-
tribution vector over the vocabulary V for the next
token to be generated [Line 3]. We multinomially
sample y candidate tokens based on the probability
distribution vector [Line 4]. Subsequently, we com-
pute a secret number for each candidate token t
[Lines 5-7]. In order to compute the secret number
of a candidate token (St), we first concatenate the k
previous tokens and the candidate token t and then
calculate their SHA256 hash value. Subsequently,
we seed a random number generator with the hash
value [Line 6] and generate a random number. Next
we pick the token with the highest secret number
for the next token [Line 8].

The secret number of any token in a candidate
passage only depends on itself and the k tokens
that precede it. This enables us to retrieve the same
secret number for every token in a passage outside
of the generation process. Moreover, if a passage is
watermarked we expect the average secret number
of the tokens that make up the text to be signifi-
cantly higher than otherwise. This is because while
the production of the non-watermarked text is com-
pletely ignorant of the secret numbers of tokens,
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Algorithm 1 Text Generation with the Sampling Watermarker
Input: P {Prompt given to the model}
Parameter-1: y {The sampling count}
Parameter-2: k {The context window size}

1: TLLM (P ) = P {Keeps the whole text}
2: for each token to be generated do
3: D = LLM(TLLM (P ))) {Get the probability distribution from the LLM}
4: C[1−y] = sample(D, y) {Sample y candidate tokens}
5: for i ∈ {1, . . . , y} do
6: SCi = RNG(seed = hash(TLLM (P )[N,N−k], Ci)) {Calculate the secret number}
7: end for
8: TLLM (P ) = TLLM (P ) + Cargmax(SC1 ,··· ,SCy ) {Concatenate the selected token}
9: end for

our watermarking scheme actively attempts to max-
imize this value.

During sampling, we have the option to sam-
ple candidate tokens with or without replacement.
When we sample without replacement, the secret
numbers of the candidate tokens are guaranteed to
be distinct values. Maximizing the use of distinct
values tends to result in larger secret number val-
ues, making the watermark more detectable. On the
other hand, if the entropy of the probability distri-
bution is low, i.e., there are few plausible tokens to
be generated, sampling without replacement would
cause the model to pick the unlikely tokens, reduc-
ing the quality of the generated text. Therefore, we
also explore sampling with replacement and evalu-
ate the impact of both sampling methods in Section
5.

4.2 Detecting the watermark

In order to detect whether a given text X is water-
marked or not, i.e., a text generated by our scheme
or not, we first tokenize X and calculate the secret
number of each token in X. The secret number of
the rth token of X can be calculated as follows.

SXr = RNG(seed = hash(X(r−k), · · · , X(r)))

where RNG is a random number generator
which draws values from a continuous uniform
distribution spanning the interval from zero to one.
The anticipated mean of the secret number for the
tokens composing a text aligns with a normal dis-
tribution characterized by an expected mean of 0.5
and an expected variance of 1

12∗N (See Blitzstein
and Hwang (2015) for explanation), where N rep-
resents the number of tokens within the given text
X. As the length of the candidate text increases,
the average secret number for non-watermarked
text gradually approaches this theoretical distribu-
tion with diminishing variance, thus reducing the

likelihood of the text’s average secret number de-
viating significantly from 0.5. Conversely, during
the watermarking process, tokens are selected from
a set of candidates based on their possession of
the highest secret number (out of y candidates).
This selection dramatically alters the distribution
of the average secret number, rendering it exceed-
ingly improbable for the text to have arisen through
natural generation. Thus, we classify the text as
watermarked if a certain threshold is exceeded. For-
mally, we define the following null hypothesis.

H0: The text sequence is generated without any
attempt to maximize the secret number average.

The formula of the z-score for testing the hypothe-
sis is as follows:

z = (sna− 0.5)/
√
1/(12 ·N) (1)

where sna denotes the secret number average of the
candidate text and N represents how many tokens
make up the candidate text. The null hypothesis
is rejected (and the watermark is detected) if z −
score is above a chosen threshold u.

5 Experiments

5.1 Experimental Setup
In this section, we explain evaluation metrics (Sec-
tion 5.1.1) to assess the quality of our watermark-
ing method, describe the models we used for wa-
termarking (Section 5.1.2), baseline methods we
compare against our methods (Section 5.1.3), and
datasets we utilized in our experiment (Section
5.1.4). Lastly, we provide details about implemen-
tation details (Section 5.1.5).

5.1.1 Evaluation Metrics
In order to measure the quality of watermarking
methods, we focus on the quality of the generated
text and our detection rate. We adopt the mea-
sures used by related prior work (Kirchenbauer
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et al., 2023b; Krishna et al., 2023). In particular,
we calculate how the generated texts are similar
to the human authored ones using P-SP (Wieting
et al., 2023). In addition, we use diversity which
aggregates n-gram repetition rates. A high diversity
score represents a more diverse text where fewer
n-grams are repeated (Li et al., 2023). Given the
fraction of unique n-grams (which is denoted as
un) diversity up to the N th order is defined as fol-
lows.

diversity = − log

(
1−

N∏

n=1

(1− un)

)
(2)

Lastly, we use coherence to measure the seman-
tic coherence between the prompt and the generated
text. We employ the sentence embedding method,
SimCSE (Gao et al., 2022) for this calculation.
Given the prompt x and the generated text x̂, the
coherence score is defined as v⊤x vx̂/(∥vx∥ · ∥vx̂∥),
where vx = SimCSE(x) and vx̂ = SimCSE(x̂).

5.1.2 Models
As our approach can be applied in any model, we
utilize three different models that our hardware
systems could execute. In particular, we use OPT
(Zhang et al., 2022) with 1.3B parameters, BTLM-
3B (Dey et al., 2023) with 3B parameters, and
Llama2 (Touvron et al., 2023) with 7B parameters.
All of the models were loaded using 4-bit quanti-
zation (Dettmers et al., 2023) to minimize memory
usage.

5.1.3 Baseline Methods
We compare our proposed method against the study
by Kirchenbauer et al. (2023a), also known as the
“Maryland Watermark” (MWM). For their method’s
configuration parameters, we follow the default set-
tings specified in their publicly available reposi-
tory3, setting the greenlist fraction γ to 0.25 and
the logit bias δ to 2. Additionally, we utilized their
repository’s evaluation pipeline to compute their
z-scores, ensuring consistency in the comparison
metrics.

5.1.4 Datasets
In our experiment, we use two different datasets: i)
the train split of the ’realnewslike’ portion of the
C4 (stands for “Colossal Clean Crawled Corpus”)
dataset (Raffel et al., 2020) and ii) the train split for
Wikitext (103-v1-raw) dataset (Merity et al., 2016).
C4 is an extensive web text collection resembling

3https://github.com/jwkirchenbauer/lm-watermarking

real news articles while Wikitext consists of 100M
tokens extracted from the set of verified Good and
Featured articles on Wikipedia, providing a more
structured and manageable source.

We use the first 100 tokens of the passages as
prompts. In order to have a fair comparison, we
use 200 tokens for all cases. Therefore, we al-
low models to generate maximum 200 new to-
kens. For a given prompt, if any of the generated
text is less than 200 tokens, we discard it, and
try another prompt drawn from the corresponding
dataset. We continue this process until we reach
500 samples for each dataset. Eventually, for each
dataset and model we use, we create five text sub-
datasets: i) texts generated by Maryland watermark-
ing (TMWM ), ii) texts generated by our approach
with sampling with replacement (TSWR), iii) texts
generated by our approach with sampling without
replacement (TSWOR), iv) texts generated without
watermark (TNoWM ), and v) texts authored by hu-
mans (THumans).

5.1.5 Implementation
We implemented the sampling watermarker using
the PyTorch (Paszke et al., 2019) backend of the
Hugging Face library (Wolf et al., 2019). We uti-
lized the generate API provided by Hugging Face
for generating text. This API allows for passing
a custom LogitsProcessor which can be used to
modify the prediction scores of a language model
head for generation. We use Top-k sampling (Fan
et al., 2018) with top − k = 40 before doing any
sampling on all methods. For our proposed method
we set the context window size k to 1 and sampling
count y to 5 unless otherwise is mentioned.

5.2 Experimental Results

This section comprises of four subsections, each
serving distinct research objectives. The first (Sec-
tion 5.2.1) assesses watermark detectability, the sec-
ond (Section 5.2.2) examines textual quality under
watermarking, the third (Section 5.2.3) evaluates
watermark robustness against attacks, and the final
subsection (Section 5.2.4) investigates the impact
of various generation parameters on watermarking
performance.

5.2.1 Detectibility Experiments
In this experiment, we assess how accurate water-
mark detection mechanisms work. Specifically, we
run our watermarking methods and MWM for all
datasets we create and calculate average z-scores
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over the generations. In addition, we set the z-score
threshold (u) to 4 for both watermarking schemes
as in Kirchenbauer et al. (2023a) and calculate the
percentage of the texts detected as watermarked.
The results are shown in Table 1.

The average z-scores exceed 10 in most of
the watermarked texts, and is near 0 for non-
watermarked text, showing the effectiveness of wa-
termarking schemes. SWOR achieves achieves the
highest z-score and detection rates in watermarked
texts.

Our watermarking methods consistently avoid
false positives when applied to human authored
text, whereas MWM occasionally misidentifies
such content as watermarked. Moreover, both
MWM and our approach have higher false posi-
tive when dealing with non-watermarked machine-
generated text compared to human authored
text. This is because non-watermarked machine-
generated text inherently resembles watermarked
machine-generated text.

5.2.2 Textual Quality Experiments
In this experiment, we assess how watermarking
affects the textual quality. We report P-SP, diver-
sity, and coherence scores in in Table 2 for texts
watermarked with our approaches, Maryland Wa-
termarking, and without any watermark.

Regarding similarity with respect to human au-
thored text (P-SP), we observe that MWM achieves
higher scores than our methods for OPT-1.3B and
BTLM-3B. However, SWR outperforms others
when Llama2-7B is used for generation. Interest-
ingly, SWR even yields higher P-SP score than
non-watermarked text with Llama2-7B in Wikitext.
We observe a similar pattern in other metrics such
that MWM yields higher score with OPT-1.3B and
BTLM-3B models than our models in most of the
cases. On the other hand, SWR outperforms others
with the largest model we use. Regarding SWOR
vs. MWM with Llama2-7B is mix such that SWOR
outperform MWM in Wikitext but not in C4.

5.2.3 Robustness Experiments
In order to assess how vulnerable the watermark-
ing methods are against token level paraphrasing
attacks, we conduct an experiment similar to the
one in Kirchenbauer et al. (2023a). In particular,
we randomly pick %t of tokens in the watermarked
and mask them. Next, we use DistilRoBERTa-Base
model (Sanh et al., 2020) to replace masked tokens,
ensuring that the model did not predict the same to-

ken that was initially masked. Figure 1 shows how
different attack percentages effect the detection of
the watermarked text. Sampling without replace-
ment achieves high detection rates even in attacks
with %40, outperforming all other methods. Sam-
pling with replacement and Maryland Watermarker
achieve similar detection rates.

Figure 1: Impact of paraphrasing attacks on the detec-
tion rate of watermarked texts.

5.2.4 The Impact of Sampling Count
We explore the impact of the sampling count used
for secret number generation, y on the quality of the
generated texts and the detection rate. In particular,
we vary y from 2 to 11 and generate text using our
approach with and without replacement using C4
dataset and Llama-2-7B model. Table 3 shows the
text quality metrics along with average z-score and
detection rate. We observe that increasing the sam-
pling count y results in decreasing quality scores in
all cases, but yields higher z-scores. Detection rate
for SWOR remains at %100 even at a low sampling
count of y = 2 and SWR achieves 99% rate when
y = 5.

5.2.5 Entropy in Probability Distribution
The effectiveness of our proposed method and the
Maryland watermarking depends on the language
model’s output distribution. For instance, if the
model outputs a low entropy distribution for the
next token, our sampling with replacement based
method is likely to sample the same y tokens as can-
didates. However, in sampling without replacement
case, the watermarker is guaranteed to sample y
unique tokens and pick the one that has the highest
secret number.

In this experiment, we manually manipulate the
output distribution entropy of our models by adjust-
ing the sampling temperatures to assess its impact.
Table 4 shows the average z-score for varying tem-
perature values for Llama2-7B model on C4 dataset.
As expected we observe that both SWR and MWM
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C4 Wikitext
OPT-1.3B BTLM-3B Llama2-7B OPT-1.3B BTLM-3B Llama2-7B

Text Detector z-score %WM z-score %WM z-score %WM z-score %WM z-score %WM z-score %WM
TSWR SWR 11.31 99.8% 10.11 99.8% 9.44 99% 12.09 99.8% 10.33 100% 10.36 99.8%
TSWOR SWOR 16.85 100% 16.29 100% 16.66 100% 16.92 100% 16.26 100% 17.23 100%
TMWM MWM 10.77 100% 9.82 100% 9.71 99.4% 11.79 100% 10.43 100% 10.65 97%

THumans
SWR 0.27 0% -0.07 0% 0.22 0% 0.03 0% -0.05 0% 0.28 0%
MWM -0.23 0% -0.46 0.2% 0.21 0.2% 0.35 0.6% 0.21 0.2% -0.01 0.2%

TNoWM .
SWR 0.22 0% -0.25 0% 0.44 1.4% 0.69 0.6% -0.22 0% 0.17 3.6%
MWM -0.25 0% -0.42 0.2% 0.32 1% 0.01 0.4% -0.17 0.2% 0.39 3.4%

Table 1: The average z-scores over the generations when attempted to detect the watermark and the ratio of
samples detected as “watermarked" by the corresponding detector. The text in bold represent the highest z-score for
watermarked text and lowest for baseline completion text.

Metric Method C4 Wikitext
OPT-1.3B BTLM-3B Llama2-7B OPT-1.3B BTLM-3B Llama2-7B

P-SP

SWR 0.44 0.48 0.48 0.45 0.48 0.52
SWOR 0.40 0.42 0.38 0.42 0.43 0.44
MWM 0.46 0.49 0.45 0.47 0.49 0.41
NWM 0.47 0.50 0.48 0.49 0.49 0.46

Diversity

SWR 6.92 7.50 8.16 6.26 7.06 6.96
SWOR 6.84 7.49 7.48 6.42 7.23 6.66
MWM 7.40 7.90 5.88 6.77 7.46 5.38
NWM 7.87 7.87 6.17 7.16 7.55 6.1

Coherence

SWR 0.63 0.64 0.64 0.67 0.66 0.65
SWOR 0.58 0.59 0.53 0.63 0.60 0.54
MWM 0.64 0.64 0.65 0.68 0.66 0.58
NWM 0.66 0.66 0.67 0.70 0.66 0.62

Table 2: The impact of watermarking on the the quality of the generated text. The highest score among watermarked
texts for each case is shown in bold. MWM: Maryland Watermarking, SWR: Sampling with replacement, SWOR:
Sampling without replacement, NWM: No Watermarking.

y P-SP Diversity Coherence z-score Detection Rate
SWR SWOR SWR SWOR SWR SWOR SWR SWOR SWR SWOR

2 0.49 0.45 8.33 8.65 0.66 0.61 4.79 8.33 %76 %100
5 0.48 0.38 8.16 7.48 0.64 0.53 9.44 16.66 %99 %100
8 0.46 0.34 7.66 6.4 0.62 0.50 11.72 19.51 %100 %100
11 0.45 0.30 7.65 5.83 0.62 0.46 12.91 20.94 %100 %100

Table 3: The effect of sampling count y on textual quality metrics. Model: Llama-2-7B, Dataset:c4, k:1.

exhibit stronger watermarks when the output dis-
tribution entropy is higher. SWOR shows slight
variations in the average z-score but these are just
statistical noises as SWOR is designed to be unaf-
fected by the underlying distribution entropy.

Temperature 0.8 0.9 1 1.1 1.2
SWR 8.14 8.91 9.44 10.38 10.82
SWOR 16.89 16.75 16.66 16.68 16.61
MWM 8.02 8.85 9.71 10.65 11.24

Table 4: The effect of sampling temperature on the aver-
age z-score. Lower temperatures yield output distribu-
tions with lower entropy vice versa. Model: Llama2-7B,
Dataset:C4, k:1,y:5

6 Limitations

While our work makes a significant contribution
to the research on LLMs, there are certain limita-
tions that warrant further exploration in the future.
Firstly, the prompts used in our experiments are
derived from two datasets. However, watermark-
ing performance is highly dependent on the nature
of the prompt. For example, when asking a fac-
tual question (e.g., "What is the full text of the
U.S. Constitution?"), watermarking the generated
output becomes challenging due to the limited flex-
ibility in the model’s response. To address this, a
broader range of datasets covering diverse topics
is necessary. Furthermore, our experiments were
conducted using only three models, primarily due
to hardware constraints. Since the performance of
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watermarking methods is influenced by the specific
models used for text generation, evaluating a wider
variety of LLMs is essential for more robust assess-
ments. Additionally, we did not account for human
paraphrasing in our evaluation, which limits the
scope of robustness testing and highlights another
avenue for future research.

Furthermore, in our study, we focus on only the
task of completing a text for a given prompt. We ac-
knowledge that further evaluation of the proposed
watermark across different down stream tasks such
as question answering and summarization would
be beneficial. We leave this exploration as future
work.

Lastly, we explore only token level paraphrasing
attacks to measure the robustness of the models.
There exist different methods for manipulating text
to evade watermarking detection such as deletion,
unicode attacks and human paraphrasing. Thus,
other types of attacks should be explored to further
analyze the robustness of watermarking methods.

7 Conclusion and Future Work

In this work, we propose a watermarking scheme
which embeds a unique pattern into the generated
text while preserving its coherence and natural read-
ability for human readers. Specifically, We modify
the token sampling process of LLMs. In particular,
we first sample multiple tokens based on probabil-
ity distribution over vocabulary and then calculate
a unique secret number for each sampled one. We
always pick the token with the highest secret num-
ber, allowing us to trace the hints of generation
process.

In our experiments with multiple datasets and
LLMs, we show that our method we show that our
watermarking is detectable and reduce slight de-
crease in text quality. Furthermore, our method
outperforms Kirchenbauer et al. (2023a)’s method
in terms of detectability and robustness. Regarding
text quality, we achieve slightly superior results
compared to Kirchenbauer et al. (2023a) when ap-
plied to larger models, albeit with less favorable
outcomes when dealing with smaller models.

There are multiple research directions we plan
to extend in the future. Firstly, we plan to conduct
our experiments on a larger scale in terms of data
and model size and types. Secondly, a more so-
phisticated watermark could be implemented by
adaptively choosing the sampling count y based on
the entropy of the output distribution. Specifically,

when the output distribution exhibits low entropy,
we can select a smaller value for y and conversely,
when the entropy is high, we can opt for a larger
value. This method would ensure less perplexity
on low entropy text while allowing for a stronger
watermark to be embedded on higher entropy text.
We leave this extension as a future work.

Lastly, there are no inherent obstacles to abstain-
ing from the concurrent application of both our and
Kirchenbauer et al. (2023a)’s watermarks during
text generation. This would enable texts that are
detectable by both watermarking methods. Em-
ploying two relatively less intrusive watermarks
might potentially better maintain the textual quality
while preserving high detectability.
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Abstract

This paper presents our approach to the MGT
Detection Task 1, which focuses on detecting
AI-generated content. The objective of this task
is to classify texts as either machine-generated
or human-written. We participated in Subtask
A, which concentrates on English-only texts.
We utilized the RoBERTa model for semantic
feature extraction and the LLaMA3 model for
probabilistic feature analysis. By integrating
these features, we aimed to enhance the sys-
tem’s classification accuracy. Our approach
achieved strong results, with an F1 score of
0.7713 on Subtask A, ranking ninth among 36
teams. These results demonstrate the effective-
ness of our feature integration strategy.

1 Introduction

In recent years, with the rapid development of large
language models, distinguishing between machine-
generated text and human-authored text has be-
come increasingly challenging. This issue can lead
to several potential problems. Low-quality gener-
ated text, when posted on social media, can reduce
user experience, hinder the growth of platforms and
high-quality content creators (Radivojevic et al.,
2024). Generated text that lacks fact-checking can
lead to the spread of rumors and misinformation
(Chen and Shu, 2023), causing public panic and un-
dermining government credibility. In academia, the
presence of generated text raises ethical concerns
regarding academic integrity (Meyer et al., 2023).
Therefore, there is an urgent need to develop ef-
fective techniques for detecting machine-generated
content (Wu et al., 2023).

Unlike typical machine-generated text, the data
for this shared task are derived from multiple mod-
els and spans various domains (Wang et al., 2025).
The human-authored texts in Subtask A originate
from over 20 specialized fields, including finance,

* Equal contribution.
† Corresponding author.
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Figure 1: A two-stage machine generated text detection
model architecture.

medicine, arXiv, WikiHow, IMDb, and Yelp. Cor-
respondingly, the machine-generated texts are pro-
duced by more than 40 different large language
models. Due to the diverse sources of this dataset,
many simple yet effective statistical features are no
longer viable, significantly increasing the challenge
of the detection task.

Machine-generated text often exhibits certain
characteristics, such as weaker emotional expres-
sion, fewer numeric details, simpler grammar and
vocabulary, and the absence of word order or
spelling errors. However, these characteristics can
be mitigated through iterative prompt optimization,
which makes detection less reliable. To address
this, we aim to develop a more generalized detec-
tion method that minimizes the risk of counter-
detection. Since large models are pretrained on
next-token prediction tasks, machine-generated
text inherently exhibits high-probability character-
istics. This feature remains consistent across texts
generated by different models or under various
prompt conditions. Specifically, we leverage the
[CLS] vector of the RoBERTa (Liu, 2019) model
as the semantic feature of the text and use LLaMA3
(Dubey et al., 2024) model to calculate the differ-
ence between the probability of the actual next
token and the predicted next token at each token
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Figure 2: The x-axis represents the mean of the different dimensions of the probabilistic features Hp for each text,
while the y-axis represents the number of texts with the same average value.

position, obtaining a vector as the probabilistic fea-
ture. By concatenating these two feature sets and
feeding them into a feedforward network for binary
classification, as illustrated in Figure 1, we achieve
robust detection performance.

2 Related Works

The task of detecting machine-generated text is es-
sentially a binary classification problem. Wu et al.
(2023) provide a comprehensive overview of the
field of LLM-generated text detection, thoroughly
examining the necessity of this task. They catego-
rize detection techniques into watermarking meth-
ods, statistical detectors, neural network-based de-
tectors, and human-assisted approaches, and also
list available data resources. Suvra Ghosal et al.
(2023) conducted a similarly excellent review, fo-
cusing on the possibilities and limitations of text
inspection. They categorize detection frameworks
into a priori and post hoc detectors, as well as ana-
lyzing novel attack strategies for evading detection
in machine-generated text. Due to challenges in
achieving consistency and widespread adoption of
watermarking methods, post hoc detection is cur-
rently the only feasible approach for real-world
detection tasks. This approach is further divided
into zero-shot detection and fine-tuned model de-
tection, with the latter being the category of this
shared task.

Zero-shot detection does not require labeled
datasets. Typically, it involves calculating entropy,
perplexity, n-gram frequency, or the average log
probability per token of a given sequence, fol-
lowed by thresholding. Mitchell et al. (2023) detect
machine-generated text by examining the curva-
ture of a language model’s log probability function.
They generate perturbations of a given text sample,
compares their log probabilities with the original

text, and identifies machine-generated text based
on a higher discrepancy metric. Yang et al. (2023)
detects machine-generated text by truncating a text
in the middle, regenerating the remainder using a
language model, and then analyzing n-gram differ-
ences between the original and newly generated
text segments.

Fine-tuned model detection, on the other hand,
trains binary classifiers using features extracted
from pretrained language models. Petukhova et al.
(2024) combine RoBERTa-base embeddings with
diversity features and resample the training set.
Verma et al. (2023) calculate the log probability
of tokens using a series of weaker language mod-
els, generates additional synthetic features through
vector and scalar operations, and uses a logistic
regression classifier to detect machine-generated
text based on these features.

3 Method

As shown in Figure 1, our model is divided into
two stages. In the first stage, we perform super-
vised learning for binary classification using the
RoBERTa model, aiming to enhance the [CLS]
vector of the RoBERTa model with features rel-
evant to the task of detecting machine-generated
text. In the second stage, we freeze the parameters
of the RoBERTa model and obtain the [CLS] vec-
tor for each text as the semantic feature Hs. For a
given text x = [x1, . . . , xn], where n is the token
length of the text, we freeze the parameters of the
LLaMA3-8B-Instruct model and compute the prob-
abilistic features Hp = [h1, . . . , hn], where hi is
calculated according to Equation 1:

hi = pθ (xi+1|x≤i)−max
y∈V

pθ (y|x≤i) (1)

That is, under model θ, the probability of pre-
dicting the next token xi+1 given the prefix x≤i
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is subtracted by the maximum probability of any
token being predicted as the next token given the
prefix x≤i. V represents the entire vocabulary.

For the different dimensions hi of the probabilis-
tic features Hp for the same text, we performed
normalization, as shown in Equation 2:

h′i =
hi −min(Hp)

max(Hp)−min(Hp)
(2)

We compute the mean of the probabilistic fea-
tures Hp for a text. The distribution of the prob-
abilistic features mean is illustrated in Figure 2,
where we can observe that machine-generated text
tends to follow high-probability sampling for the
next token, whereas human-authored text does not
exhibit this distinct characteristic.

The semantic features Hs and probabilistic fea-
tures Hp are first subjected to dimensionality re-
duction individually. These reduced vectors are
then concatenated to form a unified representation.
This concatenated representation is subsequently
processed through a series of linear layers. Finally,
a softmax activation function is applied to produce
the final label predictions.

4 Experiments

As shown in Figure 3, the text lengths in the dataset
are primarily concentrated around 500 words. In
the first stage illustrated in Figure 1, we uniformly
truncate texts to the first 512 tokens and exper-
iment with four models: RoBERTa, RoBERTa-
large, DeBERTa (He et al., 2021), and DeBERTa-
large. We use the baseline script for training, with
hyperparameters set as follows: a learning rate of
2e-5, batch size of 16, three epochs, and an L2
weight regularization of 0.01. On the validation
set, RoBERTa-large achieved the best performance,
with comparative results shown in Table 1.

score micro f1 accuracy
Baseline 0.8163 - -
RoBERTa-large 0.8502 0.8571 0.8571
DeBERTa 0.8273 0.8378 0.8378
DeBERTa-large 0.8384 0.8439 0.8439
RoBERTa-large+LLaMA3 0.8980 0.9015 0.9015

Table 1: Performance Comparison of Models.

In the second stage, we select RoBERTa-large to
extract the [CLS] vector with a dimension of 1024.
The text is again truncated to the first 512 tokens
and input into LLaMA3-8B-Instruct to compute
the probabilistic feature vector with a dimension

of 512. We then train a feedforward neural net-
work with three hidden layers and ReLU activation
functions. The first layer reduces both features to
128 dimensions, which are then concatenated. The
second layer further reduces the dimensionality to
64, and the final layer reduces it to 2 classes. We
use a learning rate of 1e-4 and a dropout rate of
0.5. This approach achieves a macro F1 score of
0.8980 on the validation set. Our experiments were
conducted using an NVIDIA GeForce RTX 4090
24GB.

Llm Human Total
Train 381845 228922 610767
Dev 163430 98328 261758
Test - - 73941

Table 2: Statistics for datasets.

It is evident that using the same generative model
as the text source for computing the probabilis-
tic features in the second stage would yield better
results. However, on the one hand, the dataset
for the competition does not originate from a sin-
gle model, and on the other hand, in real-world
scenarios, we cannot know the potential model
source of the text. We chose to use LLaMA3-8B-
Instruct for computing the probabilistic features
because the LLaMA series models have had a sig-
nificant influence in the open-source model domain.
Many subsequent open-source models have been
affected by it and may have been trained on the
same general datasets, leading to similar probabil-
ity distributions in text generation. Additionally,
LLaMA3-8B-Instruct performs exceptionally well
in the English domain. Due to the large scale of the
competition dataset and our limited computational
resources, we did not conduct comparative exper-
iments using other large models for probabilistic
feature extraction.Table 2 presents the scale of the
dataset.

Although we did not participate in the final sub-
mission for Subtask B, we conducted experiments
on the validation set for this subtask. We used a
combination of XLM-RoBERTa (Conneau, 2019)
and LLaMA3-8B-Instruct, achieving a score of
0.6766 compared to the baseline of 0.6546 for Sub-
task B. This result suggests that probabilistic fea-
tures can be helpful for detecting multilingual text,
but the current model framework does not perform
outstandingly.
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Figure 3: The x-axis represents the text length segmented by words, while the y-axis shows the probability density
corresponding to each length. It can be observed that the text lengths in both the training and validation sets are
primarily concentrated within 500 words.

5 Conclusion

In this work, we proposed a two-stage detection
system for machine-generated text. By integrating
semantic features from RoBERTa with probabilis-
tic features from LLaMA3, our system achieves
a Macro F1 score of 0.7713 on the test set, rank-
ing ninth overall. Our experiments confirmed the
effectiveness and generalizability of this feature
integration approach. Compared to average results,
our proposed system demonstrates robustness and
strong generalization capability, which we aim to
further enhance in future work.
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Abstract
The widespread use of large language mod-
els (LLMs) influences different social media
and educational contexts through the over-
whelming generated text with a certain de-
gree of coherence. To mitigate their poten-
tial misuse, this paper explores the feasibil-
ity of finetuning LLaMA with label super-
vision (named LS-LLaMA) in unidirectional
and bidirectional settings, to discriminate the
texts generated by machines and humans in
monolingual and multilingual corpora. Our
findings show that unidirectional LS-LLaMA
outperformed the sequence language models
as the benchmark by a large margin (up to
7.39 and 5.29 percentage points in F1 in-
crease in monolingual and multilingual cor-
pora, respectively). Our code is publicly avail-
able at https://github.com/honghanhh/llama-as-
a-judge.

1 Introduction

The blooming of large language models (LLMs)
has led to a significant step forward in producing
different machine-generated content across diverse
channels and platforms (e.g., news, social media,
question-answering forums, educational, and even
academic contexts). The generated texts become
increasingly fluent and coherent with the advent of
recent models (e.g., GPT-4o, Claude 3.5). How-
ever, this also resulted in concerns regarding their
potential misuse, such as spreading misinformation
and causing disruptions in the education system.
Consequently, there is a need to develop automatic
systems to identify machine-generated text to miti-
gate its potential misuse.

Inspired by the work of Tran et al. (2024), we
investigate the feasibility of training a binary se-
quence classifier that can reliably differentiate be-
tween text generated by humans and text that ap-
pears human-like but is generated by machines but
leverage the performance with the integration of a
LLaMA-as-a-judge in three different settings on the

larger monolingual and multilingual corpora from
Wang et al. (2025).

The main contribution of this paper is as follows:

• We study a label-supervised adaptation config-
uration for LLaMA-as-a-judge to discriminate
between human-written (HW) and machine-
generated (MG) texts.

• We investigate the feasibility of employing
latent representations in LLaMA with three
settings: masked unidirectional, masked bidi-
rectional, and unmasked ones for discriminant
label prediction in the classification tasks.

• Our solution is publicly available on GitHub
to encourage openness, transparency, and re-
producibility in the research community.

2 Related Work

The success of LLMs in various downstream NLP
tasks (Vilar et al., 2022; Hegselmann et al., 2023)
leads to the overuse and abuse of the information
generated by LLMs. However, it is essential to
acknowledge that the outputs generated by LLMs
are not always accurate, giving rise to the issue of
hallucination (Azamfirei et al., 2023). Researchers
have developed several automatic detection meth-
ods (Zellers et al., 2019; Uchendu et al., 2021)
that can identify the MG texts from the HW texts,
which initially can be divided into two categories,
i.e., metric-based and model-based methods.

Metric-based methods Metric-based methods
leverage LLMs to process the text and extract its
distinguishable features. Then, predicted distribu-
tion entropy determines whether a text belongs to
MG or HW texts. Some metric-based detection
methods include Log-Likelihood, Rank, Entropy,
GLTR, Log-Rank, and DetectGPT (He et al., 2023),
to cite a few.
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Figure 1: Our general LLaMA architecture in three different settings.

Model-based methods The model-based meth-
ods (Habibzadeh, 2023; Guo et al., 2023) are of-
ten trained using a corpus that contains both MG
and MW texts to make predictions, for example,
ChatGPT Detector (Guo et al., 2023), GPTZero
(Habibzadeh, 2023), and LM Detector (Ippolito
et al., 2020). Regarding Wang et al. (2024b),
RoBERTa (Liu et al., 2019) and XLM-R (Conneau
et al., 2020) are two baseline language models for
these specific tasks.

The comparative studies of both categories can
be found at the work of Tran et al. (2024).

3 Data

We evaluate the feasibility of our approach with
English1 and multilingual2 corpora from Wang
et al. (2025). Both corpora are the continuation
and improvement of Wang et al. (2024a) with ad-
ditional training and testing data generated from
novel LLMs and including new languages.

4 Methodology

This section tackles the problem by formulat-
ing it as supervised sequence classification tasks.
We then introduce our proposed architecture and
present how we fine-tune them before indicating
how we assessed their performance.

1Jinyan1/COLING 2025 MGT en
2Jinyan1/COLING 2025 MGT multingual

4.1 Problem Formulation
We formulate the problem as a binary supervised
classification task, whose objective is to learn a
mapping between a text representation and a binary
variable, which is 1 if the text is machine-generated,
and 0 otherwise. Mathematically, we learn a func-
tion f that, given an input text ti, represented as
a set of features [f i1, ..., f

i
k], outputs an estimated

label l̂i ∈ {0, 1}, i.e., l̂i = f(ti).

4.2 Our architecture
Our general architecture of the label-supervised
LLaMA-as-a-judge (short form: LS-LLaMA3) from
MG text detection with three different settings is
visualized in Figure 1.

4.2.1 Masked Unidirectional LS-LLaMA
The tokens T from the input sequence S were fed
into pretrained models to extract the latent represen-
tation H from LLaMA for sequence classification.
First, we compute its embedding:

t = Tokenizer(S) (1)

then
x = Embedding(t) (2)

the transformer decoder layers are computed as

AttnLLaMA
i (Q,K,V) = SoftMax

(
QK⊤
√
d

+M
)
V (3)

3https://github.com/4AI/LS-LLaMA
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Q = Wqx+ b, K = Wkx+ b, V = Wvx+ b

M: denotes the causal mask.
We modify the LLaMA model to obtain all the

sequence representations:

hLLaMA = LLaMA(T ) (4)

The pooling operation is applied to the latent
representation to obtain the vector representation h
for sequence classification. After passing through
fully connected layers and a softmax layer, vec-
tor representation h is mapped to the label space.
Cross-entropy loss is calculated based on the output
logits and the ground-truth label.

4.2.2 Masked Bidirectional LS-LLaMA
To address the missing dependency information in
autoregressive LLMs, we explore how backward
dependencies affect sentence embedding learning.
This is done by converting certain attention layers
in the transformer decoder from unidirectional to
bidirectional, removing the causal masks. How-
ever, if we keep all the causal masks, performance
decreases significantly. Therefore, only the last
attention layer is converted to bidirectional.

Mathematically speaking, with input sentence S
and its embedding x as computed in LS-LLaMA,
the embeddings are fed to the transformers to ob-
tain
←−−−→
LLaMA1:n:

AttnLLaMA
i (Q,K,V) = SoftMax

(
QK⊤
√
d

+M
)
V (5)

Then, we detach and transform it from uni- to
bi-directional to obtain

←−−−−−→
BiLLaMAn−1:n

AttnBiLLaMA
i (Q,K,V) = SoftMax(

QK⊤
√
d

)V (6)

The final representation can be formulated as:

h =
−−−−−→
LLaMA1:n(x) +

←−−−−−→
BiLLaMAn−1:n(x) (7)

4.2.3 Unmasked Unidirectional LS-LLaMA
Instead of removing only the causal mask of the
last transformer layer, the causal masks will be
removed in all transformer layers with the assump-
tion to be replenished in token representations dur-
ing fine-tuning as all the tokens can attend to each
other. The computation of the transformer layer is
computed as:

AttnunLlaMa
i (Q,K,V) = SoftMax(

QK⊤
√
d

)V (8)

Moreover, using bidirectional combining with
max-over-time pooling yields better performance
than average pooling and last-token pooling in clas-
sification tasks. The formula of unmasked unidi-
rectional LS-LLaMA can be represented as follows:

hunLLaMA = UnLLaMA(x) (9)

without causal masks.

4.3 Hyperparameters

We fine-tuned LLaMA-2-7b-hf 4 with the same con-
figuration for all three settings: batch size = 16,
learning rate = 1e-5, number of epochs = 5 with
max length = 128, and Lora = 12. All the ex-
periments were implemented on an NVIDIA RTX
H100 with a CUDA Version of 12.4 (95000MiB).

4.4 Evaluation metrics

We use Accuracy, macro-F1, and micro-F1 as the
evaluation metrics to measure our classifiers’ per-
formance. These are also the standard metrics in
Wang et al. (2025), which makes our work more
comparable with other solutions.

5 Results

Table 1 and 2 report the evaluation of LS-LLaMA
with three different learning settings in comparison
with the baselines on the monolingual and multi-
lingual subsets, respectively, in the development
phase before the test set was released.

Methods Accuracy Micro F1 Macro F1

LS-LLaMA 0.9166 0.9166 0.9146
biLS-LLaMA 0.8887 0.8928 0.8928
LS-unLLaMA 0.8725 0.8725 0.8682

Baseline 0.8483 0.8483 0.8407

Table 1: Evaluation on monolingual set in dev. phase.

Overall, LS-LLaMA demonstrates strong perfor-
mance in monolingual and multilingual corpora,
particularly excelling in accuracy and micro F1
metrics. However, the significant drop in macro F1
scores for the multilingual evaluation suggests that
while the model performs well on average, it may

4NousResearch/LLaMA-2-7b-hf
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Methods Accuracy Micro F1 Macro F1

LS-LLaMA 0.8703 0.8703 0.6715
biLS-LLaMA 0.8514 0.8514 0.6540
LS-unLLaMA 0.8025 0.8025 0.5890

Baseline 0.8561 0.8561 0.6186

Table 2: Evaluation on multilingual set in dev. phase.

have difficulty with less frequent classes, indicat-
ing a potential area for improvement in handling
multilingual data where there exists an imbalance
in HW and MG classes in different languages and
resources. While providing some performance, the
other models do not surpass LS-LLaMA, reinforc-
ing their effectiveness in this evaluation phase.

Based on the subset’s performance in the devel-
opment phase, we applied LS-LLaMA to the test set
in the test phase, which achieved 0.7463 in macro
F1 and 0.7554 in accuracy for the monolingual test
set, 0.7427 in macro F1 and 0.744 in accuracy for
the multilingual test set.

6 Discussion

Unidirectional vs. Bidirectional Context. The uni-
directional LS-LLaMA’s focus on sequential learn-
ing, coherence recognition, and specialized train-
ing objectives makes it particularly well-suited for
the task of MG text detection. In contrast, the
bidirectional LS-LLaMA, while powerful in captur-
ing overall context, may struggle with the specific
sequential dependencies that are critical for effec-
tively distinguishing HW from MG texts. This
fundamental difference in architecture and training
approach likely contributes to the observed perfor-
mance advantage of unidirectional LS-LLaMA.

Masking Strategy. The “masked” aspect refers
to how models are trained to predict missing parts
of the input. In unidirectional masked LS-LLaMA,
the focus is often on learning to predict the next
token or fill in gaps based on prior context. This
can enhance their ability to understand coherent
patterns typical in HW texts, which explains the
higher performance of masked LS-LLaMA com-
pared to unmasked settings, which can potentially
suffer from data leaks.

7 Error Analysis

We conduct several analyses to investigate how
different factors would affect the detection perfor-
mance of our best classifier, namely LS-LLaMA.

Figure 2 illustrates the confusion matrices for the
English and multilingual test sets. These matrices
reveal a notable tendency for higher error rates in
detecting MG content. This observation suggests
the model may be calibrated to prioritize detecting
MG (label 1) instead of HW texts (label 0).

(a) The monolingual test set.

(b) The multilingual test set.

Figure 2: Confusion matrices for LS-LLaMA.

We elaborated our analysis regarding the error
rate by text length and textual analysis of misclas-
sification. The results suggest that error rates may
not consistently increase or decrease with longer
or shorter texts; instead, they vary based on data.
However, there is a tendency for the classifier to
have higher errors when the length of the text is
from 10,000 to 20,000 words (see Figure 3).

8 Conclusions

In conclusion, we conducted a comparative study
of label supervision LLaMA, so-called LS-LLaMA
to highlight the potential and feasibility of fine-
tuning an LLM to discriminate between HW and
MG texts. Three different settings have been ap-
plied, including unidirectional masked, unidirec-
tional unmasked, and bidirectional. Our findings
suggest that unidirectional masked LS-LLaMA out-
performed two other settings and the benchmarks
for both monolingual and multilingual sets.
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A Error Rate by Text Length

Figure 3a and 3b show fluctuating error rates across
text lengths of the English set and multilingual test
set, we can not see a clear linear relationship be-
tween text length and error rate. This suggests
that errors may not consistently increase or de-
crease with longer or shorter texts; instead, they
vary based on data. However, there is a tendency
for the classifier to have higher errors when the
length of the text is from 10,000 to 20,000 words
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(a) The monolingual test set.

(b) The multilingual test set.

Figure 3: Error rates based on text length using LS-LLaMA.
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Abstract

The ever-increasing spread of AI-generated
text, driven by the considerable progress in
large language models, entails a real problem
for all digital platforms: how to ensure con-
tent authenticity. The team TechExperts(IPN)
presents a method for detecting AI-generated
content in English and multilingual contexts,
using the google/gemma-2b model fine-tuned
for COLING 2025 shared task 1 for English
and multilingual. Training results show peak
F1 scores of 97.63% for English and 97.87%
for multilingual detection, highlighting the
model’s effectiveness in supporting content in-
tegrity across platforms.

1 Introduction

The rise of large language models (LLMs), such
as GPT-4, has significantly increased the volume
of AI-generated content across various digital plat-
forms. These models can generate coherent and
contextually relevant text, making it much more
difficult for users to distinguish between human-
authored and machine-generated content. The re-
cent rise in AI-generated content is making many
question the credibility and reliability of informa-
tion, especially regarding journalism, academia,
and social media, where the integrity of the content
is critical. This has brought the need to develop
effective methods to detect AI-generated content to
an all-time high (Fraser et al., 2024).

Recent gains in the capabilities of LLMs have
brought new challenges to their detection. Ap-
proaches such as reinforcement learning with hu-
man feedback and instruction tuning have given
these models more versatility to follow even com-
plex prompts and thus develop plausible responses
that further complicate the detection problem (Ab-
dali et al., 2024). Traditional detection methods,
which rely on identifying patterns of word choice,
sentence structure, or perplexity, are often insuf-
ficient as these models improve in mimicking hu-

man writing styles (Goddard et al.). One avenue
of research lies in resorting to transformer-based
models in the detection effort, whereby such mod-
els make possible fine-grained differentiation of
human-generated from AI-generated texts through
fine-tuning curated datasets (Zhao et al., 2024).
These models have demonstrated high accuracy
in identifying AI-generated content, even when the
text is short or resembles typical human writing
(Mao et al., 2024).

The proposed research introduces an ap-
proach that utilizes the google/gemma-2b
model, an advanced Large Language Model
(LLM), to identify AI-generated content across
English and multilingual contexts, using
both the COLING_2025_MGT_en and COL-
ING_2025_MGT_multilingual datasets. By
leveraging google/gemma-2b, a powerful multilin-
gual LLM, our approach aims to enhance detection
precision through sophisticated machine learning
techniques. This method is expected to contribute
significantly to maintaining content integrity and
mitigating risks associated with the improper use
of AI-generated textual content across diverse
linguistic landscapes.

This paper is structured as follows: Section 2
reviews related work in AI-generated content de-
tection, Section 3 describes the methodology and
dataset used, Section 4 presents the experimental
results, and Section 5 discusses the findings and
their implications. Finally, we conclude with po-
tential future directions for research in this field.

2 Related Work

Detecting AI-generated content has become a crit-
ical research area due to advancements in large
language models (LLMs) like GPT-4. These mod-
els can produce content that closely mimics human
writing, raising concerns about authenticity across
academia, journalism, and social media. Early
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methods relied on lexical, syntactic, and stylistic
features, but these often fell short as modern LLMs
became more sophisticated. Detecting machine-
generated text is a complex task1.

Recent advancements involve machine learning,
particularly transformer models like RoBERTa and
BERT, which show high accuracy when fine-tuned
on human and machine-generated datasets. Studies
have demonstrated significant improvements using
these models on specialized datasets (Zeng et al.).
Advanced approaches leverage token-level analysis,
focusing on log probabilities and entropy to detect
patterns typical of AI-generated text. This strategy
exploits the probabilistic nature of LLMs, identi-
fying subtle deviations from human writing [4].
Ensemble methods have also effectively combined
models like RoBERTa with domain-specific clas-
sifiers. Techniques such as paraphrasing and back-
translation further enhance robustness, allowing
better generalization across different text sources
(Wang et al., 2024).

Emerging trends focus on hybrid approaches,
blending linguistic features with machine learning
models to capture nuances that traditional statistical
methods miss. Zero-shot learning methods are also
being explored, enabling detection without explicit
examples, though with mixed success (Mitchell
et al., 2023). Ethical considerations are increas-
ingly important, particularly avoiding biases that
might misclassify content from non-native English
writers. Future research aims to develop inclusive
systems that ensure high detection accuracy across
diverse user demographics (Fraser et al., 2024).

In summary, while advancements in machine
learning and transformer-based models have
strengthened AI-generated text detection, chal-
lenges remain, particularly in addressing di-
verse linguistic contexts. Motivated by these
backgrounds, we employ the google/gemma-
2b model (a multilingual LLM) to local-
ize AI-generated text in English and multilin-
gual with COLING_2025_MGT_en and COL-
ING_2025_MGT_multilingual datasets, respec-
tively. This approach aims to enhance detection
accuracy, supporting efforts to uphold content in-
tegrity and responsible AI use across varied lan-
guages and settings.

1University of Pennsylvania School of Engineering and
Applied Science. (2024, August 16). Detecting machine-
generated text: An arms race with the advancements of large
language models. ScienceDaily. Retrieved December 12,
2024, from https://www.sciencedaily.com/releases/
2024/08/240816121550.htm

3 Methodology

This section outlines the datasets employed and the
proposed google/gemma-2b model used for both
English and Multilingual settings.

3.1 Dataset
In this work, we use two primary datasets to iden-
tify AI-generated (AG) texts in English and mul-
tilingual texts: COLING_2025_MGT_en, COL-
ING_2025_MGT_multilingual. The datasets (see
Table 1) are rich and diverse, including human-
and machine-generated examples across finance,
medicine, social media feeds, and scientific litera-
ture.

3.1.1 English Dataset
(COLING_2025_MGT_en): This dataset in-
cludes 610,767 samples in total, with 228,922
human-written and 381,845 machine-generated
texts. The development set contains 261,758 sam-
ples (98,328 human and 163,430 machine).

3.1.2 Multilingual Dataset
(COLING_2025_MGT_multilingual): Spanning
languages such as Chinese, Italian, Arabic, Rus-
sian, Bulgarian, and Urdu, this dataset com-
prises 629,384 training samples, split into 253,625
human-written and 375,759 machine-generated
texts. The development set includes 271,215 sam-
ples (107,467 human and 163,748 machine).

3.2 Proposed Model
This study utilizes the google/gemma-2b model,
a transformer-based architecture for detecting AI-
generated content across English and multilingual
contexts. As illustrated in Figure 1, the process
begins with tokenizing input text, where each to-
ken is converted into a vector representation. Po-
sitional embeddings are added to these token vec-
tors to preserve sequence information, allowing the
model to recognize word order and contextual re-
lationships—an approach common in transformer
architectures (Vaswani, 2017). This step is essen-
tial for distinguishing nuanced linguistic patterns
that differentiate human-generated content from
AI-generated text.

The model’s core lies in the Decoder Block,
where multiple layers process these embeddings
to refine the token representations further. Each
layer employs multi-head self-attention to capture
diverse contextual relationships across tokens, en-
abling the model to focus on various aspects of the
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Dataset Training Set Development Set Grand Total
English Human: 228,922 Human: 98,328 872,525

Machine: 381,845 Machine: 163,430
Multilingual Human: 253,625 Human: 107,467 900,599

Machine: 375,759 Machine: 163,748

Table 1: Datasets (English + Multilingual) Details

Figure 1: Architectural view of proposed gemma model

text, a technique effective in capturing semantic
relationships (Devlin, 2018). Following this, each
token embedding passes through a feed-forward
neural network (FFNN), which enhances repre-
sentation depth, allowing the model to interpret
complex language structures (Radford et al., 2019).
Additionally, layer normalization and residual con-
nections stabilize the outputs and ensure critical in-
formation flows through the layers without degrada-
tion, as demonstrated in various transformer-based
models (He et al., 2016). Finally, the output vec-
tors are passed to a token classification head, which
labels each token, distinguishing AI-generated con-
tent from human-written text with high precision
(Liu, 2019).

4 Results and Analysis

This section presented the experimental setup, eval-
uation metrics, and training results, demonstrating
the proposed model’s high accuracy and robust
multilingual detection performance.

4.1 Experimental Setup

The proposed gemma model was implemented
in the Python-based PyTorch framework.
High resources were used for model train-
ing on Google Colab Pro Plus. Due to the
size of COLING_2025_MGT_en and COL-
ING_2025_MGT_multilingual datasets (Wang
et al., 2025), we used only a subset of all these
data for experiment capabilities. For each data set,
60,000 examples were sampled from the training
set and 10,000 from the development set. We used

these stratified samples to train the final model,
which confirms a balanced representation across
classes for both English and multilingual datasets.
Using this method, we could efficiently train the
model while keeping the detector’s performance
strong. Table 2 gives details on the hyperparameter
settings.

4.2 Evaluation Measures
We measured the model’s accuracy, precision, re-
call, and F1 score (Mehak et al., 2023). So, accu-
racy shows us correctness in general; precision is
the ratio of correctly identified AI detections to all
detected cases by AI, and recall shows how well
your model can detect AI instances out of every-
thing. It incorporates false positives and negatives,
i.e., identifying a balance between precision and
recall (F1 score). Combining these metrics gives a
good assessment of how well the model performs
in classifying AI-generated versus human-created
text.

4.3 Training Results on
COLING_2025_MGT_en Dataset

The model obtained high accuracy and F1 across
three training epochs for the English dataset. Train-
ing loss reduced over epochs, showcasing stable
learning, while validation loss fluctuated minimally.
As shown in Table 3, the third epoch reached the
highest scores for accuracy and F1, indicating ex-
cellent detection of AI-generated text in English.

4.4 Training Results on
COLING_2025_MGT_multilingual
Dataset

The results of the multilingual data set high-
lighted high precision and F1 scores across three
epochs. The training loss was minimized regu-
larly, while the validation was slightly varied (Ta-
ble 4). These metrics within and across the five
languages achieved optimal scores at epoch 3, indi-
cating effective AI-content detection and efficiency
in training and testing data separation (accuracy,
F1, precision, recall).
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Hyperparameter Value
Model google/gemma-2b
Epochs 3
Learning Rate 0.0001
Train Batch Size 64, and 56
Eval Batch Size 64, and 56
Seed 42
Optimizer Adam (betas = (0.9, 0.999), epsilon=1e-08)
Learning Rate Scheduler Type Linear
Mixed Precision Training Native AMP

Table 2: Hyperparameter settings

Epoch Step Training Loss Validation Loss Accuracy F1 Precision Recall
1 938 0.2079 0.0868 0.9662 0.9730 0.9702 0.9758
2 1876 0.0424 0.0938 0.9688 0.9748 0.9829 0.9668
3 2814 0.0089 0.1577 0.9704 0.9763 0.9763 0.9763

Table 3: Results of proposed gemma model on COLING_2025_MGT_en dataset

Epoch Step Training Loss Validation Loss Accuracy F1 Precision Recall
1 1072 0.1048 0.0781 0.9691 0.9751 0.9734 0.9767
2 2144 0.0373 0.0925 0.9701 0.9757 0.9817 0.9698
3 3216 0.0073 0.1267 0.9737 0.9787 0.9802 0.9772

Table 4: Results of proposed gemma model on COLING_2025_MGT_multilingual dataset

4.5 Test Results
The final model evaluation was conducted through
blind submissions on the Codabench platform. Our
model achieved competitive results, securing 5th
place for Subtask A (English) with an F1 score of
0.8153 and 6th place for Subtask B (Multilingual)
with an F1 score of 0.74.

4.6 Results Discussion
The results demonstrate google/gemma-2b’s
strengths in accurately detecting AI-generated con-
tent across English and multilingual datasets. Its
advanced multilingual capabilities and high preci-
sion and recall scores underscore its effectiveness
in capturing subtle linguistic patterns across var-
ied languages. This robust performance reflects
gemma-2b’s adaptability and precision, making it
a reliable multilingual AI content detection tool.

5 Conclusion and Future Directions

The google/gemma-2b model effortlessly detects
AI-generated content and performs well even in
multilingual contexts, as the context has not only
been in English. This study shows that it could
be used as a content authenticity tool. In the Fu-

ture, we are planning to expand detection not just
with new models but also by increasing languages
to help more communities (Arabic, Urdu, Persian,
Chinese), adapting better from one AI model to
another, and finally enhancing how real-time we
could be so that it won’t only be used for modera-
tion content but even fact-checking.
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Abstract
This paper describes the participation of the
SzegedAI team in Subtask A of Task 1 at the
COLING 2025 Workshop on Detecting AI-
Generated Content. Our solutions investigate
the effectiveness of combining multi-class ap-
proaches with ensemble methods for detecting
machine-generated text. This approach groups
models into multiple classes based on proper-
ties such as model size or generative capabili-
ties. Additionally, we employ a length-based
method, utilizing specialized expert models de-
signed for specific text length ranges. During
inference, we condense multi-class predictions
into a binary outcome, categorizing any label
other than human as AI-generated. The effec-
tiveness of both standard and snapshot ensem-
ble techniques is evaluated. Although not all
multi-class configurations outperformed the bi-
nary setup, our findings indicate that the com-
bination of multi-class training and ensemble
methods can enhance performance over single-
method or binary approaches.

1 Introduction

In recent years, machine-generated text has become
increasingly sophisticated, with advances in gen-
erative models. Nowadays, substantial amounts of
AI-generated content are being produced, even in
the academic and scientific literature (Liang et al.,
2024b). Recent findings estimate that between
6.5% and 16.9% of peer review text submitted to AI
conferences may be substantially modified by large
language models, revealing subtle trends in the use
of LLMs within academic settings (Liang et al.,
2024a). This trend is further supported by the fact
that various models, such as GPT (OpenAI et al.,
2024), Mixtral (Jiang et al., 2024), and Gemini
(Gemini et al., 2024) have become easily accessible
to lay people, even those without a strong technical
background. As a result, there is an increasing need
for algorithms capable of predicting the difference
between human- and machine-generated content.

Workshops have been organized to address this
need, such as those discussed in (Sarvazyan et al.,
2023) and (Chamezopoulos et al., 2024).

In this paper, we present our solutions for Task 1
in the Workshop on Detecting AI-Generated Con-
tent at COLING 2025 (Wang et al., 2025). Our
focus was on Subtask A, where the objective was
to make a binary prediction indicating whether the
text was human-written or AI-generated.

The dataset for this subtask contained only En-
glish texts. To tackle this challenge, we exper-
imented with various classification schemes to
determine the most effective setup for detecting
machine-generated text. Binary, 3, 5, 6 and 41
class solutions were developed, with each config-
uration representing a different heuristic grouping
of models based on parameters, model size, or the
quality of generated text. Standard ensemble meth-
ods with soft voting were applied across all class
configurations to improve robustness and perfor-
mance. An additional experiment involved using a
snapshot ensemble (Huang et al., 2017), capturing
multiple snapshots of the model during training to
create a diverse but computationally efficient en-
semble. This snapshot ensemble was created only
for the 41-class configuration.

In addition, a length-based solution was devel-
oped in which the texts were categorized by length.
Three intervals were created based on text length,
with an expert model assigned to each interval.
These texts were classified according to their length
and directed to the corresponding expert model, op-
timizing performance by matching each text to a
model specialized in its specific length range.

Our final submission, the 6-class solution,
achieved a macro F1 score of 0.791, though it was
not our highest performing model. Our post-shared
task evaluation revealed that the length-based ap-
proach achieved a macro F1 score of 0.827, while
the 41-class standard ensemble scored slightly
higher at 0.826.
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2 Related Work

Recent advancements in detecting machine-
generated text have highlighted the efficacy of en-
semble learning methods, particularly those that
employ soft voting strategies. In the SemEval-2024
Task 8 (Wang et al., 2024), Gu and Meng (2024)
developed a class-balanced soft-voting system that
fine-tuned transformer-based models, including
encoder-only, decoder-only and encoder-decoder
architectures (Gu and Meng, 2024). Their approach
effectively addressed data imbalance and achieved
state-of-the-art performance in multi-class classifi-
cation tasks involving various text generators.

Building upon this, we explored the application
of snapshot ensembles within transformer architec-
tures for machine-generated text detection. This
method captures multiple “snapshots” of a model at
different training stages, offering computational ef-
ficiency over traditional ensembles. Although this
approach may not match the robustness of standard
ensembles, it presents a viable alternative when
resources are limited (Huang et al., 2017).

Another approach for detecting AI-generated
text leverages a Transformer Encoder that com-
bines probabilistic features from multiple LLaMA-
2 models (Sarvazyan et al., 2024). This model
reached impressive accuracy in distinguishing
machine-generated from human-written content.
The study reveals that integrating probabilistic fea-
tures from various language models can signifi-
cantly boost detection precision, with LLMixtic
effectively emphasizing the unique features of the
final tokens in a sequence.

3 Methodology

3.1 Multi-Class Classification

While the main task was framed as a binary classi-
fication problem, it may not fully capture the diver-
sity and variability present in machine-generated
content. The category of machine-generated text
is a heterogeneous group; it has outputs from a
wide array of models that differ in parameter count,
training data, and text generation. For example,
GPT-4o will likely produce a more coherent and
contextually aware text compared to flan_t5_small
for the same prompt. This heterogeneity results in
a “melting pot” when viewed as a binary task, it
can remove meaningful features within the data. To
address these challenges, we initially considered a
multi-class classification approach.

DeBERTa We chose DeBERTa-v1-base (He
et al., 2021) for this task due to its well-known
strengths and its proven performance in various
NLP tasks (C. Timoneda and Vallejo Vera, 2024).
To confirm its superiority, we made a comparison
with BERT-base-cased (Devlin et al., 2019), which
showed that DeBERTa consistently outperformed
BERT in this binary classification task, achieving
higher F1 scores. BERT achieved a macro F1 score
of 0.973, while DeBERTa got 0.982 on the devel-
opment set.

Configuration (used in all experiments): opti-
mizer = AdamW, base learning rate = 2e-5, weight
decay = 0.01, warmup steps = 10% of total steps,
batch size = 16, 4 validation per epoch and 3 epochs
with early stopping.

Binary reduction It is important to note that
while we trained the models on multiple classes, all
our experiments ultimately reduced the output to a
binary label. If the model predicts any class other
than “human” it is handled as “1” (AI-generated);
otherwise, it is classified as “0” (human).

3.1.1 41-class: one class per generative model
Since the shared task dataset includes information
on which model generated the text, our aim was
to capture this and treat each model as a different
class. This approach introduced 41 classes in total,
since the training texts were generated by 40 differ-
ent models. However, this method may lead to a
fragmented dataset, where individual classes con-
tain limited data for robust training and analysis.

Our hypothesis is that a better classification gran-
ularity could improve model effectiveness by orga-
nizing classes based on the generative capabilities
or the parameter count of the generative models. To
explore this, we also implemented 3, 5, and 6 class
solutions. By adopting these diverse class struc-
tures, we aimed to create categories with highly
distinct properties, allowing models to effectively
differentiate between them.

3.1.2 Modeling based on the parameter count
5-class Our second approach was to create
groups based on the parameter count of the models,
as we hypothesized that categorizing the models
by this criterion might reveal performance differ-
ences more clearly. This grouping strategy allows
us to examine whether models with different pa-
rameter scales show distinct behaviors or predictive
capabilities in binary classification tasks. By seg-

167



menting models according to parameter count, we
aim to highlight potential trends in model efficacy
and better understand how complexity influences
outcomes.

We reviewed the models and recorded the num-
ber of parameters for each, hoping that grouping
them into intervals by parameter count would show
clear differences in capabilities: less than 5 billion,
6−10 billion, 11−130 billion, and over 130 billion.

6-class In our next approach, we introduce an
additional interval in the lower range, refining the
parameter-based grouping to examine performance
distinctions more precisely. This allows us to check
how vulnerable certain parameter sizes are, espe-
cially smaller models, to capturing nuanced dis-
tinctions. We split the less than 5B category into
two, at the threshold of 1B parameters, allowing a
more accurate analysis of how smaller model scales
may impact binary classification performance. The
6 different classes are shown in Figure 2 of Ap-
pendix A.

3.1.3 3-class: generative capability grouping
While parameter count serves as a valuable met-
ric for model complexity, it alone may not fully
capture a model’s performance capabilities. We
hypothesized that additional indicators, such as
leaderboard rankings and perplexity scores, could
provide more information on the effectiveness of a
model. By including these additional evaluations,
we aimed to refine our classification and account
for differences that parameter count might not be
able to effectively capture. This approach led us to
consider leaderboard-based ELO score as an addi-
tional metric for a more complete evaluation.

Two leaderboards were analyzed: the LLM Ex-
plorer leaderboard1 and Chatbot Arena2. Although
the LLM Explorer leaderboard featured a larger
selection of models, only a few were listed on the
Chatbot Arena leaderboard, and only four models
appeared on both leaderboards. Based on these
shared models, we performed a linear regression to
align the scores, thereby creating a unified scale for
all models. This regression produced the follow-
ing equation, where x represents the LLM explorer
leaderboard score: ELO = 1238 · x+ 484. Using
this formula, we calculated an ELO score for each
model.

A threshold for classification was established:
1https://llm.extractum.io/list/?small
2https://lmarena.ai/

models with an ELO score above 800 were cate-
gorized as Strong, while those with scores below
800 were categorized as Weak. We thresholded at
800 due to a noticeable gap between 700 and 800,
suggesting that this range might represent a mean-
ingful difference in generative capabilities. For
the 19 models that were not found on any leader-
boards, we assigned them to the class that seemed
the closest match based on our judgment. This ap-
proach resulted in a three-class classification task:
human, weak, strong. The final groups are shown
in Figure 2 of Appendix A.

3.2 Binary Ensemble
Ensemble methods, where multiple models con-
tribute to a final prediction, are well-established
for improving accuracy and robustness in machine
learning tasks (Ganaie et al., 2022). In the con-
text of machine-generated text detection, ensem-
ble approaches combine the strengths of individual
models, often leading to enhanced performance.
However, these methods are computationally ex-
pensive, as they require fine-tuning multiple mod-
els independently. Despite these costs, our results
demonstrate that using ensemble shows substantial
improvement.

We fine-tuned three models for the original bi-
nary task and applied soft voting, comparing its
performance to the average F1 score of each model
operating independently. The results, showing soft
voting versus the individual model performance,
are presented in Table 1.

3.3 Multi-Class Ensemble
Gu and Meng (2024) demonstrated the effective-
ness of ensemble methods for multi-class machine-
generated text detection, showing significant im-
provements in both accuracy and robustness across
diverse classes. Building on these findings, we fur-
ther enhanced our approach by incorporating a soft
voting technique within our ensemble, allowing
for more reliable and consistent predictions across
various text categories.

Similarly to the binary ensemble approach, we
fine-tuned three models, applied soft voting, and
compared the results to the average F1 score of 3
single fine-tuned models. This process was used in
all of our experiments.

3.4 Using Length-Adaptive Expert Models
We examined the performance of various models
in the data set to identify patterns in the generated
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texts. We observed, as expected, that larger mod-
els such as GPT-4 tended to produce significantly
longer texts. This is illustrated in Figure 2 of Ap-
pendix A. This natural variance in the output length
suggests that a length-based approach to model
grouping could improve the detection accuracy.

With this approach, the models were divided
into three length-based groups, each represented
by a specialized expert model for short, medium,
and long text intervals. We chose the length cut-
off values at 745 and 1613, so the three groups
nearly contained the same amount of texts. This
structure was hypothesized to improve classifica-
tion precision by leveraging each model’s inherent
tendencies within its length category, ultimately
contributing to a more robust and accurate text clas-
sification system. The fine-tuning here was also
handled as a 41-class problem.

3.5 Snapshot Ensemble
We implemented a snapshot ensemble (Huang et al.,
2017), capturing several “snapshots” of a model at
different stages throughout its training. Unlike tra-
ditional ensembles that train multiple independent
models from scratch, this method reuses the same
model’s evolving states, making it significantly
more resource-efficient. The diversity among snap-
shots is introduced through a cyclical learning rate
schedule, where the learning rate varies between
a high and low value over several cycles during
training. We implemented the cyclical learning rate
ourselves, following the original design in the pa-
per. Each cycle allows the model to explore a wider
range of parameter spaces, capturing unique repre-
sentations in each snapshot. We chose to use six
models in our implementation. This choice was pri-
marily practical, ensuring enough diversity among
the snapshots while maintaining computational ef-
ficiency. After that, we evaluated combinations
of three snapshot checkpoints to find the set that
achieves the best results together through soft vot-
ing. Later on, we used these three models.

3.6 Data Split With 3 Models
With this experiment, we also aimed to find a com-
putationally efficient solution with a promising re-
sult. The main idea was that the availability of a
sufficiently large amount of training data suggested
that the models could perform well even when
trained on only a subset of it, thereby reducing
computational requirements without significantly
reducing the performance.

In this approach, we fine-tuned three separate
models for 41-class classification, each trained on
a unique one third subset of the training data. To
enhance the final predictions, we combined the
outputs of these models using the previously intro-
duced ensemble method with soft voting.

4 Results

Our final submission was a 6-class soft voting,
which secured 7th place. We evaluated our solu-
tions in both the development set and the published
test set. Based on these evaluations, the 6-class
approach was not the optimal choice. The best per-
forming experiment was the length-based solution
with soft voting, closely followed by the simple
41-class approach. The corresponding F1 scores
are shown in Table 1. Without Soft Voting refers
to the average F1 score of three individual mod-
els evaluated separately, while Soft Voting refers to
applying soft voting across these three models.

Experiment Without Soft Voting Soft Voting

Development Test Development Test

Binary 0.972 0.780 0.979 0.795
3-class 0.983 0.750 0.985 0.754
5-class 0.982 0.790 0.986 0.796
6-class 0.980 0.771 0.985 0.791
41-class 0.982 0.806 0.985 0.826
Snapshot 0.978 0.796 0.982 0.810
Length-based 0.968 0.820 0.973 0.827
Data split models 0.980 0.801 0.982 0.814

Table 1: Summary of results on development and test
set by class count and ensemble setting (F1 scores)

Length-based Analysis The length-based ap-
proach achieved the best results. Our aim was to
understand where it failed and how it did so to pro-
vide a deeper understanding of its limitations. To
achieve this, we created a confusion matrix which
is shown in Figure 1, allowing us to identify pat-
terns and categories of errors. Our error analysis
revealed that errors predominantly occurred within
model families. For example, the model often strug-
gled to accurately determine which specific opt_
model generated a given text.

In addition, we examined the results for each
text length interval. The analysis showed a clear
trend: the longer the text, the better the results. The
F1 scores for different character count intervals are
as follows: For intervals of 0–745 characters, the
F1 score is 0.621; for 746–1613 characters, it is
0.684; and for texts with 1614 or more characters,
the F1 score increases to 0.840.
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Figure 1: Log-scaled confusion matrix for the length-
based solution

ZeroGPT We compared our own experiments
with another solution that is easily accessible from
a browser, which is ZeroGPT3. Detailed informa-
tion about the model and techniques they use is not
available, but their website promises good results.
This solution can be accessed via an API call, al-
lowing requests to be sent. For evaluation, we used
2000 random texts from the workshop test dataset
and also another 2000 texts from a previous shared
task dataset named AuTexTification (Sarvazyan
et al., 2023), which is completely independent of
our solutions. We could not evaluate more data
as it would have required payment. We did the
same evaluation on the exact same texts with our
own solutions. Their system operates by returning
a whole number between 0 and 100. This value
indicates the likelihood that the text was written
by a human. Since their results are provided in
this format, a threshold had to be established. This
threshold was set at 50, treated as a closed interval,
which means that a score of 50 was also included
in this category. Modifying this threshold value
does not significantly affect the predictions results.

The results presented in Table 2 indicate that Ze-
roGPT exhibited poorer performance compared to
all of our solutions in both datasets. The workshop
test data set comprised text generated by advanced
models, while the independent data set included
text from both advanced and less advanced models.
This highlights the robustness and adaptability of
our solutions to machine-generated text classifica-
tion tasks.

3https://www.zerogpt.com/

Experiment Shared task AuTexTification

zeroGPT 0.615 0.715
Binary 0.794 0.797
3-class 0.830 0.767
5-class 0.841 0.814
6-class 0.838 0.805
41-class 0.831 0.836
Snapshot 0.812 0.826
Length-based 0.807 0.845

Table 2: F1 scores for ZeroGPT and our solution, evalu-
ated on 2000 texts each from the AuTexTification (Sar-
vazyan et al., 2023) and this shared task test set

5 Conclusion

Our findings highlight that the binary approach may
not be the most effective way to detect machine-
generated texts. Instead, we recommend consider-
ing multi-class solutions, as they might improve
classification by capturing distinctions among AI-
generated texts. In our experiments, we found that
different approaches performed well on different
datasets: one solution showed strong results on the
development set, while another excelled on the test
set. For example, the length-based approach was
not promising in the development set but performed
well on the test set.

To evaluate our approach comprehensively, we
considered not only the results, but also the com-
putational efficiency. We implemented a snapshot
ensemble technique and also a data split approach
with 3 models. Both strategies demonstrated im-
proved performance compared to a single model
fine-tuned on the full training dataset while main-
taining the same computational costs. However, the
more expensive solutions still outperformed these.

Notably, the 3-class approach showed a drop in
performance on the test set, likely due to the ab-
sence of weaker models in the test data. This sug-
gests that certain multi-class configurations may
be less effective when faced with a set of high-
performing models only. However, even with these
variations, the 41- and 5-class solutions outper-
formed the binary approach and provided a consis-
tent gain over binary modeling.

Ultimately, our approach demonstrates that mov-
ing beyond binary classification to a multi-class
strategy, especially when using ensemble soft vot-
ing, can yield better results in detecting machine-
generated text.
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A Average Text Length and Strong
Models

In Figure 2, we present the 6-class groups, and the
striped bars indicate models categorized as Strong.
All other models not listed under the Strong models
are categorized as Weak.
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Abstract

This paper describes the approach of the
Unibuc - NLP team in tackling the Coling
2025 GenAI Workshop, Task 1: Binary Mul-
tilingual Machine-Generated Text Detection.
We explored both masked language models
and causal models. For Subtask A, our best
model achieved first-place out of 36 teams
when looking at F1 Micro (Auxiliary Score)
of 0.8333, and second-place when looking at
F1 Macro (Main Score) of 0.8301.

1 Introduction

Task 1 from the GenAI Content Detection Work-
shop (Wang et al., 2025) focuses on discerning
whether a text sample is machine-generated or
human-authored. With human ability to distin-
guish AI-generated text from human content near
random chance, advanced automated systems are
needed to ensure information integrity. Such
systems are crucial for verifying content sources
and countering unethical AI use, including propa-
ganda, misinformation, deepfakes, and social ma-
nipulation, which pose significant societal risks.

The system developed for Task 1 subtask A is
based on an LLM model where only the last layer
and the classification head were trained for the
downstream task, on the other hand, the system
developed for subtask B is based on a transformer
model with a classification head on top and it was
completely fine-tuned using Low-Rank Adapta-
tion (LoRA) (Hu et al., 2022).

We made our models publicly available in a
GitHub Repository.

2 Background

The competition had 3 tasks:

1. Binary Multilingual Machine-Generated Text
Detection (Human vs. Machine) with 2 Sub-
Tasks: English and Multilingual;

Subtask Train Dev Test

A (mono) 610, 767 261, 758 73, 941
B (multi) 674, 083 288, 894 151, 425

Table 1: Datasets sizes used in the Task 1 for each sub-
task.

2. AI vs. Human – Academic Essay Authentic-
ity Challenge

3. Cross-domain Machine-Generated Text De-
tection, which is the same challenge as Task
1, but the texts come from 8 domains.

We participated in Task 1 and achieved the
top position in the Monolingual Subtask based on
F1 Micro score, and secured the second position
when considering F1 Macro.

2.1 Dataset

The data for this task is an extension the SemEval
2024 Task 8, which itself is based on the M4
dataset (Wang et al., 2024a,b). This dataset has
many more examples, models and sources than the
previous ones (Table 1).

Examining token count distribution reveals that,
on average, the generated class in the test set has
more tokens than in the training set (Figure 1 vs.
Figure 2).

2.2 Previous Work

Recent years have witnessed a significant evolu-
tion in language model capabilities, with models
like GPT-2, GPT-3 and GPT-4 pushing the bound-
aries of machine-generated text. This advance-
ment has made it increasingly challenging to dis-
tinguish between human-authored and machine-
generated content. Early language models using
top-k sampling often produced detectable patterns,
like repetitive words, which machine learning
models could exploit for identifying AI-generated
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text. However, advanced techniques like nucleus
sampling have reduced these cues, making detec-
tion much harder (Ippolito et al., 2020).

While fine-tuning large language models for de-
tection has shown some promise, as demonstrated
by the success of RoBERTa in detecting GPT-
2-generated text (Solaiman et al., 2019), the in-
creasing sophistication of these models continues
to pose a significant challenge. Human evalua-
tors, even for earlier models like GPT-2, struggled
to accurately identify machine-generated content,
achieving only around 70% accuracy (Ippolito
et al., 2020). For more advanced models like
GPT-3, human evaluators perform at chance lev-
els, highlighting the limitations of human judg-
ment in this domain (Clark et al., 2021). Given the
rapid advancement of language models, there is
an urgent need for further research into automated
detection methods. It remains an open question
whether we can develop systems capable of keep-
ing pace with the evolving capabilities of genera-
tive models.

Figure 1: Subtask A: Distribution of token length for
the training dataset.

3 System overview

In this paper, we focused our research on two dif-
ferent system architectures: Causal models (3.1)
for subtask 1 and Masked models (3.2) for sub-
task 2.

3.1 Causal models

We conducted experiments using several large lan-
guage models (LLMs), exploring both small and
large variants to identify the model that achieved
the best performance on our task. Among the
models tested: BLOOM-560M (Workshop et al.,

Figure 2: Subtask A: Distribution of token length for
the test dataset. We can see it is significantly different
from the training set.

2023)), Llama-3.2-1B (Grattafiori et al., 2024), the
highest-performing model was based on Qwen,
precisely the model Qwen2.5-0.5B (Team, 2024).
Initially, the model displayed a tendency to over-
fit on the majority class (F1 Macro: 0.7783 and
F1 Micro: 0.7868 on the final test set), leading us
to down-sample the training set to achieve a bal-
anced 50-50 distribution between the two classes.
This adjustment helped mitigate over-fitting and
improved the model’s generalization. With this
model we achieved first place on the leader-board
by F1 Micro (0.8333) score and second place by
F1 Macro score (0.8301). We additionally exper-
imented with Gemini 1.5 Flash. However, due to
limited resources, we were unable to fine-tune the
model. Consequently, its accuracy was poor, near-
ing random chance levels.

We set the maximum number of tokens to 2048
(based on Figure 1) and froze all layers except-
ing the last one and the classification head end-
ing up with 14, 914, 176 (3.02%) trainable param-
eters. For training we used a learning rate of
0.0002, a weight decay of 0.01, a batch size of
32, and trained for a maximum of three epochs.
Throughout the training process, we closely mon-
itored both training and validation losses to assess
the model’s learning progress and prevent over-
fitting.

As shown in Table 2, the model demonstrated
effective learning from the first epoch onward.
The training loss continued to decrease steadily,
reflecting improved performance on the training
data. However, by the third epoch, the validation
loss had reached a plateau, suggesting that fur-
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Epoch Train Loss Valid Loss Macro F1

1 0.11 0.11 0.950
2 0.07 0.10 0.960
3 0.04 0.10 0.966

Table 2: Training and Validation Loss alongside Macro
F1 score for the 3 epochs.

ther training would not yield additional gains and
could potentially lead to over-fitting. We therefore
halted training after the third epoch.

Figure 3: Subtask A: monolingual - accuracy by source
for test set. We obtain best accuracy on NLPeer
datasets, almost 100%.

3.2 Masked models
The core of this architecture is based on trans-
former model XLM-Roberta-Base (Conneau et al.,
2019) with a classification head on top consist-
ing of 2 hidden layers with a dropout of 0.1 be-
tween. We set the maximum number of tokens to
512 and we truncated the longer text by keeping
the first part of the text, as suggested in (Marchi-
tan et al., 2024). We then fine-tuned the entire
model using Low-Rank Adaptation (LoRA) (Hu
et al., 2022) with the following hyperparameters:
r = 4, lora_alpha = 8, lora_dropout = 0.25
and we ended up with 739, 586 (0.2653%) train-
able parameters. The fine-tuning was done as in
(Creangă et al., 2024) for one epoch in batches
of 16 using the AdamW optimizer with a learn-
ing rate of 0.00005, a weight decay of 0.002 and
warmup steps set to 10% of the total number of
sets (in our case 4213). When fine-tuning this sys-
tem, we have also used the class weights for the
cross entropy function in order to make the model
pay more attention to the minority class and penal-
ize more the errors for this class.

4 Results

We participated in Task 1 and achieved the top
position in the Monolingual Subtask based on F1

Score and Place
Track Monolingual

Score and Place
Track Multilingual

F1 Macro 0.8301 / 2 0.66 / 24
F1 Micro 0.8333 / 1 0.67 / 24

Table 3: Team Unibuc - NLP results on Task 1

Micro score, as shown in Table 3, and secured the
second position when considering F1 Macro. This
reflects our model’s ability to consistently iden-
tify and classify instances correctly in the mono-
lingual setting, achieving an F1 Micro score of
0.8333. Our performance in F1 Macro, which
captures how well our model handled imbalances
across classes, placed us in a second position with
a score of 0.8301.

In the Multilingual Track, however, our model
didn’t do so well, securing 24th place with F1
scores of 0.66 (Macro) and 0.67 (Micro). This
gap between monolingual and multilingual per-
formance highlights the difficulties our model en-
countered when adapting to varied languages and
possibly diverse linguistic structures in the multi-
lingual setting.

4.1 Error Analysis
Examining the F1 Macro scores by model (Fig-
ure 4) reveals that our model achieves the high-
est accuracy on data generated by ChatGPT. This
result may be influenced by the relatively small
number of ChatGPT samples in the test set (96),
which could make high performance on this sub-
set more attainable. Notably, although ChatGPT
data was not included in the training set, our model
was able to generalize effectively to this unseen
data, indicating strong generalization capabilities.
In contrast, the model’s lowest accuracy is on text
generated by Baichuan, which, like ChatGPT, was
also absent from the training set. The reduced ac-
curacy on Baichuan text suggests that this style or
structure might be more challenging for the model
to handle.

Analyzing the F1 Macro scores by source (Fig-
ure 3) reveals that our model achieves its high-
est accuracy on NLPeer-COLING20 and NLPeer-
F1000 data, with scores approaching nearly 100%.
This exceptional performance may be partly at-
tributed to the limited sample sizes of these
sources in the test set: NLPeer-COLING20 con-
tains only 176 samples, and NLPeer-F1000 has a
medium sample size of 9, 798. Smaller sample
sizes can lead to higher apparent accuracy due to
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Figure 4: Subtask A: monolingual - accuracy by model for test set. We obtained best accuracy on ChatGPT, but
otherwise there is not a lot of variation between models.

reduced variance, which may amplify the model’s
ability to fit well on these subsets. On the other
hand, the model shows its lowest accuracy on the
Mixset source, with an F1 Macro score around 0.5.
This significant drop suggests that the Mixset data
presents more challenging language structures or
varied writing styles that the model finds difficult
to generalize.

Furthermore, as seen in the distribution of
sources within the test set and training set (Fig-
ure 5), none of these sources were present in the
training data. Despite this, the model generalizes
well to NLPeer sources, demonstrating its robust-
ness in adapting to unseen data.

Figure 5: Subtask A: monolingual - Sources of the text
in test dataset. In the training dataset we had only 3
sources: mage (46%), m4gt (42%) and hc3 (11%).

Examining the confusion matrix (Figure 6), we
observe that the model achieves strong perfor-
mance: 74% of true negatives and 91% of true
positives are accurately classified. This indicates
that the model is generally effective at distinguish-
ing between classes. However, there is a tendency
to over-predict the positive class. Specifically,
the model made 44, 808 positive predictions com-
pared to the 39, 266 actual positive examples in the
dataset. This imbalance suggests that the model

may be leaning towards identifying samples as
positive, possibly due to certain linguistic patterns
associated with the positive class. In contrast, the
model under-predicts the negative class, suggest-
ing that is necessary further fine-tuning to bet-
ter capture the variations within human-generated
text.

Figure 6: Subtask A: monolingual - Confusion matrix.
Most predictions aligning along the correct diagonal:
True negatives are 74%, False negatives are 25%, False
positives are 8%, True positives are 91%.

5 Conclusions and Future Work

In conclusion, our architecture and training meth-
ods produced good results for subtask A (securing
the second place). However, our models demon-
strated signs of over-fitting for subtask B. Our fu-
ture endeavors will explore several avenues:

• To improve our masked model’s performance
on the multilingual task, we will explore
techniques such as language-specific fine-
tuning, data augmentation, and regularization
to prevent over-fitting.
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• Utilize latent-space variables in our models
and, with the help of high-level features such
as event transitions or topic sequences, see if
we can improve the accuracy and resilience
of our model, especially under varied gener-
ation and adversarial settings.
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Abstract
The detection of AI-generated content is be-
coming increasingly important with the grow-
ing prevalence of tools such as ChatGPT. This
paper presents our results in the GenAI Content
Detection Task 1, focusing on binary English
and multilingual AI-generated text detection.
We trained and tested transformers, adapters
and adapter fusion. In the English setting (Sub-
task A), the combination of our own adapter on
AI-generated text detection based on RoBERTa
with a task adapter on multi-genre NLI yielded
a macro F1 score of 0.828 on the challenge test
set, ranking us third out of 35 teams. In the
multilingual setting (Subtask B), adapter fusion
resulted in a deterioration of the results. Con-
sequently, XLM-RoBERTa, fine-tuned on the
training set, was employed for the final evalua-
tion, attaining a macro F1 score of 0.7258 and
ranking tenth out of 25 teams.

1 Introduction

The increased utilisation of tools such as ChatGPT
has resulted in a notable rise in the prevalence of
AI-generated text across all facets of modern life.
In light of this, the development of detectors of AI-
generated content is becoming increasingly impor-
tant. The majority of research in this field focuses
on the detection of AI-generated text in the English
language. However, it is important to note that
generation models are also capable of producing
text in a multitude of languages. Consequently, the
development of effective detectors that can perform
well in multilingual settings is a crucial area of in-
vestigation. The binary English and multilingual
machine-generated text detection challenge at the
GenAI Content Detection Workshop (Wang et al.,
2025) is focusing on this problem by encouraging
its participants to develop detectors of AI-generated
text on English (Subtask A) and multilingual (Sub-
task B) text. We participated in both subtasks of
this challenge and trained and tested different trans-
formers and adapters on the task of AI-generated

text detection. We tested different adapter con-
figurations and the utilisation of adapter fusion to
transfer knowledge of pre-trained task adapters on
AI-generated text detection.

2 Related Work

Several detectors of AI-generated text have been de-
veloped recently. For example, Abassy et al. (2024)
developed a system, LLM-DetectAIve, which is
capable of identifying not only text written by hu-
mans and machines, but also instances where the
fact that a text was generated by a machine has
been obfuscated, or cases where an LLM has been
employed to enhance a text that was originally
written by a human. Campino (2024) tested and
trained different transformers on the detection of
AI-generated text in the field of education. The
transformers tested were ALBERT, BERT, ELEC-
TRA, RoBERTa and XLNet. The results demon-
strated that, without and with fine-tuning, BERT
provided the best results, with superior results
when fine-tuning. Other detectors were developed
in challenges, such as the SemEval-2024 Task 8
challenge (Wang et al., 2024) or the PAN challenge
at CLEF 2024 (Bevendorff et al., 2024). As far as
we know, adapters and adapter fusion haven’t been
used before.

3 System Description

We participated in Subtask A and B of the GenAI
Content Detection Task 1 challenge. In both set-
tings, first, we tested different transformers, fine-
tuning them on the respective training sets. In Sub-
task A, the English setting, we fine-tuned the trans-
formers BERT (base and large; Devlin et al., 2019)
and RoBERTa base (Liu et al., 2019). In Subtask B,
using the multilingual training set, we fine-tuned
XLM-RoBERTa base and large (Conneau et al.,
2019). Subsequently, we trained our own task
adapter on AI-generated text detection using the
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respective datasets of the subtasks and performed
adapter fusion (Pfeiffer et al., 2021) with official
available pre-trained task adapters from Adapter
Hub1 (Pfeiffer et al., 2020). Adapter fusion is a
method of combining the knowledge of multiple
pre-trained adapters trained for different tasks.

3.1 Adapter Fusion

First, we trained our own adapters on the English
and multilingual dataset (dependent on subtask).
As basis, the best transformers from the fine-tuning
step were used, being RoBERTa base on the En-
glish dataset and XLM-RoBERTa base on the mul-
tilingual dataset. In the English setting, different
adapter configurations were tested. We tested the
configurations LoRA (Hu et al., 2021), LoReFT
(Wu et al., 2024) and sequential bottleneck (seq_bn;
Houlsby et al., 2019). In the multilingual setting,
we used sequential bottleneck as adapter configu-
ration because of its superior performance in the
English setting. With this, we trained our own AI-
generated text detection adapter, called AI-Gen in
the English setting and ml-AI-Gen in the multilin-
gual setting.

A variety of task adapters were integrated and
evaluated in conjunction with our internally devel-
oped adapters, AI-Gen/ml-AI-Gen. The selection
of task adapters was based on an educated guess,
with a particular emphasis on their suitability for
the analysis of the structure and the perplexity of
textual content. The incorporation of perplexity
as an additional feature enabled the authors of
Guo et al. (2024) to enhance the results of their
AI-generated text detector. The same approach
was attempted here using task adapters. The task
adapters tested on the English dataset were pre-
trained on the tasks semantic textual similarity2,
multi-genre NLI3, adversarial NLI4, linguistic ac-
ceptability5 and machine reading comprehension6

(Poth et al., 2021). For the multilingual setting we
tested task adapters pre-trained on formality clas-
sification7 (Krishna et al., 2020) and multilingual
knowledge integration8 (Hou et al., 2022).

1https://adapterhub.ml/
2roberta-base-pf-mrpc
3roberta-base-pf-mnli
4roberta-base-pf-anli_r3
5roberta-base-pf-cola
6roberta-base-pf-record
7xlm-roberta-base_formality_classify_gyafc_pfeiffer
8xlm-roberta-base_mlki_ep_pfeiffer

Model macro F1 micro F1
BERT uncased base 0.806 0.815
BERT uncased large 0.792 0.808
RoBERTa base 0.822 0.831

Table 1: [Subtask A] English Transformer fine-tuned
(test set: devtest)

Adapter (conf) macro F1 micro F1
LoRA 0.729 0.768
LoReFT 0.679 0.738
seq_bn 0.837 0.849

Table 2: [Subtask A] English Adapters for different
configurations, trained with RoBERTa base (test set:
devtest)

3.2 Implementation Details
For the training of the transformers the learning rate
was set to 2e-5. We also tested with a learning rate
of 5e-5, but this resulted in overall worse scores,
i.e. training RoBERTa base on the English train-
ing set the macro F1 score after 1 epoch reached
0.3844 (with learning rate 2e-5: 0.9672). For the
adapter training we set the learning rate to 1e-4. In
all settings truncation and padding to the max input
length of the model was used. In all settings, we
trained for 6 epochs. We saved and tested the mod-
els after each epoch. The model from the epoch
with the best macro F1 score on the development
set was used for the evaluation on the devtest set.

4 Evaluation Results

In the development phase of the challenge, the var-
ious architectural options were evaluated on the
devtest set. The results of the two subtasks are
presented in the following sections. Subsequently,
during the final test phase, the two architectures
that demonstrated optimal performance on the de-
vtest set, were tested again.

4.1 Subtask A: English Only Data
In Subtask A, the goal was to train a detector on
English data only. We first tested different trans-
formers on the devtest set, fine-tuning them on the
English training set. We tested BERT (base, large)
and RoBERTa base, see Table 1 for the results on
the devtest set. For BERT base and RoBERTa base,
the optimal results on the development set were ob-
tained after 1 epoch of fine-tuning. Consequently,
we also tested smaller steps, comprising less than
1 epoch, which yielded inferior outcomes. For
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Adapter Fusion Adapter Type macro F1 micro F1
AI-Gen+mprc semantic textual similarity 0.799 0.813
AI-Gen+ MNLI multi-genre NLI 0.851 0.852
AI-Gen+anli adversarial NLI 0.819 0.833
AI-Gen+cola linguistic acceptability 0.836 0.841
AI-Gen+record machine reading comprehension 0.786 0.809
AI-Gen+MNLI+cola (combination) 0.779 0.779

Table 3: [Subtask A] English Adapter Fusion (test set: devtest)

BERT large, the optimal results were obtained after
4 epochs fine-tuning. RoBERTa base performed
the best with a macro F1 score of 0.822.

Following this, we trained an adapter based on
RoBERTa base using different adapter configura-
tions (LoRA, LoReFT and seq_bn). See Table 2 for
the results. For LoRA and LoReFT the best results
on the dev set were calculated after 5 epochs, for
seq_bn after 2 epochs. Using the configuration se-
quential bottleneck (seq_bn) the resulting adapter
performed the best with a macro F1 score of 0.837
and even better than RoBERTa fine-tuned (macro
F1 score: 0.822). We called this adapter AI-Gen.

After training our own adapter for AI-generated
text detection (AI-Gen) we used adapter fusion for
testing if additional knowledge of pre-trained task
adapters improve the detection performance. See
Table 3 for the results. We combined our adapter
AI-Gen with five different task adapters. For all
combinations, the best results were calculated after
3 epochs. The combination of AI-Gen with a task
adapter on multi-genre NLI (MNLI) improved the
macro F1-score on the devtest set to 0.851, from a
macro F1-score of 0.837 using AI-Gen alone. We
also tested a combination of AI-Gen with MNLI
and the second best task adapter (cola), but this
worsened the macro F1 score to 0.779.

Adapter fusion of AI-Gen with MNLI was our
best detector on the English dataset and therefore
also applied on the final test set in the challenge
used for ranking. On the final test set we achieved
a macro F1 score of 0.828 and micro F1 score of
0.8289, ranking third in the challenge (see Table 4).
Furthermore, we evaluated the performance of this
detector on the different generation methods used
to build the test set. In Table 5 the generation meth-
ods with the most wrongly classified labels (>40%)
are presented. Overall, our English detector has
the most problems detecting fakes generated using
GPT4 (55.36%), Dolly (54.48%) and StableLM
(52.38%). When viewing the source of the test set

Team macro F1 micro F1
1st 0.831 0.831
2nd 0.830 0.833
Fraunhofer SIT 0.828 0.829
4th 0.819 0.822

Table 4: [Subtask A] Final Evaluation on the test set
(final ranking)

Generation
method

# in testset % wrong
classified

ChatGLM 2006 41.28
Baichuan 1754 49.66
Dolly 268 54.48
StableLM 252 52.48
ChatGPT-turbo 144 45.83
GPT4 112 55.36
ChatGPT 96 45.83

Table 5: [Subtask A] Performance on the English test
set by generation method (% wrong classied >40%)

samples, Mixset (41.08%) and CUDRT (29.01%)
stood out with the most wrongly classified samples.

4.2 Subtask B: Multilingual Data

Again, we first fine-tuned and tested different trans-
formers using the multilingual training and devtest
set, see Table 6. The XLM-RoBERTa large model
(1 epoch) achieved a macro F1 score of 0. Viewing
the score files, all samples were classified as human
generated. As the multilingual training set contains
90.6% English data, we also applied the RoBERTa
base model from Subtask A, trained on the English

Model macro F1 micro F1
XLM-RoBERTa base 0.630 0.847
XLM-RoBERTa large 0 0.108
RoBERTa base 0.553 0.686

Table 6: [Subtask B] Multilingual Transformer fine-
tuned (test set: devtest)
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Adapter Setting Adapter Type macro F1 micro F1
newly trained adapter (ml-AI-Gen), configuration: seq_bn 0.585 0.837
fusion: ml-AI-Gen+form_class formality classification (form_class) 0.521 0.824
fusion: ml-AI-Gen+mlki multilingual knowledge integration 0.392 0.433
fusion: ml-AI-Gen+form_class+mlki 0.525 0.833

Table 7: [Subtask B] Multilingual Adapter Fusion (test set: devtest)

data, resulting in a macro F1 score of 0.553. The
best score was achieved with XLM-RoBERTa base
fine-tuned on the multilingual dataset (6 epochs)
with a macro F1 score of 0.63.

Following this, we trained our own adapter on
the multilingual training data (ml-AI-Gen) using
the previous best configuration, being sequential
bottleneck (4 epochs). See Table 7 for the re-
sults. The trained adapter (ml-AI-Gen) performed
worse on the devtest set with a macro F1-score
of 0.585, compared to XLM-RoBERTa base fine-
tuned (0.630). Also, the use of adapter fusion with
different task adapters worsened the results. On
the multilingual data, XLM-RoBERTa fine-tuned
being our best detector.

Interestingly, as one can see in Figure 1, the
macro F1 score on the development set exhibited
superior performance during training for the mod-
els using adapter fusion.The best one being adapter
fusion with ml-AI-Gen and a multilingual knowl-
edge integration task adapter (red in Figure 1) with
a macro F1 score of 0.953 after 3 epochs of training.
The best macro F1 score of XLM-RoBERTa on the
development set was 0.946 after 6 epochs training
(blue in Figure 1).

Again, we used the best performing model on
the devtest to participate in the final evaluation on
the test set used for ranking in the competition,
here being XLM-RoBERTa base fine-tuned. We
achieved a macro F1 score of 0.7258 and micro
F1 score of 0.7361 on the test set, ranking tenth
out of 25 teams. After the challenge, because of
their superior performance during training, we also
checked the performance of our trained adapter
fusion models on the test set (see Table 8). Still,
XLM-RoBERTa base (fine-tuned) performed best.
Adapter fusion didn’t improve the results on both
multilingual test sets.

5 Conclusion and Future Work

In this paper, we presented the solutions developed
by our team Fraunhofer SIT for the 2024 GenAI
Detection Task 1 challenge. We fine-tuned trans-

Model macro micro
F1 F1

XLM-RoBERTa base 0.726 0.736
(f) ml-AI-Gen+form_class 0.683 0.701
(f) ml-AI-Gen+mlki 0.519 0.554
(f) ml-AI-Gen+gyafc+mlki 0.555 0.562

Table 8: [Subtask B] Evaluation on the test set (used for
final ranking, (f): fusion)

formers and adapters, and applied adapter fusion
using different task adapters for knowledge transfer.
On English data, adapter fusion improved the re-
sults, resulting in our team ranking third in subtask
A of the challenge. The utilisation of multilingual
data did not yield enhanced outcomes in the context
of adapter fusion. One potential explanation for
this phenomenon is the dearth of task adapters that
are accessible within the domain of multilingual
data. To illustrate, the most optimal task adapter
within the English setting, multi-genre NLI, is not
available for multilingual data.

Limitations

We acknowledge certain limitations of our work,
and intend to address these in future work. First,
we used the whole training set in Subtask B, con-
taining 90% English data. Contrarily, the test set
didn’t include any English samples. In future work,
this dataset should be more balanced out, incorpo-
rating more data from underrepresented languages.
Furthermore, adapter fusion in a more wieder ex-
perimental setup should be tested in future work,
utilising a greater number of models and datasets.
Additionally, the relatively short length of the texts
in this dataset was not taken into account. Previous
approaches, such as multiscale positive-unlabeled
training (Tian et al., 2023), have demonstrated ef-
fective results on similar texts.
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Figure 1: [Subtask B] Macro F1-Score on the dev set during training
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Abstract

Detecting AI-generated text has become in-
creasingly prominent. This paper presents
our solution for the DAIGenC Task 1 Subtask
2, where we address the challenge of distin-
guishing human-authored text from machine-
generated content, especially in multilingual
contexts. We introduce Multi-Task Detection
(MLDet), a model that leverages Cross-Lingual
Adaptation and Model Generalization strate-
gies for Multilingual Machine-Generated Text
(MGT) detection. By combining language-
specific embeddings with fusion techniques,
MLDet creates a unified, language-agnostic
feature representation, enhancing its ability to
generalize across diverse languages and mod-
els. Our approach demonstrates strong perfor-
mance, achieving macro and micro F1 scores
of 0.7067 and 0.7187, respectively, and ranking
15th in the competition1. We also evaluate our
model across datasets generated by different
distinct models in many languages, showcasing
its robustness in multilingual and cross-model
scenarios.

1 Introduction

Large Language Models (LLMs) have been quickly
adopted in mainstream, making machine-generated
content readily available across various platforms,
such as news, social media, Q&A forums, edu-
cation and academics. Recent models, ChatGPT,
GPT-4 and Llama, can deliver quality responses
to diverse prompts. However, the ease with which
these models can articulate human-like text has
raised concerns about potential misuse and infor-
mation integrity (Liao, 2020). Given that humans
have very slim chance of distinguishing machine-
generated text from human-written content, there
is an urgent need for automated detection systems.
Many researches are underway developing various

1https://github.com/mbzuai-nlp/COLING-2025-
Workshop-on-MGT-Detection-Task1/tree/main

methods and models to address the challenge of dis-
tinguish MGT from human-authored content. Most
of these works focus on English text, but struggle
to differentiate text in other languages effectively.
While the overall accuracy is generally high, the
class-wise F1 scores remain low.

To tackle these issues, The COLING 2025 Work-
shop on DAIGenC (Wang et al., 2025) "Task 1: Bi-
nary Multilingual Machine-Generated Text (MGT)
Detection (Human vs. Machine)" aim to refresh
training and testing data with generations from
novel LLMs and include new languages. The task
is framed as—"determining whether a given text
is generated by a machine or authored by a hu-
man"— and is divided into two sub-tasks: Subtask
A: English-only MGT detection. Subtask B: Mul-
tilingual MGT detection. This paper focuses on
Subtask B.

Our approach for multilingual MGT detection
includes Cross-Lingual Adaptation and Model Gen-
eralization strategies. This methodology leverages
language-specific embeddings to improve general-
ization across languages and models. Through this
our model, Multi-Task Detection MLDet aims to
balanced performance on both macro and micro F1
scores.

2 Background

Over the last few years, numerous approaches
have been proposed to tackle the task of Machine-
generated text detection. Detecting machine-
generated text is primarily formulated as a binary
classification task (Zellers et al., 2019; Gehrmann
et al., 2019; Ippolito et al., 2019), naively dis-
tinguishing between human-written and machine-
generated text. In general, there are three main
approaches: the supervised methods (Wang et al.,
2023; Uchendu et al., 2021; Zellers et al., 2019;
Zhong et al., 2020; Liu et al., 2023, 2022), the
unsupervised ones, such as zero-shot methods (So-
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laiman et al., 2019; Ippolito et al., 2019; Mitchell
et al., 2023; Su et al., 2023; Hans et al.; Shijaku
and Canhasi, 2023) and Adversarial measures on
detection accuracy (Susnjak and McIntosh, 2024;
Liang et al., 2023), especially within the education
domain. For example, Antoun et al. 2023 evalu-
ates the robustness of detectors against character-
level perturbations or misspelled words, focusing
on French as a case study. Krishna et al. 2024 train
a generative model (DIPPER) to paraphrase para-
graphs to evade detection. Although supervised
approaches yield relatively better results, they are
susceptible to overfitting (Mitchell et al., 2023; Su
et al., 2023).

There are few Multilingual MGT Detection tech-
niques which are mainly based on finetuned models
(Macko et al., 2023, 2024; Hashmi et al., 2024; Ba-
had et al., 2024).

3 Proposed Model

In this section, we outline our approach for multi-
lingual MGT detection.

3.1 Dataset Description

There are three datasets provided by (Wang et al.,
2025): Train, Dev, and Test. Training and develop-
ment data with 7 columns id, source, sub_source,
language, model, label and text for the develop-
ment phase. Testing data for the Evaluation phase.
The AI and Human text distribution is tabulated in
Table 1.

Data AI Human Total
Train 674,083 257,968 932,051
Dev 178,728 110,166 288,894
Test 77,791 73,634 151,425

Table 1: Data for AI and Human across three datasets.

Table 2 includes different AI text generation
models, languages, and domains. Specifically, the
text in the training and development datasets are
generated using 43 distinct models, while the train-
ing dataset uses 20 different models. Additionally,
the training dataset includes data in 9 languages,
whereas the testing dataset contains text in 20 lan-
guages. These variations in models and languages
are essential for training and evaluation processes.
Detail of dataset mention in Section A.2

lang model domain
Train 9 43 36
Dev 9 43 36
Test 16 20 27

Table 2: Table showing the different type of unique lang,
model, and domain.

3.2 Language-Specific Embedding Extraction

Given the input text x(l) from the "text" column in
language l, we obtain a feature vector h(l) using
the pre-trained embedding model Ml specialized
for the language l (e.g. Chinese-BERT (Sun et al.,
2021) for Chinese, and AraBERT (Antoun et al.,
2020) for Arabic) as h(l) = Ml(x

(l)). Detail of
Embedding models mention in Section A.3.1

This produces a feature vector that captures both
language-specific and general semantic features.
For handling unknown languages, we detect the
language of input text and either use a default lan-
guage model such as XLM-RoBERTa or fall back
to an "unknown" embedding model, ensuring ro-
bustness across languages not explicitly included
in the training set.

3.3 Cross-Lingual Fusion for Unified
Representation

We combine embeddings from different lan-
guages in the dataset to create a unified rep-
resentation as language-agnostic. Let H =
{h(l1), h(l2), . . . , h(ln)} represent feature embed-
dings across languages.

Concatenation Fusion combines embeddings
from various languages, as shown in equation 1.
We then apply a weighted summation, where each
language embedding h(l) is scaled by a learnable
weight w(l), as shown in equation 2. The result-
ing fused embedding, hfusion, is passed through a
Language Prediction Network, which predicts the
language of the text. The output of this network
is ŷlang which is the Language model label, as de-
scribed in equation 3.

hfusion = [h(l1);h(l2); . . . ;h(ln)] ∈ Rn×d (1)

hfusion =
∑

l∈L
w(l)h(l) (2)

ŷlang = flanguage(hfusion) (3)
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Figure 1: Proposed Detector model architecture: fusing stylometric features with a PLM embedding.

3.4 Cross-Lingual Consistency Loss
To enforce consistency across languages, we intro-
duce a cross-lingual consistency loss that encour-
ages similarity between embeddings of the same
sample across languages. For each pair of lan-
guages (li, lj) as shown in equation 4. This loss
aligns embeddings across languages, promoting
language-invariant features.

Lcross-l =
1

|L|(|L| − 1)

∑

i ̸=j

∥ŷ(li)lang − ŷ
(lj)
lang∥2 (4)

The notation |L| denotes the total number of
languages in this set.

3.5 Embedding Extraction with mBERT
Each text x from the "text" column, we pass it
through mBERT, which produces a sequence of
hidden states for each token in the text. The embed-
ding corresponding to the [CLS] token from the
final hidden layer is then extracted as the represen-
tation for input text as shown in equation 5.

he
CLS = RoBERTa(x)[CLS] (5)

where, he
CLS ∈ Re is the CLS token embedding,

and e is the embedding size of the model’s output.

3.6 Model Generalization for MGT Detection
After obtaining the embedding he

CLS, we pass it
through the Model Prediction Network, which pre-
dicts the specific model responsible for generating
the text. The output of this network is the predicted
model label ŷm as shown in equation 6.

ŷm = fmodel(h
e
CLS) (6)

Given that the training and testing set includes 43
and 20 different models respectively, we introduce

a model generalization loss to reduce reliance on
specific training models.

The Cross-Model Pairwise Loss promote model-
invariant features by minimizing the divergence
between embeddings from different models, as in
equation 7. Noise Augmentation adds Gaussian
noise ϵ ∼ N (0, σ2) during training to simulate
unseen models as ŷaug

m = ŷm + ϵ.

Lmodel-gen =
1

|M|(|M| − 1)

∑

m ̸=m′
∥ŷm − ŷm′∥2 (7)

|M| denotes the total number of generated model.

3.7 AI vs. Human Classification Network
The CLS token embedding he

CLS is passed to the AI
vs. Human Classification Network. This network is
a fully connected layer that outputs the probability
of whether the text is human-written or machine-
generated. The binary cross-entropy loss is used to
compute the classification output as in equation 8.

Llabel = − 1

N

N∑

i=1

(yi log(ŷi) + (1− yi) log(1− ŷi)) (8)

Where, ŷi is the predicted probability for the i-th
sample, yi is the true label, N is the total number
of samples.

3.8 Total Loss Function
Our model is optimized with a combination of label
classification, cross-lingual, and model generaliza-
tion losses. The total loss function is given by
equation 9.

Ltotal = αLlabel + βLcross-l + γLmodel-gen (9)

where α, β, and γ are hyperparameters controlling
the contributions of each component.

186



3.9 Training and Evaluation
We train the model by minimizing Ltotal with gra-
dient descent using the AdamW optimizer. The
CLS token embedding, which is 768 dimensions
for mBERT serves as the input to fully connected
hidden layers across the task-specific networks,
each configured with 512 and 256 neurons and
ReLU activations. The Macro F1 score used for
evaluation to ensure balanced performance across
classes. Further details of experimental setup in
presented in section A.1.

During development phase, we consider differ-
ent models with varied training strategies, detailed
in Table 3. This includes direct fine-tuning of pre-
trained language models (PLMs) such as XLM-
RoBERTa (Wiciaputra et al., 2021) and mBERT
(Wu and Dredze, 2020) as the initial model. Fur-
thermore, the mBERT + CM model utilizes cross-
model adaptation (Section 3.6), while the mBERT
+ CL model applies Cross-Lingual Fusion (Sec-
tion 3.3). The MLDet model incorporates Cross-
Lingual Adaptation and Model Generalization
strategies, as described in Section 3.

4 Results

The comprehensive analysis of the performance of
various models on MGT detection based on micro
F1, macro F1 score and accuracy are presented in
Table 3. Final model, MTDet achieves macro F1
(classwise) score of 0.7739, outperforming other
models.

Model Macro
F1

Micro F1 Accu.

XLM-RoBERTa 0.4133 0.4631 0.4631
mBERT 0.5203 0.8352 0.8352
mBERT + CM 0.5832 0.8523 0.8521
mBERT + CL 0.6044 0.8264 0.8264
MTDet (Final) 0.7739 0.7938 0.7938

Table 3: Performance scores of different models on Dev
Dataset.

The result of evaluating on the test dataset is
tabulated in Table 4. Final model, MLDet, demon-
strates a balanced performance on both macro and
micro F1 scores, achieving 0.7067 and 0.7187 re-
spectively. Although it does not reach the highest
micro F1 score, its macro F1 performance suggests
a more balanced generalization across different lan-
guages and domains, reflecting its robustness in
multilingual MGT detection.

Test Model Macro F1 Micro F1
XLM-RoBERTa 0.3876 0.6798
mBERT 0.4307 0.7135
mBERT + CM 0.5678 0.8123
mBERT + CL 0.4897 0.8650
MLDet (Final) 0.7067 0.7187

Table 4: Performance comparison of various test models
on Macro and Micro F1 scores.

5 Analysis

The performance of our MLDet model, as pre-
sented in Tables 3 and 4, highlights its strengths in
achieving a balanced Macro and Micro F1 score.
While direct PLM (mBERT) models may perform
better in terms of accuracy and Micro F1, their low
Class-wise (Macro) F1 scores indicate a bias to-
ward majority classes in the dataset (as discussed
in Table 1). These models also struggle to handle di-
verse languages and text generated by different AI
models. In comparison, the mBERT + CM model
slightly outperforms the mBERT + CL model in
accuracy and micro F1 but falls short in macro F1,
highlighting the importance of adaptation to un-
seen language pairs and model generalization. Our
final MTDet model (mBERT + CM + CL) success-
fully balances macro and micro F1 scores, show-
casing the effectiveness of integrating advanced
cross-lingual adaptation and model generalization
strategies.

However, the final model performs better on the
development dataset compared to the test dataset.
As noted in Section 2, the languages and generation
models in the training and development datasets are
similar, whereas the test dataset introduces different
languages and generation models. Despite this
increased challenge, the model still outperforms
others in this scenario.

6 Conclusions

In conclusion, the robust performance of MLDet
on diverse multilingual datasets underscores the
importance of incorporating cross-lingual adapta-
tion and model generalization strategies. A robust
performance on the test dataset with a macro F1
score of 0.7067. By capturing a wide range of lin-
guistic and contextual information, these strategies
allow the model to generalize effectively across
languages and domains, positioning MLDet as a
versatile and efficient solution for MGT detection
in multilingual settings.
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A Example Appendix

A.1 Details of Experimental Setups

The experimental setup for this study includes a
comprehensive range of hyperparameters, multi-
lingual datasets, and model embeddings tailored
to effectively detect machine-generated text across
diverse languages and domains.

Key hyperparameters, mention in Table 4 such
as learning rate, batch size, and dropout rate, were
carefully tuned to optimize model performance.
Additionally, weights for classification, domain,
and cross-lingual loss were experimentally adjusted
to ensure the model’s adaptability to varied linguis-
tic structures. The optimizer used was Adam, with
specific parameters for Beta values and epsilon,
while learning rate scheduling was customized
based on experimental results. The setup is de-
signed to capture fine-grained cross-lingual fea-
tures, thereby enabling robust language-specific
and language-agnostic pattern recognition.

A.2 Details of Dataset and Used Model

The table 2 summarizes the diversity in datasets:
Train/Dev (9 lang, 43 models, 36 domains) and
Test (16 lang, 20 models, 27 domains), highlighting
broader testing scope.

A.2.1 Training Dataset detail
Traning dataset with 7 columns id,source,
sub_source, language, model, label and text

Hyperparameter Typical Values
Learning Rate (η) 1e− 5 to 1e− 3

Batch Size 16, 32, 64
Number of Epochs 100 to 500
Weight for Classifi-
cation Loss (λ)

Tuned based on experi-
ment

Weight for Domain
Loss (γ)

Tuned based on experi-
ment

Weight for Cross-
Lingual Loss (δ)

Tuned based on experi-
ment

Dropout Rate 0.1 to 0.5
Gradient Reversal
Layer Parameter

Tuned based on experi-
ment

Hidden Layer Di-
mensions

Tuned based on experi-
ment

Optimizer (Adam
Parameters)

Beta1: 0.9, Beta2: 0.999,
Epsilon: 1e− 8

Learning Rate
Scheduler Parame-
ters

Tuned based on experi-
ment

Table 5: List of Hyper parameters for the Experiment
during Training

The dataset includes diverse languages Table
6 with English (229,209 human, 381,467 AI)
dominating, followed by Chinese (19,315 human,
15,969 AI). Bulgarian (4,205 human, 3,886 AI)
and German (231 human, 4,462 AI) emphasize AI.
Indonesian, Urdu, and Russian show balanced dis-
tributions, while Italian contains only AI samples
(4,174).

The experimental setup includes diverse
generation models: OpenAI’s GPT series
(GPT-3.5-Turbo, Davinci, GPT4), BLOOM
models (Bloomz, bloom_7b), Meta’s Llama3, OPT,
and Llama2-fine-tuned, along with Flan_T5, T0,
and specialized models (Gemma, Jais-30b). These
cover multilingual and task-specific applications,
emphasizing robust, fine-tuned, and scalable AI
capabilities.

A.3 Testing Dataset details

The testing dataset expands the linguistic range,
incorporating additional languages such as Kazakh,
Norwegian, and Hindi as mention Table 8, thus
testing the model’s capacity to generalize to un-
seen linguistic contexts. A broad array of genera-
tive models, including recent releases like GPT-4,
Llama, and Baichuan, are represented, allowing a
thorough evaluation of the model’s effectiveness
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Language (Code) Human AI
Arabic (ar) 344 1770
Bulgarian (bg) 4205 3886
German (de) 231 4462
English (en) 229209 381467
Indonesian (id) 1895 2081
Italian (it) 0 4174
Russian (ru) 684 630
Urdu (ur) 2085 1676
Chinese (zh) 19315 15969

Table 6: Counts of Human and AI instances across
languages in Training Dataset.

Language Embedding
English RoBERTa
Chinese Chinese-BERT
Bulgarian XLM-RoBERTa
German GottBERT
Italian AlBERTo
Indonesian IndoBERT
Urdu UrduBERT
Arabic AraBERT
Russian RuBERT

Table 7: Languages and their corresponding embed-
dings during Training.

Language Human AI
Arabic 4350 6320
Chinese 29947 33062
Dutch 600 600
German 1865 0
Hebrew 1182 0
Hindi 599 600
Indonesian 600 600
Italian 2496 2800
Japanese 300 300
Kazakh 1171 1300
Norwegian 1544 0
Russian 13039 13094
Spanish 600 600
Urdu 13190 17315
Vietnamese 1126 1200
Russian 1025 0

Table 8: Counts of Human and AI instances across
various languages in Testing Dataset.

across diverse AI text generation systems. This ex-
perimental design facilitates a detailed assessment
of the model’s cross-lingual performance and ro-
bustness against various language models, ensuring

comprehensive validation of the approach.

Model Count
Human 73634
GPT-4o 28538
GPT-4o-mini 6845
gpt4o 6591
Vikhrmodels 6503
gpt-4o-2024-05-13 5998
Baichuan2-13B-Chat 5521
ChatGLM3-6B 5359
Llama 3.1 405B instruct 4000
gpt-4o 2400
gpt-4 1545
GPT-4-turbo 1400
glm-4-9b-chat 778
claude-3-5-sonnet 773
GPT4 299
Qwen 297
GPT3.5 297
ChatGLM 295
Baichuan 283
qwen2.5 72b 69

Table 9: Counts of instances for different models in
Testing Dataset.

Table 9:The model distribution includes 73,634
human samples and a variety of AI models: GPT-4o
(28,538), GPT-4o-mini (6,845), Vikhrmodels
(6,503), and gpt-4o-2024-05-13 (5,998). Other
models include Baichuan2-13B-Chat (5,521),
ChatGLM3-6B (5,359), Llama 3.1 405B instruct
(4,000), and smaller counts for models like
GPT-4-turbo (1,400), glm-4-9b-chat (778), and
GPT4 (299). The dataset highlights diverse AI ca-
pabilities across various architectures and scales.

A.3.1 Detail of Language-Specific Embedding
Used

The dataset is organized by language, embedding
models, and instance counts for human and AI
content 6. Training spans nine languages with
language-specific models (e.g., RoBERTa for En-
glish, Chinese-BERT for Chinese, AraBERT for
Arabic) as mention Table 7, enabling nuanced fea-
ture extraction. It ensures a balanced multilingual
setup, with English and Chinese dominating, and
sufficient representation for Bulgarian, Indonesian,
and Urdu.
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Abstract

Recently, large language models (LLMs) have
demonstrated unprecedented capabilities in lan-
guage generation, yet they still often produce
incorrect information. Therefore, determining
whether a text was generated by an LLM has be-
come one of the factors that must be considered
when evaluating its reliability. In this paper,
we discuss methods to determine whether texts
written in various languages were authored by
humans or generated by LLMs. We have dis-
covered that the classification accuracy signifi-
cantly decreases for texts written in languages
not observed during the training process, and
we aim to address this issue. We propose a
method to improve performance for unseen lan-
guages by using token-level predictive distri-
butions extracted from various LLMs and text
embeddings from a multilingual pre-trained lan-
gauge model. With the proposed method, we
achieved third place out of 25 teams in Subtask
B (binary multilingual machine-generated text
detection) of Shared Task 1, with an F1 macro
score of 0.7532.1

1 Introduction

Recently proposed large language models (LLMs)
have demonstrated the ability to generate natural
language with a level of fluency akin to that of
humans, but they can still produce content that in-
cludes incorrect information (Azaria and Mitchell,
2023; Ji et al., 2023). Due to this fluency, people
may not realize that the generated text contains
inaccuracies, making it easier for false informa-
tion to spread as if it were true. This can lead to
various negative consequences. As a result, de-
tecting text generated by LLMs has become in-
creasingly important. In particular, with numerous
language models now supporting multilingual text
generation, identifying LLM-generated text across

1Our code is available at https://github.com/
nota-github/NotaAI_Multilingual_MGT_Detection.

different languages has also become a significant
research topic.

In this paper, we discuss methods to determine
whether texts written in various languages are au-
thored by humans or generated by LLMs. More
specifically, we describe the system we devel-
oped for Subtask B of Shared Task 1 (i.e., bi-
nary multilingual machine-generated text (MGT)
detection) (Wang et al., 2025) at the COLING
2025 Workshop on Detecting AI Generated Con-
tent (DAIGenC). The goal of this task is to develop
a high-performance binary classification system.
To create the dataset used in this task, a variety of
LLMs, ranging from closed models such as GPT-4
to open-source models such as the LLaMA series
(Dubey et al., 2024), were utilized. One of the main
challenges in this shared task is that a significant
number of samples in the evaluation set are written
in languages that the models did not observe during
the training phase.

It is known that when pretrained language mod-
els (PLMs)2, which have been pre-trained on mul-
tilingual raw corpora, are fine-tuned with large-
scale natural language understanding task datasets
in specific languages, these models can effectively
perform those tasks even on samples written in lan-
guages not observed during training (Gaim et al.,
2023). This is referred to as zero-shot cross-lingual
transfer learning (Artetxe et al., 2020). In this work,
we conducted a preliminary study to examine the ef-
fectiveness of zero-shot cross-lingual transfer learn-
ing in multilingual MGT detection. We trained the
multilingual E5-large (Wang et al., 2024) model
on two different datasets. One dataset consisted of
the entire training data provided for Subtask B of
Shared Task 1, and the other was composed only

2Since LLMs are also pre-trained language models, there
could be confusion regarding the terminology. In this paper,
we will refer to encoder-based language models, such as BERT
(Devlin et al., 2019) and RoBERTa (Liu et al., 2019), which
have been used for natural language understanding tasks, as
PLMs.
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of samples written in English from that dataset.
Evaluation was conducted on 27,045 samples from
the development set, excluding English samples.
The model trained on the entire dataset showed a
very high F1 score (0.9806), as there were no sam-
ples written in unseen languages. However, when
the model was trained only on English samples,
although there was some evidence of zero-shot
cross-lingual transfer learning, a significant drop in
performance was observed (F1 score: 0.7965).

In this work, samples written in seen languages
are inferred using a multilingual PLM trained
through a standard supervised fine-tuning approach.
To more accurately distinguish the source of texts
written in seen languages, we investigate various
multilingual PLMs. However, for texts written in
unseen languages, inference is performed differ-
ently from the traditional approach. To determine
whether samples written in unseen languages are
MGTs, we explore features that can be commonly
used for the multilingual MGT detection task, re-
gardless of the language.

In monolingual MGT detection, LLMs are
known to assign high probability value to each gen-
erated token of the MGT (Sarvazyan et al., 2024).
However, it is unclear whether this will be useful
in multilingual MGT detection. This is because
many unseen languages are likely low-resource
languages with insufficient training data, meaning
LLMs may not have learned many tokens for these
languages. Therefore, it is uncertain whether LLMs
will assign high probabilities to all tokens in texts
written in such unseen languages. In this study,
we examine the effectiveness of a model that uses
token-level predictive distributions extracted from
various LLMs as features for multilingual MGT
detection. The previous study (Sarvazyan et al.,
2024) used only the LLaMA-2 models, but we uti-
lized various models to reflect the characteristics of
different LLMs. To address the issue of differing to-
kenization results across models, we also propose a
novel network architecture. Additionally, we found
that using meaning representations extracted from
a multilingual PLM that had not been fine-tuned
further improved performance. Previously, such
meaning representations were not utilized together.

The experimental results showed that token-
level predictive distributions extracted from various
LLMs and embeddings from a multilingual PLM
are useful in multilingual MGT detection. The sys-
tem we proposed achieved third place out of 25
teams in the Shared Task 1, with an F1 macro score

of 0.7532.

2 System Overview

Our MGT detection system first identifies the lan-
guage in which the given text is written. We use
LangID3 as the language identification tool. If the
given text is written in a language observed during
training, it is inferred using a model fine-tuned with
supervised learning on a multilingual PLM (§2.1).
Otherwise, it is inferred using a model that utilizes
token-level predictive distributions extracted from
various LLMs as features, along with a meaning
representation from a multilingual PLM (§2.2).

2.1 Fine-Tuning a Multilingual PLM on a
Labeled MGT Detection Dataset

If the given text is in a language present in the
training data, inference is performed using a super-
vised fine-tuned multilingual PLM. The PLM is
trained to solve the binary classification problem
by minimizing the cross-entropy loss. After fine-
tuning, we evaluated the performance of various
multilingual PLMs using a development set com-
posed solely of samples written in seen languages.
We use the PLM that performed the best among
them.

2.2 Multilingual MGT Detector for Unseen
Languages

As features that can be commonly used in the mul-
tilingual MGT detection task regardless of the lan-
guage, we utilize information from the predictive
distributions of each token when a text is fed into
LLMs. We extract three features, which are known
to be useful in monolingual MGT detection (Sar-
vazyan et al., 2024), from the predictive distribu-
tions of each token.

• Log probabilty of the predicted token (F1):
This feature represents the log probability of
the next token predicted with the highest prob-
ability for a given token input from an LLM.

• Log probabilty of the generated token (F2):
This feature is the log probability of the token
actually generated for a given token input in
the LLM.

• Entropy of the predictive distribution (F3):
It represents the entropy value of the probabil-
ity distribution of the predicted next tokens.

3https://github.com/saffsd/langid.py
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Figure 1: A description of the proposed model for classifying whether a text written in an unseen language is MGT
or not. The ice symbol represents a module whose parameters are not updated during training, while the flame
symbol indicates a module whose parameters are updated.

As shown in Figure 1, tokenized sample texts are
fed into N different LLMs. Since each LLM has a
different tokenization method, the given input text
may be split into a different number of tokens. The
three features extracted from the predictive distri-
butions for each token are then used as inputs to the
transformer encoder, producing 256 dimensional
hidden states. These features are combined into a
single feature vector for all input tokens through av-
erage pooling. The feature vectors extracted from
the LLMs are concatenated and serve as input to
the classifier (i.e., linear layer). In this study, we
use three different LLMs.

We also utilize the meaning representation ex-
tracted from a multilingual PLM. As a prelimi-
nary study, we translated 20 random English texts
into all the languages used in the training and de-
vtest sets provided for this shared task, and then
extracted text embeddings from XLM-RoBERTa-
base (Conneau et al., 2020). We considered the
hidden state of the <s> token in the last layer as the
text embedding, and visualized these embeddings
in 2D using t-SNE. As a result, texts sharing simi-
lar meanings were positioned close to each other,
regardless of the language, while texts with differ-
ent meanings were positioned farther apart. This
phenomenon has been widely discussed in previ-
ous research (Ding et al., 2022). Although this
feature is language-agnostic and its relation to mul-
tilingual MGT is still uncertain, empirically, we
observed that this feature improves the MGT detec-
tion performance. Before applying this feature, the
F1 score on the development set was 0.7114, but it

improved significantly to 0.7370. As a result, our
system utilizes this feature as well.

One plausible reason why the meaning represen-
tation could be useful is the following: LLMs often
generate texts that deviate from common sense. Un-
less multilingual PLMs are intentionally trained to
learn noise, these texts are likely to differ signifi-
cantly from the common-sense knowledge learned
by the PLMs. In other words, texts containing such
incorrect information may be out-of-distribution
samples and could be represented far from samples
containing accurate knowledge in the embedding
space. We will examine this hypothesis further in
future work.

We trained this detector using the features de-
scribed so far, optimizing it to minimize the cross-
entropy loss. The specific language models we
used are described in more detail in Section 3.2.

3 Implementation Details

3.1 Datasets

The datasets provided in Shared Task 1 is as fol-
lows: For model training, 674,083 training samples
and 288,894 samples from the development set are
used. Both of these datasets consist of samples
written in the same nine languages. For leader-
board evaluation, the devtest dataset and the test
set contain 74,081 and 151,425 samples, respec-
tively, with samples written in 11 and 16 different
languages.
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F1
XLM-RBase 0.9426
XLM-RLarge 0.9648
mE5Base 0.9653
mE5Large 0.9728

Table 1: Performance of fine-tuned multilingual PLMs
on the development set

Rank Team F1 Macro F1 Micro
1 Grape 0.7916 0.7962
2 rockstart 0.7557 0.7564
3 Nota AI (Ours) 0.7532 0.7591
4 LuxVeri 0.7513 0.7527
5 TechExperts(IPN) 0.7463 0.7474
6 azlearning 0.7436 0.7449
7 nampfiev1995 0.7427 0.7440

Baseline 0.7416 0.7426

Table 2: Top 7 leaderboard for Shared Task1

3.2 Models

The models used in our proposed system are as
follows: For samples written in seen languages,
we used the fine-tuned multilingual e5-large model
because this model showed the best performance
on the development set among various mutlin-
gual PLMs (see Table 1). For samples written in
unseen languages, we used XLM-RoBERTa-base
as the multilingual PLM. Additionally, since our
method uses various LLMs, we aimed to reduce
computational costs for inference by employing
the following smaller LLMs (sLLMs): Llama-
3.2-1B-Instruct (Dubey et al., 2024), Qwen2.5-
1.5B-Instruct (Team, 2024), and Phi-3-mini-128k-
instruct (Abdin et al., 2024). We have confirmed
that these three sLLMs have already learned all the
languages used in the training, development, and
devtest sets.

3.3 Hyperparameters

All PLMs used in this experiment were trained
with the same hyperparameters. The learning rate
was set to 5e-5 with a linear decay. We trained
for 3 epochs, with a warmup ratio of 0.01, and
selected the models that showed the best perfor-
mance on the development set. The AdamW op-
timizer (Loshchilov and Hutter, 2019) was used
for parameter updates, and the weight decay was
set to 0.1. The model that uses predictive distri-
bution information was trained with the following
hyperparameters: it was trained for 50 epochs with

Figure 2: The average probability assigned by the LLM
to the generated tokens, based on the token length of
the text. The measurements were taken using samples
of unseen languages from the devtest set, and the prob-
abilities of the generated tokens were calculated using
Llama-3.2-1B-Instruct.

a learning rate of 2e-4 and linear decay. Both the
weight decay and warmup ratio were set to 0.01.

4 Results and Discussion

4.1 Leaderboard

As described in Table 2, we achieved third place out
of 25 teams in Subtask B (binary multilingual MGT
detection) of Shared Task 1, with an F1 macro score
of 0.7532.

4.2 Discussion

As mentioned in Section 2.2, it is uncertain whether
token-level predictive distributions are helpful for
samples written in unseen languages in multilin-
gual MGT detection. To investigate this, we ex-
amined the average probabilities of generated to-
kens for samples from unseen languages in the
devtest set, categorized by token length. As shown
in Figure 2, we observed that higher probabilities
are assigned to generated text compared to human-
written text. In other words, this can be considered
a discriminative feature for determining whether
the text is MGT.

Furthermore, we investigated whether the pro-
posed method is actually effective for samples in
unseen languages. We trained the model on En-
glish data only and then evaluated the MGT de-
tection performance on samples written in unseen
languages from the devtest set. When compared
to the multilingual E5-large model (F1: 0.9030),
which performed zero-shot cross-lingual transfer
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learning, our method showed better performance
with an F1 score of 0.9175.

5 Conclusion

In this work, we proposed a system for determin-
ing whether samples written in unseen languages
are MGTs or not, and our approach achieved third
place in Subtask B of Shared Task 1. However,
while we obtained a relatively high F1 score com-
pared to the baseline, it was not significantly higher.
For future work, we should focus more on investi-
gating features that can better distinguish samples
in unseen languages.

Limitations

We achieved a high rank of third place in this shared
task, but there are some limitations in our meth-
ods. First, our approach relies on distinguishing
between languages, which means that misidentify-
ing the language type increases the likelihood of
making an incorrect classification for that sample.
Additionally, while we utilize sLLMs, extracting
token-level predictive distributions involves signifi-
cant computational costs.
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Abstract

In the current digital landscape, distinguish-
ing between text generated by humans and that
created by large language models has become
increasingly complex. This challenge is exac-
erbated by advanced LLMs such as the Gem-
ini, ChatGPT, GPT-4, and LLaMa, which can
produce highly sophisticated, human-like text.
This indistinguishability introduces a range of
challenges across different sectors. Cyberse-
curity increases the risk of social engineering
and misinformation, while social media aids
the spread of biased or false content. The ed-
ucational sector faces issues of academic in-
tegrity, and within large, multi-team environ-
ments, these models add complexity to manag-
ing interactions between human and AI agents.
To address these challenges, we approached
the problem as a binary classification task us-
ing an English-language benchmark COLING
dataset. We employed transformer-based neu-
ral network models, including BERT, Distil-
BERT, and RoBERTa, fine-tuning each model
with optimized hyperparameters to maximize
classification accuracy. Our team, CNLP-NITS-
PP has achieved the 23rd rank in subtask 1 at
Coling-2025 for machine-generated text detec-
tion in English with a Main Score (F1 Macro)
of 0.6502 and micro-F1 score of 0.6876.

1 Introduction

Large Language Models (LLMs) represent a signif-
icant advancement in Natural Language Processing
(NLP), advancing development in applications such
as machine translation, text analysis, text genera-
tion, and question answering (Bommasani et al.,
2021; Chowdhery et al., 2023). In academic, in-
dustrial, and everyday contexts, the increasing de-
ployment of LLM-powered applications, such as
ChatGPT1, highlights their transformative poten-
tial. However, this rapid integration also under-
scores the importance of understanding their capa-

1https://chatgpt.com/

bilities and limitations to manage expectations and
address ethical, societal, and technical challenges
effectively (Bender et al., 2021).

Detecting AI-Generated Text (AGT) focuses
on leveraging Artificial Intelligence (AI) to iden-
tify and distinguish content produced by AI from
Human-Written Text (HWT). This area has gained
significant importance due to the rapid advance-
ments in Deep Learning (DL), which have enabled
widespread applications of AGT in content cre-
ation, virtual assistants, and more. However, these
developments also introduce challenges, including
the propagation of misinformation, potential pri-
vacy violations, and ethical risks (Al-kfairy et al.,
2024). Consequently, AGT detection has emerged
as a critical domain in AI research, aimed at miti-
gating these challenges and ensuring accountability
in using generative AI technologies (Bender et al.,
2021).

AGT detection research has emerged as a critical
area within NLP, driven by advancements in DL.
The introduction of robust models, such as Recur-
rent Neural Networks (RNN) (Lipton, 2015), Long
Short-Term Memory Networks (LSTM) (Hochre-
iter, 1997), and Transformers (Vaswani, 2017), has
significantly enhanced AI capabilities in text gen-
eration. These models now produce high-quality
content, including articles, dialogues, and news
reports. However, their misuse poses substantial
risks, such as disseminating misinformation, decep-
tion of readers, and propagation of harmful content.

DL plays a pivotal role in generating AGT. DL
models can produce realistic and coherent text by
analyzing linguistic patterns and structures through
training on extensive datasets. Pre-Trained Lan-
guage Models (PLMs) based on the Transformer ar-
chitecture (e.g., GPT-3, BERT) have demonstrated
exceptional performance across various NLP tasks,
contributing significantly to AGT development
(Vaswani, 2017; Brown, 2020).

However, the widespread adoption of DL tech-
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niques for AGT generation has raised several chal-
lenges. These include the potential for spreading
misinformation, such as AI-generated fake news
and deceptive advertisements that could influence
public opinion (Al-kfairy et al., 2024). Addition-
ally, personal data may be exploited to generate
misleading or targeted fraudulent content (Bender
et al., 2021). Furthermore, DL-powered AI can be
misused to create inappropriate material, includ-
ing violent, pornographic, or hate speech content,
which may be widely disseminated (Zellers et al.,
2019).

Numerous researchers are developing strategies
to detect and identify problematic content to ad-
dress the challenges associated with AGT. These
strategies include rule-based and statistical ap-
proaches, as well as ML techniques like Support
Vector Machines (SVM) and Random Forests (RF),
which are commonly used for building detection
models (Aristantia et al., 2024). Additionally, com-
bining these techniques with DL models, such as
those based on the Transformer architecture, is be-
ing explored to improve detection accuracy. This
paper introduces a tool designed to detect LLM-
generated AI text using Transformer-based models
to improve detection accuracy and provide insights
for future research.

2 Related Work

Various commercial and open-source tools, such
as GPTZero, ZeroGPT2, AI Content Detector, and
GPT-2 Output Detector (Mitchell et al., 2023), have
emerged to detect AI-generated content effectively.
Additionally, active research focuses on curating
specialized datasets and determining which fea-
tures and classifiers can enhance classification per-
formance. For example, (Yu et al., 2023) compiled
a dataset of human and AI-generated abstracts to
assess commercial and non-commercial detection
systems, though the dataset is currently limited to
English.

Recent studies have experimented with differ-
ent detection methodologies, such as using XG-
Boost classifiers (Shijaku and Canhasi, 2023), de-
cision tree algorithms (Zaitsu and Jin, 2023), and
transformer-based models (Guo et al., 2023). No-
tably, analyzed text from English customer re-
views, developing a transformer-based classifier
that achieved a classification accuracy of 79%.
These efforts demonstrate a trend toward optimiz-

2https://www.zerogpt.com/

ing detection systems, enhancing reliability, and
expanding detection capabilities across various lan-
guages and text types.

3 Proposed Methodology

3.1 Problem Statement
Given the rapid advancements and adoption of
LLMs, it is increasingly challenging to differen-
tiate between HWT and AGT. Identifying AGT
can be defined as a classification problem: deter-
mining whether a given sequence of words S =
{w1, w2, . . . , wn} was generated by an AI model
or by a human.

Formally, let S represent a text sample of n
words. The problem can then be framed as:

• Input: A text sample S where S =
{w1, w2, . . . , wn}.

• Output: A binary label y ∈ {0, 1}, where:

– y = 0 denotes HWT,
– y = 1 denotes AGT.

3.2 Dataset Description
In the COLING Workshop on MGT Detection Task
1, a binary classification approach is employed to
distinguish whether a given text is generated by an
AI or authored by a human (Wang et al., 2025).
A diverse dataset is compiled by initially gath-
ering English-language datasets, including HC3
(Guo et al., 2023), MAGE (Li et al., 2024), and
M4GT (Wang et al., 2024). These datasets are
subsequently merged and refined into a final con-
solidated dataset for further analysis. The statistical
properties of the refined dataset are presented in
Table 1. In contrast, Figure 1 visually compares the
training and development datasets.

Label English
Train Count Dev Count

Human 228,922 98,328
AI 381,845 163,430

Total 610,767 261,758

Table 1: Dataset Label Counts for English Train and
English Dev

3.3 System Description
This paper presents our methodology and results
for the MGT Detection Task 1, which focuses on
identifying AGT. The primary objective of this task
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Figure 1: Visually compared to Train and Dev dataset

Parameter Value
Activation Function Sigmoid
Optimizer AdamW
Loss Function binary_crossentropy
Learning Rate 2 × 10−5

Batch Size 16
Number of Epochs 03
Dropout 0.2
ModelCheckpoint Yes
EarlyStopping Yes
Patience 5

Table 2: Hyperparameters utilized across all experi-
ments

is to classify whether a given text segment has been
produced by a machine or authored by a human.
Our participation was specifically in Subtask A,
which deals exclusively with English texts.

We employed a two-pronged approach combin-
ing the fine-tuned DistilBERT model (Sanh, 2019),
optimized for capturing semantic nuances, and a
rule-based feature extraction strategy. Key hyper-
parameters were adjusted to enhance performance
for the task as shown in Table 2.

In parallel, we implemented a rule-based ap-
proach to extract a set of linguistic and statistical
features that could complement the semantic in-
sights of the model. These features included mea-
sures such as Average Line Length, Vocabulary
richness, Word Density, and Part-Of-Speech
(POS) tag distributions, computed for each text
sample. Such features were chosen based on their
potential to highlight subtle stylistic and structural
differences between HWT and AGT. The following
sample text is from the COLING dataset.

Sample text = “Hitler’s plans for the succession
and power structure after his death are shrouded
in mystery, as he never explicitly wrote down his
intentions. However, it is known that he designated
several potential successors, including Heinrich
Himmler, Hermann Göring, and Joseph Goebbels,
each with their own strengths and weaknesses."

Average Line Lenght: In NLP, the average line
length refers to the mean number of words per line
in a given text dataset (Guo et al., 2023).

Average line length =
Total word count
Total line count

(1)

For example, consider the above sample text:
Total word count = 63, Total line count = 2. Thus,
the average line length is 31.5 words per line.

Vocabulary Richness: It quantifies the unique-
ness of words within a given text (Guo et al., 2023).

Vocabulary Richness =
Total Number of Words

Number of Unique Words
(2)

For the above sample text, the number of unique
words is 43, and the total number of words is 63,
so we got the vocabulary richness as 0.746.

Word Density: In NLP, word density measures
the concentration of unique words in a given text
(Guo et al., 2023).

Word Density =
100 · Vocabulary Size

No of Lines · Average Line Len
(3)

For the above sample text, the unique word count
is 43, the average line length is 31.5, and the num-
ber of lines is 2, so we got the word density as
74.6.

Part-Of-Speech tag: POS tags are labels as-
signed to each word in a text to indicate its gram-
matical category, such as noun, verb, adjective, etc
(Guo et al., 2023).

The above sample text contains various POS dis-
tributed as follows: Nouns (NN, NNS, NNP, NNPS)
appear 13 times, with words like “plans", “succes-
sion", “power", and proper nouns like “Himmler",
“Goebbels", and “Göring." Verbs (VB, VBD, VBG,
VBN, VBP, VBZ) are used 7 times, including “are,"
“shrouded," “wrote," and “designated." Punctuation
marks (., „ :, (, ), ", ”, ““‘, !, ?, ;, -) occur 7
times, such as in “mystery", “death", and “inten-
tions". Determiners (DT, PDT, WDT) appear 6
times, including words like “the" and “his". Pro-
nouns (PRP) are used 6 times, such as “his," “he,"
and “it". Proper nouns (NNP, NNPS) also occur 7
times, such as “Hitler’s", “Heinrich", and “Himm-
ler". Adjectives (JJ, JJR, JJS) appear 2 times with
words like “potential" and “own". Auxiliary verbs
(MD) do not appear in the text. Adverbs (RB, RBR,
RBS) are used 3 times, including “never" and “ex-
plicitly". Particles (RP) appear once with “down".
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Subordinating conjunctions (IN) are used 6 times,
including “for," “after," and “that". Numbers (CD)
are absent in this text. Foreign words (FW) and
interjections (UH) do not appear. Prepositions (IN)
like “for" and “with" are used 6 times. Symbols
(SYM) and spaces (SP) are not present, and coordi-
nating conjunctions (CC) such as “and" appear 3
times.

The extracted linguistic features were subse-
quently integrated with the DistilBERT-based em-
beddings, creating a hybrid feature set that com-
bines text-based and numerical characteristics.
This integration aimed to enhance the system’s abil-
ity to distinguish between the two types of content
by leveraging deep semantic understanding and
surface-level textual patterns. Below is the archi-
tecture description.

Architecture Description: The custom model
architecture described in Figure 2 combines a
pre-trained DistilBERT model with additional fea-
ture processing for sequence classification. The
model uses the DistilBERTForSequenceClassi-
fication module, which includes the DistilBERT-
Model for generating contextual embeddings. The
model leverages a transformer-based architecture,
comprising six layers of TransformerBlocks, each
consisting of MultiHeadSelfAttention and a Feed-
Forward Network (FFN) with GELU activation.
These blocks enable the model to capture complex
relationships within input sequences. The model
further incorporates a pre-classifier layer that re-
fines the BERT output by projecting it to a 768-
dimensional space, followed by a final classifier
layer that reduces the dimensionality to two output
nodes for classification. A dropout layer with a 0.2
rate is also used to prevent overfitting. Beyond the
BERT layers, the model also integrates a fully con-
nected layer (feature_fc) that processes additional
input features, followed by a ReLU activation and
another dropout layer (0.3 rate). It is important to
note that the additional features are not separately
normalized, and the activation function (ReLU) is
applied directly within the neural network layers,
which ensures that normalization is not exclusively
used on the features. Finally, the outputs from the
BERT model (768) and the additional features from
the neural network layer with ReLU activation (64)
are concatenated and passed through a final clas-
sifier layer (832 input features) and subjected to a
sigmoid activation function, which outputs prob-
abilities for each of the two classes. This design
combines the robust contextual understanding of

DistilBERT with additional feature-based inputs
for enhanced predictive performance in sequence
classification tasks.

Figure 2: Training Architecture for AGT Detection

Our final system demonstrated strong perfor-
mance, achieving an F1 score of 0.6513 on the
test set for Subtask A. This placed us 23rd out of
36 participating teams, reflecting the competitive-
ness of our approach. While there is room for
further improvement, our results underscore the ef-
fectiveness of combining transformer-based em-
beddings with handcrafted linguistic features,
showcasing the potential of hybrid models in AI
text detection tasks.

3.4 Results Analysis

The comparison between the baseline results in
Table 3 and the results obtained using linguistic
features in Table 4 underscores the significant ben-
efits of incorporating linguistic features. Training
accuracy increased notably from 84.28 to 92.32,
accompanied by a substantial reduction in training
loss from 0.355 to 0.193. Validation metrics also
showed measurable improvements, with accuracy
rising from 79.25 to 81.62 and the F1-score increas-
ing from 0.773 to 0.818. These results highlight
linguistic feature’s efficacy in enhancing training
and validation performance, indicating their value
in improving model robustness and generalization.

The results from the leaderboard are displayed
in Table 5, showcasing our team’s achievements.
These results were achieved using the DistilBERT
model enhanced with linguistic features, with hy-
perparameters tuned as illustrated in Table 2.

4 Conclusion

Our approach to the MGT Detection Task 1 ef-
fectively combined DistilBERT’s semantic em-
beddings with rule-based linguistic features and
hyperparameters. This hybrid strategy enhanced
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Epoch Dataset Accuracy Loss F1 Score

1 Train 0.842 0.355 0.835
Val 0.792 0.631 0.773

2 Train 0.878 0.286 0.872
Val 0.799 0.343 0.801

3 Train 0.890 0.225 0.895
Val 0.801 0.372 0.804

Table 3: Baseline Results for Training and Validation
Metrics

Epoch Dataset Accuracy Loss F1 Score

1 Train 0.858 0.323 0.863
Val 0.808 0.428 0.812

2 Train 0.894 0.253 0.897
Val 0.815 0.433 0.816

3 Train 0.923 0.193 0.925
Val 0.816 0.486 0.818

Table 4: Training and Validation Metrics Using Linguis-
tic Features

the model’s ability to distinguish between human-
written and AI-generated text. The model showed
steady improvement during training, with training
accuracy rising from 85.83 to 92.32 and the F1
score increasing from 0.863 to 0.925. On the test
set, our system achieved a Main F1 Macro score
of 0.6502 and an Auxiliary F1 Micro score of
0.6876, ranking 23rd out of 36 teams. These results
demonstrate the effectiveness of our feature inte-
gration approach, though future work should focus
on improving generalization through better feature
selection and regularization.

Task Main (F1 Macro) Auxiliary (F1 Micro)
English 0.6502 0.6876

Table 5: Test Results by Leaderboard
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Abstract

This paper presents a system developed for
Task 1 of the COLING 2025 Workshop on
Detecting AI-Generated Content, focusing on
the binary classification of machine-generated
versus human-written text. Our approach uti-
lizes an ensemble of models, with weights as-
signed according to each model’s inverse per-
plexity, to enhance classification accuracy. For
the English text detection task, we combined
RoBERTa-base, RoBERTa-base with the Ope-
nAI detector, and BERT-base-cased, achieving
a Macro F1-score of 0.7458, which ranked us
12th out of 35 teams. We ensembled Rem-
BERT, XLM-RoBERTa-base, and BERT-base-
multilingual-case for the multilingual text de-
tection task, employing the same inverse per-
plexity weighting technique. This resulted in a
Macro F1-score of 0.7513, positioning us 4th
out of 25 teams. Our results demonstrate the
effectiveness of inverse perplexity weighting in
improving the robustness of machine-generated
text detection across both monolingual and mul-
tilingual settings, highlighting the potential of
ensemble methods for this challenging task.

1 Introduction

The rapid advancement of language models such as
GPT (Radford et al., 2019) and BERT (Devlin et al.,
2019) has increased machine-generated content,
raising significant concerns about misinformation
and academic integrity. Identifying AI-generated
text becomes more challenging in multilingual con-
texts, where linguistic diversity adds further com-
plexity to model generalization. While existing
approaches perform well in English, their effec-
tiveness decreases when applied to languages with
diverse syntactic and semantic structures.

In Task 1 of the COLING 2025 Workshop on De-
tecting AI-Generated Content (Wang et al., 2025),
we propose an ensemble-based solution to address
these issues. For English detection, we combine
RoBERTa-base (Liu et al., 2019), OpenAI’s AI

text detector (Solaiman et al., 2019), and BERT-
base-cased (Devlin et al., 2019). For multilin-
gual detection, we integrate RemBERT (Chung
et al., 2021), XLM-RoBERTa-base (Conneau et al.,
2019), and BERT-base-multilingual-cased (Devlin
et al., 2019). To further improve performance, we
incorporate inverse perplexity weighting to give
greater priority to models that produce lower per-
plexity scores. Our ensemble approach achieved
a Macro F1-score of 0.7458 (Micro F1: 0.7568)
in English, placing us 12th out of 35 teams, and a
Macro F1-score of 0.7513 (Micro F1: 0.7527) for
the multilingual tasks, ranking 4th out of 25 teams.

We encountered several challenges during this
work. One major issue was data imbalance, as
human-written content vastly outnumbered AI-
generated samples. To address this, we employed
data augmentation and optimized our sampling
strategies. Another challenge involved ensuring the
models’ generalization across different languages
and writing styles, often with limited training data.
This highlights the importance of additional fine-
tuning and the need to explore alternative archi-
tectures that can better handle diverse linguistic
inputs.

This paper presents a robust ensemble approach
for detecting AI-generated content, with strong
performance across both English and multilingual
tasks. However, significant opportunities remain
for improving model generalization and addressing
data imbalance, which will be crucial for future
advancements in this field. The following sections
will discuss the dataset, methodology, results, a
detailed analysis of the findings, and conclusions
drawn from this study.

2 Background

2.1 Dataset

The provided dataset includes training and valida-
tion sets for two subtasks: Subtask A (English-only
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Dataset en zh bg de it id ur ar ru
Training 610,676 35,284 8,091 4,693 4,174 3,976 3,761 2,114 1,314
Validation 261,849 14,772 3,489 2,059 1,843 1,803 1,573 906 600

Table 1: Data distribution for multilingual training and validation datasets, including the number of entries per
language. The English dataset is consistent across both English-only and multilingual contexts, so it is omitted from
the table for clarity.

Machine-Generated Text Detection) and Subtask B
(Multilingual Machine-Generated Text Detection).
Subtask A consists of over 610,000 English-only
entries in the training set and around 261,000 in the
validation set, each labeled as machine-generated
or human-generated. These texts are sourced from
various platforms, with information on their origin
and creation model (e.g., GPT-4, human). Subtask
B extends the dataset to include over 674,000 train-
ing entries and approximately 288,000 validation
entries across nine languages, including English,
Chinese, and Bulgarian. Each entry contains de-
tails on the source, sub-source, language, model,
label, and text. Data distribution details are shown
in Table 1.

2.2 Related Work

The detection of AI-generated text has garnered
significant attention with the advent of large lan-
guage models (LLMs) such as GPT (Radford et al.,
2019) and BERT (Devlin et al., 2019). Fine-tuning
Transformer-based models for binary classification
has shown efficacy; however, challenges persist,
particularly in multilingual settings where data bi-
ases impede generalization (Zellers et al., 2019;
Solaiman et al., 2019).

Ensemble methods combining BERT, RoBERTa,
and GPT variants have enhanced robustness across
domains and languages (Schick and Schütze, 2020).
Perplexity-based weighting strategies further opti-
mize individual model contributions (Clark et al.,
2019). Multilingual models like XLM-RoBERTa
(Conneau et al., 2019) and RemBERT (Chung et al.,
2021) improve cross-lingual performance, though
low-resource languages remain challenging (Hu
et al., 2020).

Recent advancements in shared tasks, such as
those introduced by SemEval (Fetahu et al., 2023;
Wang et al., 2024), have refined methodologies
through task-specific fine-tuning and the integra-
tion of multilingual pre-trained models (Eger et al.,
2023; Siino, 2024).

Building upon these foundations, our work em-
ploys an inverse perplexity-weighted ensemble ap-

proach to optimize model contributions, enhancing
robustness in both monolingual and multilingual
detection scenarios.

Figure 1: Overall Framework of our Proposed System.

3 System Overview

We developed an ensemble approach for AI-
generated text detection across English and multi-
lingual contexts, using Transformer models with a
weighted voting strategy based on inverse perplex-
ity for improved accuracy. The system overview is
shown in Figure 1.

3.1 Ensemble Model Selection and
Justification

We selected six Transformer-based models for our
ensemble: three for English and three for multilin-
gual contexts, chosen for their ability to capture
linguistic and syntactic patterns.

• English Models: The models utilized in
our work include RoBERTa-base, renowned
for its robust performance in natural lan-
guage understanding, effectively capturing
deep syntactic and semantic patterns (Liu
et al., 2019). Additionally, the RoBERTa-
base OpenAI detector is fine-tuned to detect
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Dataset en zh bg de it id ur ar ru
Training 40,000 20,000 8,091 4,693 4,174 3,976 3,761 2,114 1,314
Validation 26,000 10,000 3,489 2,059 1,843 1,803 1,573 906 600

Table 2: Reduced data distribution for the multilingual task after balancing by scaling down English and Chinese
samples to improve performance in underrepresented languages.

AI-generated content by identifying subtle
machine-generated patterns (Solaiman et al.,
2019). Lastly, BERT-base-cased is incorpo-
rated for its capability to handle case-sensitive
distinctions, which are critical for nuanced
classification tasks (Devlin et al., 2019).

• Multilingual Models: For Multilingual, we
employed RemBERT, a model optimized for
multilingual tasks, demonstrating exceptional
performance in syntactic and semantic un-
derstanding across languages (Chung et al.,
2021). Furthermore, XLM-RoBERTa-base
is employed for its strength in cross-lingual ap-
plications, adeptly handling diverse language
structures (Conneau et al., 2019). Addition-
ally, BERT-base-multilingual-cased is used
as it is specifically designed to capture lin-
guistic diversity and perform effectively in
multilingual tasks (Devlin et al., 2019).

We trained these models on the dataset provided
as part of the shared task 1 (Wang et al., 2025), in-
cluding human-authored and AI-generated content.
This enabled the ensemble to generalize effectively
across both English and multilingual contexts.

3.2 Data Pre-processing
The multilingual task presented a significant data
imbalance across languages, as shown in Table 1,
which details the original distribution of training
and validation samples. For instance, the dataset
included 610,676 English (en) samples and 35,284
Chinese (zh) samples, whereas underrepresented
languages like Urdu (ur), Arabic (ar), and Russian
(ru) had far fewer samples (3,761, 2,114, and 1,314,
respectively). This imbalance hindered the model’s
ability to predict outputs for these underrepresented
languages accurately.

To mitigate this issue, we implemented a dataset
balancing strategy by reducing the number of En-
glish and Chinese samples to a proportionate scale.
This adjustment enabled the model to better focus
on learning patterns in the underrepresented lan-
guages, thereby enhancing overall performance and
reducing biases in predictions. The detailed data

distribution after applying this balancing strategy
is presented in Table 2.

Following this, text data was processed using
model-specific tokenizers, with truncation and
padding applied as needed. To optimize memory
usage and training efficiency, text length was cal-
culated and sorted by word count, minimizing un-
necessary padding. A fixed random seed was used
throughout to ensure reproducibility.

Hyperparameter Value
Number of Epochs 2 ∼ 3

Learning Rate 1× 10−5 ∼ 2× 10−5

Training Batch Size 4
Validation Batch Size 16
Early Stopping Patience 5 validation steps
Early Stopping Threshold 0.001
Weight Decay 0.01
Optimizer AdamW
Loss Function Binary Cross-Entropy
Evaluation Strategy Every ¼ epoch
Checkpointing Strategy Validation loss

Table 3: Training Configuration

3.3 Training Procedure

The model was fine-tuned using the Hugging Face
Transformers library1 for both English and mul-
tilingual text classification tasks. Datasets were
processed into Hugging Face Dataset objects, with
tokenization performed using AutoTokenizer for
models like RemBERT and RoBERTa-base. The ar-
chitecture was adapted for classification tasks with
appropriate label mappings.

Key hyperparameters, including learning rate,
batch size, and weight decay, were optimized
through empirical experiments to balance perfor-
mance and efficiency. Learning rates between
1 × 10−5 and 2 × 10−5 were tested, with lower
rates promoting smoother convergence. A batch
size of 4 for training and 16 for validation balanced
memory and efficiency.

1Hugging Face Transformers: https://huggingface.
co/transformers/
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English-only Task Multilingual Task

Model Micro
F1-

Score

Macro
F1-

Score

Rank Model Micro
F1-

Score

Macro
F1-

Score

Rank

RoBERTa + RoBERTa
OpenAI + BERT cased

0.7568 0.7458 12/35 RemBERT + XLM-R +
BERT multilingual

0.7527 0.7513 4/25

RoBERTa + RoBERTa
OpenAI

0.7495 0.7380 – RemBERT 0.7507 0.7489 –

Baseline(RoBERTa)* 0.7381 0.7342 – RemBERT + XLM-R 0.7473 0.7435 –

RoBERTa + BERT cased 0.7275 0.7229 – Baseline(XLM-R)* 0.7426 0.7416 –

Table 4: Performance of various experimented models on English-only and multilingual tasks compared with
baseline results.

Hyperparameter tuning reduced overfitting and
improved generalization, leading to faster conver-
gence and better validation performance. Early
stopping (patience of 5 steps, threshold of 0.001)
prevented overfitting and enhanced robustness.

Checkpoints were saved for each epoch, and the
best model was retained for testing. Further details
of the final configurations are in Table 3, ensuring
effective fine-tuning across both datasets.

3.4 Ensemble Voting Strategy
Our ensemble employs a weighted soft-voting strat-
egy, combining predictions from three different
models for each subtask. The weights are deter-
mined based on inverse perplexity, with lower per-
plexity values reflecting higher confidence.

3.4.1 Perplexity Calculation
For each model, we compute the perplexity based
on its predictions. The perplexity P is computed
using the Negative Log Likelihood formula:

P = exp

(
− 1

N

N∑

i=1

log(p(yi | xi))
)

where p(yi | xi) is the predicted probability
for the true label yi, and N is the number of test
samples. Lower perplexity values indicate higher
confidence.

To compute perplexity, we use each model’s log-
its, apply softmax to obtain probabilities, and then
calculate perplexity based on the true labels and
these probabilities.

3.4.2 Perplexity-Based Weighting Adjustment
To calculate model weights, each model’s perplex-
ity is adjusted by subtracting 1, creating an effective
weighting scale. The weight wi for model i is then

computed as the inverse of this adjusted perplex-
ity and normalized across models, giving higher
confidence models greater influence.

wi =
1/(Pi − 1)

∑M
j=1(1/(Pj − 1))

where M represents the total number of models,
and Pi is the original perplexity of model i.

3.4.3 Weighted Soft-Voting
Each model’s predicted probabilities are scaled by
its weight and summed to form the final ensemble
prediction. This weighted voting prioritizes models
with higher confidence (lower perplexity), giving
them greater influence on the final decision. The
ensemble’s final prediction for each class c is:

pensemble(c) =
M∑

i=1

wi · pi(c)

where pi(c) is the predicted probability for class
c by model i, and wi is its weight.

This method enhances ensemble accuracy by pri-
oritizing predictions from more confident models,
improving overall performance.

4 Results

This section presents the performance of our ensem-
ble approach for Task 1 at the COLING 2025 Work-
shop on Detecting AI-Generated Content, evalu-
ated using the Macro F1-score. Detailed results are
shown in Table 5.

The baseline scores provided by the task orga-
nizers (Wang et al., 2025) used RoBERTa-base
(Liu et al., 2019) for the English track and XLM-
RoBERTa-base (Conneau et al., 2019) for the mul-
tilingual track. These scores serve as benchmarks
for our ensemble method.
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During testing, models in the ensemble
were weighted based on perplexity, with lower-
perplexity models given greater influence. This ap-
proach, along with sorting test data by text length,
reduced inference time by 40% while generating
predictions using softmax and weighted averaging.

For the English-only task, our ensemble of
RoBERTa-base, RoBERTa-base OpenAI detector,
and BERT-base-cased achieved a Macro F1-score
of 0.7458, outperforming the baseline (0.7342)
and ranking 12th out of 35 teams. Similarly,
for the multilingual task, our ensemble of Rem-
BERT, XLM-RoBERTa-base, and BERT-base-
multilingual-cased achieved a Macro F1-score of
0.7513, surpassing the baseline (0.7416) and rank-
ing 4th out of 25 teams. The combination of
these models effectively enhanced both language-
specific and cross-lingual accuracy.

Table 5 highlights the effectiveness of Inverse
Perplexity Weighting, which achieved the highest
Macro F1-scores for both tasks (0.7458 for English
and 0.7513 for multilingual). This method dynami-
cally prioritizes models with lower uncertainty in
their predictions, outperforming other techniques
such as accuracy-based weighting, mean ensem-
bling, and majority voting.

Our ensemble also outperformed individual mod-
els, such as RoBERTa-base (0.7342) for the En-
glish track and the dual combination of RemBERT
+ XLM-R (0.7435) for the multilingual track. This
demonstrates the effectiveness of combining di-
verse models to achieve better performance.

Ensemble
Technique

English Task
(Macro F1)

Multilingual
Task (Macro

F1)

Inverse Perplexity
Weighting

0.7458 0.7513

Accuracy Based
Weighting

0.7251 0.7393

Mean Ensemble 0.7153 0.7211
Majority Voting 0.6850 0.7005

Table 5: Comparison of ensemble techniques for
English-only and multilingual tasks, highlighting the
effectiveness of Inverse Perplexity Weighting.

5 Discussion and Conclusion

In this work, we presented an ensemble approach
to detect AI-generated content across English
and multilingual datasets. By combining multi-
ple pre-trained models, including RoBERTa-base,

OpenAI detector, BERT-base-cased for English,
and RemBERT, XLM-RoBERTa-base, BERT-base-
multilingual-cased for multilingual tasks, and ap-
plying inverse perplexity weighting, our ensem-
ble demonstrated strong performance. It achieved
a Macro F1-score of 0.7458 (Micro F1: 0.7568)
for English, ranking 12th, and 0.7513 (Micro F1:
0.7527) for multilingual tasks, ranking 4th.

Compared to individual models, our ensemble
consistently outperformed or matched their perfor-
mance. For example, in the English task, the en-
semble scored 0.7568, surpassing RoBERTa + Ope-
nAI detector (0.7381) and BERT (0.7275). Sim-
ilarly, the multilingual task achieved 0.7527, ex-
ceeding RemBERT + XLM-R (0.7473) and Rem-
BERT (0.7507). Notably, our ensemble also out-
performed baseline models, with a Macro F1-score
of 0.7458 for English (baseline: 0.7342 achieved
by RoBERTa) and 0.7513 for multilingual (base-
line: 0.7416 achieved by XLM-RoBERTa). These
results highlight the effectiveness of combining
model strengths to improve detection accuracy.

A key challenge faced during the multilin-
gual task was the data imbalance between well-
represented languages like English and Chinese
and underrepresented ones such as Urdu, Arabic,
and Russian. This disparity hindered the model’s
accuracy for underrepresented languages. To ad-
dress this, we scale down samples from overrepre-
sented languages to balance the dataset. This ad-
justment improved performance across languages,
validating the effectiveness of our approach.

Despite these successes, challenges persist. De-
tecting AI-generated content in multilingual con-
texts remains complex and demands further refine-
ment in model architectures and data processing
techniques. Future work could explore advanced
methods for mitigating data imbalance, such as
data augmentation or active learning, to enhance
the model’s generalization ability across diverse
languages. Additionally, more sophisticated en-
semble strategies or domain-specific models could
improve detection accuracy.

In conclusion, this study demonstrates the effec-
tiveness of an ensemble approach for detecting AI-
generated content across English and multilingual
datasets. Addressing data imbalance and using in-
verse perplexity weighting improved performance,
though ongoing challenges highlight the need for
continuous innovation in AI detection systems.
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A Appendix

Tools & Libraries Version
Python 3.10.14
Pandas 2.2.2
NumPy 1.26.4
PyTorch 2.4.0
Transformers 4.44.2
Evaluate 0.4.3
WandB 0.16.6

Table 6: Main tools and libraries used in our system

Table 6 provide the details about the correspond-
ing libraries, which are beneficial to help replicate
our experiments.
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Abstract

In this project, we aim to solve two Sub-
tasks of Task 1: Binary Multilingual Machine-
Generated Text(MGT) Detection (Human vs.
Machine) as part of the COLING 2025 Work-
shop on MGT Detection(Wang et al., 2025)
by different approaches. The first method is
separate fine-tuned small language models on
the specific subtask. The second approach en-
hances this methodology by incorporating lin-
guistic, syntactic, and semantic features, using
ensemble learning to combine these features
with model predictions for a more robust classi-
fication. By evaluating and comparing these ap-
proaches, we want to identify the most effective
techniques for detecting machine-generated
content across languages, offering insights into
improving automated verification tools amid
the rapid growth of LLM-generated text in dig-
ital spaces. The code of this project is available
at here.

1 Introduction

The rapid development of large language mod-
els (LLMs) such as GPT-4o, Claude3.5, and
Gemini1.5-pro has led to an explosion of machine-
generated text across various channels, including
news, social media, and academic publications.
Khalifa and Albadawy (2024), based on 24 stud-
ies of academic domains, points out that using ar-
tificial intelligence enhances the productivity of
researchers. While this advancement is promis-
ing, it has raised significant concerns about misuse,
including spreading misinformation and potential
disruptions in educational contexts due to the un-
predictable nuance of these language models. To
address these issues, it is crucial to develop effec-
tive systems for distinguishing between human-
written and machine-generated content. There are
two subtasks in the Task 1:

• Subtask A: English-only machine-generated
text(MGT) detection.

• Subtask B: Multilingual MGT detection with
nine languages.

The primary goal of this project is to develop an au-
tomatic detection system capable of distinguishing
machine-generated text from human-written text
using small-sized language models. By integrating
models with fewer parameters—thus lower com-
putational demands—we aim to demonstrate that
effective detection does not require large, resource-
intensive models. Specifically, our objectives are
to:

• Explore important linguistic, syntactic, and
semantic features for human and machine text-
generated differentiation.

• Implement and evaluate newly released lan-
guage models in small sizes for text classifi-
cation.

• Assess model performance and provide in-
sights on machine-generated content detection
effectiveness.

2 Related Work

Recent research has focused on detecting machine-
generated text using various techniques. For the
traditional methodologies, GLTR uses statistical
methods to detect generated text with an improve-
ment in human detection of fake text from 54%
to 72%(Gehrmann et al., 2019). With the explo-
sive growth of Transformers and Large Language
Models(LLMs), Uchendu et al. (2021) shows
that FAIR_wmt20 and GPT-3 excel at generating
human-like text. Recently, in the SemEval-2024
Task 8: Multidomain, Multimodel and Multilingual
Machine-Generated Text Detection(Wang et al.,
2024), many researchers have tried to apply differ-
ent approaches, such as statistical, language mod-
els, and LLMs to solve the Subtask A: Human vs.
Machine Classification. Sarvazyan et al. (2024)
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study mixing Llama-2 features, achieved top accu-
racy. Their performance relies on multiple LLMs
and features, focusing on the last tokens. Other
teams also attempt to use language models, such
as RoBERTa or XLM-RoBERTa(Sarvazyan et al.,
2024; Petukhova et al., 2024; Tran et al., 2024).

Regarding our hardware limitations, we want
to try to evaluate newly released language models
in small sizes. In addition, all previous works on
the SemEval-2024 Task 8 mostly work with LLMs.
Based on the success of Sarvazyan et al. (2024)
with Llama-2, we consider using Llama3(Dubey
et al., 2024). While Spiegel and Macko (2024) pro-
posed combined fine-tuned LLMs with zero-shot
statistical methods, employing a two-step major-
ity voting system for predictions, Petukhova et al.
(2024) utilized a fine-tuned baseline - RoBERTa
augmented with diverse linguistic features. All
these methods surpass the baseline and achieve
good results, supporting our approach, which is a
potential way to mix LLMs with traditional linguis-
tic features.

3 Proposed Approach

Recent released large language models, such as
Llama 3 (Dubey et al., 2024) or Gemma 2 (Team
et al., 2024), are now available in smaller configu-
rations. These smaller models still perform well on
popular benchmarks while being more compatible
with hardware constraints. Therefore, we decided
to fine-tune these models for our task, utilizing their
smaller versions to match our hardware limitations.

3.1 Subtask A: Monolingual - English

This subtask focuses on detecting machine-
generated text in English generated by hc3, m4gt,
and mage. We want to use fine-tuned language
models and traditional linguistic features as their
potential performance from previous research on
the same task (Spiegel and Macko, 2024; Tran
et al., 2024). The methodology integrates neural
network-based approaches with gradient boosting
and combines the outputs through a majority voting
mechanism. The strategy is outlined in Figure 1:

Fine-Tuning of Small Language Models: The
recent availability of smaller, efficient language
models, such as Llama3.2-1B and Gemma-2-2B,
makes them suitable candidates for fine-tuning on
this task. Despite their compact size, these mod-
els maintain competitive performance, compara-
ble to larger counterparts like Mixtral 8x7B and

Figure 1: Approach for monolingual task

GPT-3.5. Fine-tuning these models on the task-
specific dataset enables them to capture intricate
patterns indicative of machine-generated content.
Their efficient architecture ensures compatibility
with hardware constraints, allowing faster training
and inference.

Gradient Boosting Classifier with Linguistic
Features: In addition to fine-tuning Llama3.2-1b
and Gemma-2-2B, a gradient-boosting classifier
will be trained using a comprehensive set of lin-
guistic features extracted from the text. These met-
rics can provide helpful information when the input
to language models is limited. Therefore, adding
other linguistic features will allow them to gain
information from the truncation part. As desired
from the work of (Petukhova et al., 2024), we use
four metrics with updated features as follows:

• Syntactic Complexity: Metrics obtained from
spaCy1 such as average sentence length, aver-
age number of noun phrases per sentence, and
average number of verbs per sentence capture
syntactic patterns and variations within the
text.

• Readability Metrics: include Flesch Reading
Ease, Flesch-Kincaid Grade Level, Gunning
Fog Index, SMOG Index, and others assess
the ease or difficulty of reading the text. We
get these metrics by using the textstat pack-
age2.

• Lexical Diversity: Metrics such as Type-
Token Ratio (TTR), Maas TTR, Hypergeomet-
ric Distribution Diversity (HDD), and Mean
Length of Textual Diversity (MLTD)3 provide

1https://pypi.org/project/spacy/
2https://pypi.org/project/textstat/
3https://pypi.org/project/lexical-diversity/

210



Figure 2: Ensemble model for multilingual task

insights into the lexical richness of the text.
Machine-generated texts may exhibit unusual
lexical patterns, making these metrics valu-
able.

• Text Statistics: Basic statistics such as the
number of difficult words, unique word count,
and sentence count offer additional context
about the text structure. These can reveal in-
consistencies or unnatural pasts often present
in machine-generated content.

By combining these diverse features, the gradient-
boosting classifier can capture non-linear relation-
ships between linguistic characteristics and the tar-
get variable, complementing the capabilities of the
fine-tuned language models.

Majority Voting Ensemble: To enhance the ro-
bustness and accuracy of the system, a majority
voting mechanism will be employed to combine
the outputs of the three models: fine-tuned versions
of Llama3.2-1b and Gemma-2-2B and the gradient
boosting classifier. Each model will provide its pre-
diction, and the final decision will be determined
by the majority vote among the three. This ensem-
ble approach leverages each component’s strengths,
balancing the fine-tuned models’ deep contextual
understanding with the interpretability and feature-
driven analysis of the gradient-boosting classifier.

3.2 Subtask B: Multilingual

This subtask extends the detection of machine-
generated text to a multilingual setting. Given the
time constraints and resource limitations, the ap-
proach will leverage two fine-tuned multilingual
models, Llama-3 1B and Qwen-2.5 1.5B (Hui et al.,
2024). These models have been selected for their
efficient architectures and ability to handle mul-
tiple languages effectively. The methodology for
Subtask B follows a similar ensemble-based strat-
egy as outlined in Subtask A, with modifications to
accommodate multilingual data.

As we see in Figure 2, an ensemble architecture
has been developed to combine the strengths of
Llama-3 and Qwen-2.5. Each model is fine-tuned
separately on the training dataset, and their outputs
are then combined through learnable weights. We
do not use text linguistic features here because of
inconsistent and unavailable support tools for non-
English languages. Therefore, we choose to create
ensemble models based on fine-tuned multilingual
models.

4 General settings

4.1 Experiments

For each subtask, we fine-tune and measure the
results of each small model individually before
applying majority and ensemble learning methods.
The hyperparameters of Llama3.2-1b, Gemma-2-
2B, and Qwen2.5-1.5B are learning rate = 2e-5,
batch size = 16, max token length = 256, lora =
16, and epoch = 5. Our hardware computation
resource is 1× NVIDIA GeForce RTX4090 24GB
and is limited to 24 hours.

4.2 Evaluation metrics and baselines

The official evaluation metric is the macro f1-score.
Another metric is micro-F1. The task also pro-
vided a baseline result for the English track using
RoBERTa, which is 81.63. The result for the multi-
lingual track using XLM-R is 65.46.

5 Results

5.1 Subtask A: English-only MGT detection

Overall, the results of the methods for Subtask A, as
shown in Table 1, confirm our intuition. The 2SLMs
is a combination of 2 small language models by av-
eraging logits of them. While 2SLMs combination

Model Macro F1 Micro F1
Linguistic Features 0.7094 0.7148
Llama3.2-1b 0.8798 0.8843
Gemma-2-2B 0.9070 0.9100
2SLMs 0.9088 0.9117
Majority Voting 0.9225 0.9248

Table 1: Performance of models on Subtask A dev_test
set

improves slightly, adding linguistic features gener-
ally increases both metrics. This can be explained
by the fact that we had to limit the maximum to-
ken length with the two small language models due
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to hardware constraints. It allowed the model to
consider information from the truncated part of the
text. For example, one case when Majority Vot-
ing successfully recognizes the text generated by
human but 2SLMs fails:
<260 tokens>. . . Fill the bowl with enough
cool tap water to cover the rice by an
inch or two. Use your hand to gently stir
the rice, then lift the strainer from
the bowl. The water in the bowl will
be cloudy from the rice starch. Empty
the water, set the strainer in the bowl
again, and repeat the process until the
water is, more or less, clear. You’ll
probably have to change the water two or
three times. Drain the rice. Pour enough
wate . . . < 400 tokens>

We can see that this text has more than 700 to-
kens which exceeds our max token length = 256.
Previous part of the text describe step by step to
prepare a dish but only after the considered context,
we see the colloquial phrases like "you’ll proba-
bly have to change the water two or three times"
which align with human authorship. In addition,
in the rest 400 tokens, it also contains natural and
diversity words. Therefore, Linguistic Features
could have the decision making power in such these
cases.

5.2 Subtask B: Multilingual MGT detection

We employ two small language models for mul-
tilingual machine-generated text detection in this
subtask, as illustrated in Table 2. The ensemble
model achieved the best Macro F1 score at 0.7388,
indicating its effectiveness in balancing the accu-
racy across different classes. Combining both mod-
els, the ensemble approach enhances generalization
across multiple languages, which is beneficial in
multilingual settings. However, the Micro F1 score
(0.8829) slightly declined compared to Qwen2.5-
1.5B, suggesting that while the ensemble model
captures class balance well, it may sacrifice a bit of
precision on individual sample classifications.

Model Macro F1 Micro F1
Llama3.2-1b 0.6878 0.8619
Qwen2.5-1.5B 0.7292 0.8869
Ensemble 0.7388 0.8829

Table 2: Performance of models on Subtask B dev_test
set

5.3 Results on the test set

Based on the results of the development dataset,
we selected the Majority model and the Ensem-
ble model to submit as the final results in Table 3.
Since the golden labels are not publicly available,
we cannot definitively conclude which approach is
the most effective. However, for Subtask A, our
result was 0.8188 — approximately a 0.09-point
improvement over the baseline and 0.05-point im-
provement in Subtask B — indicating that these
are promising approaches.

Subtask Model Macro F1 Rank

A
Baseline 0.7342

4/35
Majority Voting 0.8188

B
Baseline 0.7416

1/25
Ensemble 0.7916

Table 3: Our performance on the test set with Score is
as Macro F1

Generally, ensemble learning is a potential ap-
proach, especially when each component has its
own strength. In our study, small language models
can solve our hardware limitation while maintain-
ing good performance; their disadvantage is that
they do not fully capture all information of the
text. These models, even when combined, usu-
ally give similar results. Our intuition is that in
the case of conflicts, the result of the model with
more parameters is favored. However, additional
linguistic features can handle these cases by look-
ing for the whole text. Although this paper does
not evaluate the individual contribution of each fea-
ture, we believe that further exploration could yield
improvements in model performance.

The organization describes more details about
other team methods in subtask A in Table 4. The
top-ranking team, Advacheck, utilized a multi-
task system with a shared Transformer encoder
(DeBERTa-v3-base) and multiple classification
heads, leveraging multi-task learning to optimize
performance. Unibuc-NLP ranked 2nd with a com-
bination of masked (XLM-RoBERTa) and causal
(Qwen 2.5-0.5B) language models, enhanced by
LoRA fine-tuning. At the same time, Fraunhofer
SIT used adapters for task-specific optimization
on RoBERTa-base. While more complex than the
top teams’ methods, our ensemble-based strategy
demonstrates the value of integrating diverse model
outputs to achieve competitive performance. Future
enhancements could include incorporating multi-
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task learning or adapter-based approaches for fur-
ther gains.

Team Name R
an

ki
ng

Sm
al

lP
L

M

L
L

M

Fe
at

ur
e

C
om

bi
na

tio
n

E
ns

em
bl

e

Advacheck 1 ✓
Unibuc-NLP 2 ✓
FraunhoferSIT 3 ✓
Our team 4 ✓ ✓ ✓
TechExperts(IPN) 5 ✓

Table 4: English subtask participants overview

Regarding the multilingual test set, we have the
result analysis from the organization (Wang et al.,
2025) as in Table 5 and Table 6.

When comparing our proposed approach with
other teams as described in Table 5 (Wang et al.,
2025), our method demonstrates a clear focus on ef-
ficiency and robustness by leveraging Small PLMs
and ensemble techniques, achieving the top ranking.
Unlike teams such as Nota AI and Lux Veri, who
utilized broader combinations of techniques, in-
cluding LLMs and feature engineering, our stream-
lined approach highlights the effectiveness of sim-
plicity combined with targeted ensemble learning.
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Our team 1 ✓ ✓
Nota AI 3 ✓ ✓ ✓ ✓
Lux Veri 4 ✓ ✓
TechExperts (IPN) 5 ✓

Table 5: Multilingual subtask participants overview.

From Table 6, we could see that our team result
for Subtask B Multilingual surpassed the baseline
by around 5 percent, and our gap with the second
team is 4 percent overall. In the test set, six hidden
languages were not present in the training set of this
task: Kazakh (KK), Vietnamese(VI), Hindi(HI),
Hebrew(HE), Norwegian(NO), and Japanese(JA).
Because models are not exposed to many linguistic
patterns, structures, and features during training,
it is difficult for them to generalize to unknown

languages. For example, we achieved only 51.8 on
Hindi.

6 Conclusion

We successfully addressed both subtasks using ma-
jority voting and ensemble methods. Our approach
comprised fine-tuned small language models and
linguistic features, contributing to robust task per-
formance. Specifically, fine-tuning small language
models allowed us to capture critical nuances in the
data while maintaining computational efficiency.
Meanwhile, incorporating linguistic features, such
as syntactic complexity, readability metrics, and
lexical diversity, added a complementary layer of
information that enhanced the ensemble’s overall
effectiveness.

Limitations

Although the result in Section 5.1 shows that us-
ing linguistic features improves the model’s per-
formance, we have not investigated each feature.
Furthermore, no additional linguistic features spe-
cific to each language are analyzed regarding the
multilingual track. Future work could be research
such features, including syntax-specific markers,
morphological distinctions, and domain-specific
language idiosyncrasies for each language to pro-
vide valuable insights and boost classification ac-
curacy.
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Table 7: Summary of monolingual training dataset for
subtask A

Src Train Dev

Human Machine Human Machine

hc3 39140 18091 16855 7917
m4gt 86782 181081 37220 71197
mage 103000 182673 44253 84316

total 228922 381845 98328 163430

Table 8: Summary of multilingual training dataset for
subtask B

Lan Train Dev

Human Machine Human Machine

ar 344 1770 150 756
bg 4205 3886 1795 1694
en 223911 386877 98041 163808
de 231 4462 102 1957
id 1895 2081 886 917
it 0 4174 0 1843
ru 684 630 316 284
ur 2085 1676 853 720
zh 19315 15969 8023 6749

total 257968 416115 110166 178728

A. Data Analysis

The task provides datasets in multiple domains
and multi-model and multilingual text. The or-
ganizer extends this dataset from the one provided
in SemEval-2024 Task 8. Details of the English-
only subtask are in Table 7. The ratio of text for
each class human or machine is consistent in both
the train and dev set, around 37 %. Table 8 illus-
trates the distribution of the number of each class
per language in two datasets. We see an imbalance
across languages that more than 90 % of the text
in the training dataset is English. This could cause
the model to find it hard to identify each language
because using an external dataset is not allowed by
the organizer.

Regarding text’s length, as we see in Figure 3,
while around 70% of the text has a length of 250,
the rest are in a range from there to more than
20000 words per text. Using linguistic features can
gain valuable information from the truncated part,
which small language models ignore.
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(a) Train Dataset

(b) Dev Dataset

Figure 3: Distribution of number of words per text in
English datasets
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Abstract
This paper presents a lightweight and efficient
approach to AI-generated content detection us-
ing small autoregressive fine-tuned decoders
(AFDs) for secure, on-device deployment. Mo-
tivated by resource-efficiency, syntactic aware-
ness, and bias mitigation, our model employs
small language models (SLMs) with autoregres-
sive pre-training and loss fusion to accurately
distinguish between human and AI-generated
content while significantly reducing computa-
tional demands. The system achieved highest
macro-F1 score of 0.8186, with the submitted
model scoring 0.7874–both significantly out-
performing the task baseline while reducing
model parameters by ≈60%. Notably, our ap-
proach mitigates biases, improving recall for
human-authored text by over 60%. Ranking 8th
out of 36 participants, these results confirm the
feasibility and competitiveness of small AFDs
in challenging, adversarial settings, making
them ideal for privacy-preserving, on-device de-
ployment suitable for real-world applications.

1 Introduction

Advancements in Generative AI (GenAI) pow-
ered by large language models (LLMs) have
significantly improved natural language genera-
tion (NLG) capabilities. AI-generated text, often
indistinguishable from human writing, presents
risks to information integrity, trust, and security
(Gehrmann et al., 2019; Ippolito et al., 2020; Wu
et al., 2024). The widespread availability of open-
source, user-friendly LLMs enables individuals
with minimal expertise to conduct misinformation,
disinformation, and phishing campaigns, highlight-
ing the need for accurate AI content detection.
However, most research rallies behind sophisti-
cated, resource-intensive solutions, often overlook-
ing the security and privacy aspect of AI content
detection. Most solutions require cloud connectiv-
ity or extensive computational resources, making
them impractical for secure, on-device deployment.

Many existing approaches depend on complex
architectures, including large pre-trained models
(PLMs) like RoBERTa-large and Longformer (Li
et al., 2024), or leverage larger LLMs like LLaMA
(Hans et al., 2024) through techniques such as
instruction-tuning (Wang et al., 2024a). Others
employ ensemble methods that combine multiple
LLMs (Sheykhlan et al., 2024; Abburi et al., 2023;
Lai et al., 2024; El-Sayed and Nasr, 2023; Sar-
vazyan et al., 2024), that can significantly increase
latency. In contrast, we focus on lightweight mod-
els that are optimized for secure, on-device de-
ployment. On-device processing supports real-time
analysis, essential for fast-paced environments,
while also enhancing privacy by retaining sensi-
tive data locally and reducing risks associated with
transmitting information to external servers (Xu
et al., 2024). This is particularly important for
security-sensitive fields such as defense, health-
care, finance, and personal communications, where
protecting data from unauthorized access is critical.
This study evaluates the feasibility of small autore-
gressive fine-tuned decoders (AFDs) for efficient
and secure AI-generated content detection.

Our approach is guided by three motivations:
First, using SLMs (≤135M parameters) suitable
for on-device deployment, enabling privacy, real-
time processing, and accessibility; Second, lever-
aging an autoregressive pre-training objective that
mirrors the sequential nature of language produc-
tion, enhancing syntactic awareness essential for
detecting structural nuances to differentiate human
and machine language; and third, employing a loss
fusion strategy to learn from difficult examples and
encourage class separation for bias mitigation.

The proposed system, using SmolLM, achieved
the highest macro-F1 score of 0.8186 on the test
set, significantly outperforming the task baseline
(macro-F1 of 0.7568) under similar settings, while
also reducing the number of parameters by ≈60%.
Our submitted model (selected based on validation
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performance) attained a macro-F1 score of 0.7874,
ranking 8th among 36 participants. These results
underscore the potential of small AFDs for effec-
tive on-device AI-content detection.

2 Task Description

In the COLING Workshop on Detection AI Gen-
erated Content, Task 1 posed a binary classifica-
tion problem: determining whether a given text is
machine- or human-authored (Wang et al., 2025).
Our investigation focused on Subtask A, which
targets English-only MGT detection and extends
the SemEval Shared Task 8 (Subtask A)(Wang
et al., 2024b). Table 1 shows summary statis-
tics for the provided datasets. From our analysis,
this task presented three key challenges to test the
model generalizability involving unfamiliar data
sources, unknown LLMs as well as adversarially
modified texts from Mixset (Zhang et al., 2024),
LLM-DetectAIve (Abassy et al., 2024), and CU-
DRT (Tao et al., 2024).

Table 1: Summary statistics of shared task subsets

Property Train Val Dev Test

#Sources 3 3 2 6
#LLMs 40 40 5 14

Human #Samples 228,922 98,328 13,371 34,675
Avg Len 302 303 339 270

Machine #Samples 381,845 163,430 19,186 39,266
Avg Len 273 272 417 411

3 System Overview

Our approach centers on fine-tuning small autore-
gressive decoders combined with a loss fusion strat-
egy to enhance classification performance. Antici-
pating the presence of surprise domains and LLMs
in the test set, we experimented with two distinct
loss functions to optimize performance, particu-
larly on challenging examples.

3.1 Model Selection
The selection of AFDs is driven by two core rea-
sons: bias mitigation and syntactic awareness.

Related research indicates that models like
RoBERTa, though powerful, tend to display a
bias toward synthetic text, resulting in a high
rate of false negatives when classifying human-
generated text (Ciccarelli et al., 2024). This
suggests that machine-generated content has an
identifiable structural pattern that models such as
RoBERTa -which are not specifically optimized for

language generation- might misinterpret as “non-
human”. In contrast, autoregressive language mod-
els are trained with a next-token prediction objec-
tive, which naturally aligns with human language
composition, making them more attuned to syn-
tactic patterns typical of human writing. This syn-
tactic awareness is particularly valuable for dis-
tinguishing subtle linguistic cues that differentiate
human from machine-generated text. Additionally,
the “LLM race” has led to the development of in-
creasingly compact SLMs, such as MobileLLM,
SmolLM, and GPT-Neo, that achieve high perfor-
mance on various text generation and reasoning
tasks with fewer parameters, enabling efficient, on-
device deployment (Xu et al., 2024). These qual-
ities make small AFDs effective and practical for
real-world AI-content detection.

3.2 Loss Fusion

As an additional measure for bias mitigation, we
employ a loss fusion strategy. We experiment
with two primary loss functions: Cross-Entropy
(Mao et al., 2023), which minimizes classification
errors by measuring the divergence between pre-
dicted probabilities and true labels, and Focal Loss
(Mukhoti et al., 2020), which addresses class im-
balance by penalizing misclassifications on harder-
to-classify examples or ambiguous cases. Addi-
tionally, following Ai et al. (2022), we incorporate
Contrastive Loss as an auxiliary loss that struc-
tures the embedding space by pulling similar sam-
ples closer and pushing dissimilar ones apart (Dipta
and Shahriar, 2024). The final loss is a linear com-
bination of the primary and auxiliary losses.

To evaluate the impact of the auxiliary loss, we
also conduct ablation-like experiments using pri-
mary loss alone. Thus, our experiments include
four different loss configurations: two primary
losses (cross-entropy and focal) applied alone and
also combined with contrastive loss.

4 Experimental Setup

We evaluate five different SLMs (≤135M parame-
ters), selected for their suitability for on-device de-
ployment (Lu et al., 2024). These include SmolLM
(Allal et al., 2024), GPT2 (Radford et al., 2019),
GPT-Neo (Black et al., 2021), OPT (Zhang et al.,
2022) and MobileLLM (Liu et al., 2024). Since the
task baseline (RoBERTa-Large) has significantly
more parameters than our selected models, we also
include RoBERTa-Base as a baseline for fair per-
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Table 2: Summary of results: Best-performing systems per phase are highlighted, and second-best underlined.

System Details Macro-F1 Test-Recall

Model #Param. Loss Val Dev Test %Gain Human LLM

Roberta-L3 406M

CE1 0.9489 0.8017 0.7139 2.20↑ 0.4951 0.9465
Task CE + Con2 0.9473 0.7823 0.7475 5.57↑ 0.5437 0.9581
Baseline Focal 0.9699 0.8677 0.7568 4.94↑ 0.5863 0.9293

Focal + Con 0.9611 0.8122 0.7516 1.59↑ 0.5697 0.9371

Roberta-B4 125M

CE 0.9362 0.7898 0.6919 0.00 0.4507 0.9558
Our CE + Con 0.9324 0.7653 0.6918 0.00 0.4540 0.9514
Baseline Focal 0.9408 0.7795 0.7074 0.00 0.4675 0.9670

Focal + Con 0.9489 0.8166 0.7358 0.00 0.5455 0.9323

SmolLM 135M

CE 0.9683 0.8642 0.8104 11.58↑ 0.7218 0.8953
Proposed CE + Con 0.9793 0.8679 0.7874* 9.56↑ 0.6669 0.9051
System Focal 0.9627 0.8678 0.8186 11.12↑ 0.7509 0.8830

Focal + Con 0.9690 0.8777 0.8135 7.78↑ 0.7281 0.8953

GPT2 117M

CE 0.9354 0.7904 0.7085 1.67↑ 0.4765 0.9581
CE + Con 0.9361 0.7889 0.6670 2.48↓ 0.4092 0.9574
Focal 0.9235 0.7754 0.6867 2.07↓ 0.4369 0.9626
Focal + Con 0.9580 0.8210 0.7314 0.43↓ 0.5420 0.9274

GPT-Neo 125M

CE 0.9665 0.8062 0.7886 9.68↑ 0.7603 0.8160
CE + Con 0.9461 0.8240 0.7464 5.46↑ 0.6832 0.8079
Focal 0.9583 0.8166 0.7812 7.38↑ 0.7401 0.8207

System Focal + Con 0.9656 0.8277 0.8070 7.13↑ 0.7935 0.8204
Alternatives

OPT 125M

CE 0.9647 0.8121 0.7024 1.05↑ 0.5252 0.8872
CE + Con 0.9622 0.7946 0.7115 1.97↑ 0.5906 0.8332
Focal 0.9588 0.8346 0.7243 1.69↑ 0.5262 0.9311
Focal + Con 0.9649 0.8400 0.7041 3.17↓ 0.5614 0.8498

MobileLLM 125M

CE 0.9608 0.8187 0.7225 3.06↑ 0.6007 0.8446
CE + Con 0.9593 0.8131 0.7164 2.46↑ 0.6002 0.8328
Focal 0.9620 0.8187 0.7276 2.02↑ 0.6067 0.8485
Focal + Con 0.9622 0.8246 0.7078 2.80↓ 0.6121 0.8030

Abbrev: 1 Cross-Entropy Loss; 2 Contrastive Loss; 3 Roberta-Large;
4 Roberta-Base. Note: %Gain represents the performance improvement over our baseline (RoBERTa-base), with arrows
(↑/↓) indicating increase or decrease. Test performance of the submitted system is marked with (*).

formance comparison. To align with our objective
of testing the feasibility of small AFDs, we adopt
a simple architecture: a single linear layer added
on top of the frozen AFDs for classification, with
a dropout layer (dropout rate = 0.3) applied be-
fore classification. Each text sample is represented
using mean pooling of all token embeddings. Max-
imum length is set to 512 tokens, with shorter sam-
ples padded and longer samples truncated to max
length.

We use a 50:50 split of the provided validation
dataset for validation and testing. Training employs
early stopping (with patience = 2), retaining the
model with the lowest validation loss. Optimization
is performed using the AdamW optimizer with a
linear warmup scheduler (10% warmup steps). The
learning rate is set to 2 × 10−5, with a batch size
of 32. Although the maximum training epochs are
set to 15, early stopping is usually triggered within
4 epochs in practice. Mixed-precision training with
gradient scaling is used to speed-up training. No
further hyperparameter tuning is performed. We re-

lease our data and source code for reproducibility1.

5 Results

Table 2 presents the results from our comprehen-
sive evaluation of five recent AFDs. Three key in-
sights emerge: First, most of the AFDs outperform
baseline models by a significant margin, confirm-
ing our hypothesis. Second, the best-performing
system demonstrates effective bias mitigation. Fi-
nally, contrastive learning appears unnecessary, as
AFDs demonstrate inherent class separability.

We evaluated 20 models across four loss con-
figurations and five AFDs, with 15 achieving a
positive gain over the baseline—a 75% success
rate, validating our hypothesis and highlighting
the effectiveness of small AFDs for AI-generated
content detection. The highest performance was
achieved with the SmolLM model, likely due to
its training on the high-quality SmolLM-Corpus
(Ben Allal et al., 2024), which includes a mix of

1https://github.com/AvantiB/
AAIG-at-GenAI-Detection-Task-1
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human and synthetically generated text.
To analyze performance imbalance between the

human and LLM classes, we examined their Re-
call scores on the test set. While baseline models
achieve high recall for the LLM class, they per-
form poorly on the human class - confirming the
bias reported in previous studies. In contrast, AFD
models show a slight decrease in LLM recall but
deliver a substantial improvement in recall for the
human class - effectively mitigating bias. Our best
model increases human recall by 60% and 28%
over our and task baselines, with minor LLM recall
reductions of 9% and 5%, respectively.

Focal loss consistently outperforms cross-
entropy, but the addition of contrastive loss does
not always lead to performance improvements.
While contrastive loss occasionally enhances the
performance of PLMs, AFDs generally show a de-
cline when it is applied. This can be attributed
to the already well-separated nature of AFD em-
beddings where further enforcing separation may
over-penalize instances near class boundaries. This
observation reinforces the suitability of AFDs, as
their inherent syntactic awareness provides strong
separability, making additional loss optimization
redundant and reducing computational overhead.

Can ensembling AFDs improve performance?
Although the primary goal of this paper is to

demonstrate that small LMs are as capable, if not
superior, to LLMs, the variability in performance
between models raises the question of whether en-
sembling them could improve results. For instance,
GPT-2 performs better than SmolLM in detecting
the LLM class, while SmolLM outperforms GPT-
2 for the Human class. This suggests that if the
models leverage different aspects of the text for
detecting AI-generated content, ensembling them
might lead to performance gains.

We test this hypothesis by experimenting with
all combinations (N=1,2,3,4,5) of AFDs using ma-
jority voting on the test set. Figure 1 presents a
box-and-whisker plot of performance across differ-
ent ensemble configurations, where a wider spread
reflects greater variability based on the combina-
tion of AFDs in the ensemble. Although no signif-
icant improvement over the proposed single AFD
system is observed, some performance gains are
evident, particularly in the Focal+Contrastive loss
setup, which achieves the highest macro-F1 score
of 0.8295– 9.37 %Gain over the baseline.

Two main findings from the ensemble testing
arise: First, performance tends to degrade as the

number of models in the ensemble increases, with
the best performance achieved at N=2, and second,
the combination of SmolLM and GPT-2 consis-
tently delivers strong results. As previously noted,
their complementary strengths make this ensemble
particularly robust, with each model enhancing the
other’s performance. Additionally, some improve-
ments are observed when SmolLM is combined
with GPT-Neo or OPT.

This suggests that the success of the ensem-
ble relies heavily on the proposed system using
SmolLM, whose complementary strengths enhance
other models, highlighting its potential for refine-
ment in low-resource setups.

6 Discussion

Given the test set’s significant differences from
the training set, namely, unfamiliar data sources,
adversarially modified text, and unknown LLMs,
it is imperative to analyze their impact on model
performance.

Figure 2 presents a box-and-whisker plot of
model performance by data source, with greater
spread indicating variability. Overall, the Human
class shows lower performance compared to the
LLM class, with variations across sources. Mixset
and CUDRT have the highest misclassification rate
for the LLM class, likely due to the inclusion of
adversarially perturbed text samples. For the Hu-
man class, Mixset, DetectAIve, and ieltsduck show
the lowest performance. DetectAIve and ieltsduck
contain IELTS test takers’ data, likely written by
non-native English speakers, contributing to mis-
classifications. In Mixset, LLM-modified samples
labeled as human may also lead to errors.

The perturbation operations performed on each
dataset are described in Table 3 with the perfor-
mance per operation depicted in Figure 3. Overall,
adversarial perturbations increase susceptibility to
misclassifications. Notably, the “summary” oper-
ation from the CUDRT dataset results in highest
misclassification rate, likely due to concise nature
of text, providing insufficient information for ac-
curate classification. Similarly, the “polish” and
“complete” operations also degrade performance.
However, recent studies suggest that incorporating
small amounts of adversarial examples in training
can improve detectors’ ability to handle perturbed
AI-generated content (Zhang et al., 2024).

Detection accuracy for each LLM in the test set
is depicted in Figure 4. Variations of the Chat-
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(a) Loss: Cross-Entropy

(b) Loss: Cross-Entropy+Contrastive

(c) Loss: Focal

(d) Loss: Focal+Contrastive

Figure 1: Ensemble of AFDs using majority voting
across different loss function configurations. Red
dashed line represents the performance of proposed (sin-
gle AFD) system. Spread of boxes represents perfor-
mance variability due to choice of AFDs in ensemble.

Figure 2: Model performance by source of data

Figure 3: Performance across adversarial perturbations

Figure 4: Model performance per LLM in test set

GPT family demonstrate stronger detection, likely
due to the inclusion of related models from the
same family in the training set. Nevertheless, the
generalization of performance across data sources
underscores our model’s effectiveness. Moreover,
ChatGPT’s detectability aligns with existing re-
search (Bhandarkar et al., 2024), ensuring safety
against misuse of most widely used chatbot. In con-
trast, lesser-known models like Dolly and Baichuan
show lower detection rates, highlighting areas for
improvement.

7 Conclusion

This paper addresses the challenge of secure on-
device AI content detection by proposing a sim-
ple yet effective solution leveraging small AFDs.
With their resource-efficient design and syntactic
alignment enabled by autoregressive pre-training,
the proposed approach-combining AFDs with loss
fusion, particularly focal loss-outperforms larger,
resource-intensive models by a large margin while
reducing model size. Our proposed approach mit-
igates bias, maintains generalization, and handles
challenging data, including unknown domains, un-
seen LLMs, and adversarially modified text. These
results highlight the potential of small AFDs as
efficient backbones or ensemble components, espe-
cially in scenarios requiring data privacy and faster
AI-content detection.
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A Appendix

Table 3: Perturbation Operations from Various Datasets.
(*) denotes LLM-generated text labeled as human

Operation Description Source

Mixset DetectAIve CUDRT

Polish Improve quality,
fluency, accuracy;
includes refine,
rewrite,
paraphrase, etc.

! ! !

Complete Generate part
LLM, part
human text by
completing a
given text portion

! !

Q/A LLMs act as
expert to provide
detailed answers
to questions.

!

Summary Generate concise
summary,
highlighting
main points and
key information.

!

Humanize Add human-like
noise (e.g., typos,
grammatical
errors, tags).

!* !
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TOBB University of Economics and Technology

kaanefekeles@etu.edu.tr

Mucahid Kutlu
Qatar University

mucahidkutlu@qu.edu.qa

Abstract

This paper details our methods for address-
ing Task 1 of the GenAI Content Detection
shared tasks, which focus on distinguishing
AI-generated text from human-written content.
The task comprises two subtasks: Subtask A,
centered on English-only datasets, and Subtask
B, which extends the challenge to multilingual
data. Our approach uses a fine-tuned XLM-
RoBERTa model for classification, comple-
mented by features including perplexity and TF-
IDF. While perplexity is commonly regarded
as a useful indicator for identifying machine-
generated text, our findings suggest its limita-
tions in multi-model and multilingual contexts.
Our approach ranked 6th in Subtask A, but a
submission issue left our Subtask B unranked,
where it would have placed 23rd.

1 Introduction

The rapid proliferation of large language mod-
els (LLMs) has brought both remarkable advance-
ments and significant challenges to the field of
natural language processing (NLP). While these
models enable unprecedented levels of fluency and
coherence in generated text, their potential for mis-
use—ranging from generating misleading informa-
tion to creating plagiarized content—necessitates
robust detection methods. Distinguishing between
human-written and machine-generated text has thus
become a critical area of research, especially in
multilingual and multi-model contexts.

Task 1 of the GenAI Content Detection shared
tasks (Wang et al., 2025), addresses these chal-
lenges by focusing on the development of robust
classifiers capable of identifying AI-generated text.
This task is divided into two subtasks: Subtask A,
which deals with English-only datasets, and Sub-
task B, which extends detection to multilingual
datasets.

In this paper, we present our approaches for Sub-
task A and Subtask B. For Subtask A, we relied on

a fine-tuned version of the XLM-RoBERTa model,
achieving competitive performance. For Subtask B,
we explored the integration of additional features
such as perplexity and term frequency-inverse doc-
ument frequency (TF-IDF). While perplexity has
traditionally been considered a valuable metric for
identifying machine-generated text (Varshney et al.,
2020), we found its effectiveness limited in com-
plex, multilingual scenarios.

Our approaches were ranked 6th place out of 35
participants in Subtask A. Unfortunately, due to a
submission-related issue, our entry for Subtask B
was not officially ranked. However, it would have
placed 23rd out of 26 participants.

2 Related Work

The advance of LLMs has necessitated the devel-
opment of robust methods for detecting machine-
generated text. This has become a critical research
area due to the potential misuse of LLMs for gen-
erating misleading or plagiarized content (Adelani
et al., 2019; Pan et al., 2023). Early zero-shot de-
tection methods, relying on statistical features like
log probability and rank (Solaiman et al., 2019;
Gehrmann et al., 2019; Ippolito et al., 2020), are
computationally efficient but often lack robustness
as models improve in generating text that closely
resembles human writing (He et al., 2024).

More sophisticated zero-shot approaches have
been proposed to address these shortcomings. De-
tectGPT (Mitchell et al., 2023) use the concept
of probability curvature, comparing the log proba-
bility of a text with perturbed versions to identify
machine-generated content.

Supervised detection, training classifiers on la-
beled data, has also been investigated (Uchendu
et al., 2020; Guo et al., 2023). However, these
methods suffer from limitations related to data
requirements and generalization across domains
and LLMs. Similarly, watermarking techniques
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(Kirchenbauer et al., 2023; Keleş et al., 2023),
while promising, have shown vulnerability to para-
phrasing attacks (Krishna et al., 2024; Sadasivan
et al., 2023).

3 Proposed Approach

For both Subtask A and Subtask B, we fine-tuned
the Facebook XLM-RoBERTa base model123 (Con-
neau et al., 2020).

In Subtask A, we submitted the labels from the
bare fine-tuned classifier, as we were unable to
improve its performance using additional features
including perplexity. For Subtask B, we aimed to
enhance the classifier’s performance by incorpo-
rating additional features including TF-IDF, the
source language as a one-hot encoded feature, and
perplexity values derived from the Llama 3.2 1B
model (Dubey et al., 2024). These combined fea-
tures were fed into an XGBoost classifier to im-
prove overall performance. While our goal was to
evaluate the effectiveness of perplexity as a predic-
tive metric, we found it to be a suboptimal measure
in this multi-source, multi-language context.

3.1 Perplexity
Perplexity (PPL) is a key metric used to evaluate
how well a language model predicts a sequence
of text, making it particularly useful for detect-
ing machine-generated content. For a tokenized
sequence X = (x1, x2, . . . , xN ), perplexity is cal-
culated as:

PPL(X) = exp

(
− 1

N

N∑

i=1

logPθ(xi | x<i)

)

where:

• N is the total number of tokens in the se-
quence.

• Pθ(xi | x<i) is the model’s predicted proba-
bility of token xi given all preceding tokens
x<i.

Lower perplexity scores indicate that the text
is more predictable according to the model. In
the context of machine-generated text, since the

1https://huggingface.co/FacebookAI/
xlm-roberta-base

2https://huggingface.co/keles/fine_tuned_xlm_
roberta_for_en

3https://huggingface.co/keles/fine_tuned_xlm_
roberta_for_mgtd2

generation process often samples tokens based on
higher probability from the model’s vocabulary, the
output tends to include more likely tokens. This re-
sults in lower perplexity scores, which can suggest
machine generation. On the other hand human-
generated text often exhibits higher perplexity be-
cause humans do not always use the most statis-
tically probable words; instead, they may choose
words that are less predictable, adding creativity
and nuance to the text. This higher perplexity re-
flects the diversity and unpredictability inherent in
human language. Figure 1 shows the distribution
of perplexity scores for AI-generated and human-
written texts on the shared-task data.

Figure 1: Distribution of perplexity scores for AI-
generated (orange) and human-written (blue) texts for
Subtask B’s validation and test set combined.

Perplexity scores are influenced by various fac-
tors, including the specific language model, tok-
enization methods, and the language of the text.
Models may assign higher perplexity to less com-
mon languages due to their under-representation
in training data. While perplexity offers insights
into text predictability, it has limitations as a sole
indicator of text quality. Research indicates that
perplexity is unreliable for evaluating text quality,
as it can be affected by text length, repetition, and
punctuation (Wang et al., 2022). These limitations
also apply when using perplexity to detect machine-
generated text.

4 Experiments

4.1 Perplexity as a Predictive Metric

As shown in Figure 1, Table 1, and Table 2, AI-
generated texts generally exhibit lower perplexity
scores compared to human-written texts. How-
ever, this trend varies significantly depending on
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the language and the source model. Although the
distributions differ, there is no clear distinction or
clustering between the two types of texts.

Lang Type Min Max Median Mean

en AI 1.20 31589.12 9.71 17.39
Human 2.35 2235.15 19.29 28.17

zh AI 1.35 1e5 11.74 240.60
Human 3.69 1.4e6 57.74 1622.03

it AI 4.39 53.35 9.56 12.54
Human - - - -

de AI 4.47 50.41 11.43 13.15
Human 4.05 17.68 11.14 11.36

ur AI 1.60 6.93 3.51 3.67
Human 3.63 23.06 9.17 9.44

bg AI 4.71 25.12 10.09 10.66
Human 4.43 65.97 14.40 15.58

id AI 4.46 17.07 7.07 7.39
Human 5.58 41.96 13.04 13.80

ar AI 7.23 53.82 15.29 18.04
Human 14.05 46.83 21.08 23.27

ru AI 4.44 42.49 11.39 12.89
Human 4.00 31.47 8.27 9.73

Table 1: Perplexity statistics from the Llama-3.2-
1B model across various languages, comparing AI-
generated and human-written texts. Notably, Italian (it)
lacks human-written text statistics due to the absence of
such instances in the training set. Overall, AI-generated
texts generally exhibit lower mean perplexity scores
than human-written texts in most languages, with Rus-
sian (ru) and German (de) being notable exceptions.

Model Min Max Median Mean

human 2.35 1.4e6 19.79 148.00
gpt-3.5-turbo 1.60 132.66 7.35 9.27
gpt-35 2.15 1e5 6.03 132.77
davinci 1.35 4671.52 9.77 13.76
cohere 1.61 32.47 5.58 6.14
bloomz 1.52 140.70 12.06 13.05
text-davinci-003 2.36 348.87 8.42 10.90
mixtral-8x7b 2.37 12074.41 6.14 17.99
text-davinci-002 2.70 320.81 8.31 12.65
llama3-70b 2.56 102.10 6.63 9.40
gemma-7b-it 4.02 115.08 11.03 13.68
llama3-8b 1.99 55.92 7.01 9.93
gpt4o 2.68 21.80 7.33 7.52
gpt4 2.95 18.88 5.96 6.31

Table 2: Perplexity statistics from the Llama-3.2-1B
model across different text generation models and hu-
man writing.

Due to space constraints, we have not detailed
all the models tested for perplexity calculations, but
our experiments revealed surprising findings about
model size. Larger models, including those with
up to 9 billion parameters, did not demonstrate any
meaningful improvement in discrimination ability.
These results suggest that model size may not be

a critical factor in the effectiveness of perplexity-
based detection methods.

4.2 Implementation Details

4.2.1 Subtask A
As can be inferred from Table 3, perplexity as an
additional did not measurably improve the overall
performance.

Methodology F1 Score
XGBoost (FTC + TF-IDF + Perplexity) 0.974
XGBoost (FTC + TF-IDF) 0.973
FTC 0.969

Table 3: F1 Scores for Various Feature Combinations on
the Validation Set for Subtask A. FTC refers to the labels
produced by the fine-tuned classifier. When used with
XGBoost, the probability assigned by the fine-tuned
classifier to the positive label is included as a feature.

4.2.2 Subtask B
As can be inferred from Table 4, perplexity as an
additional feature did not measurably improve the
overall performance.

Methodology F1 Score
XGBoost (FTC + TF-IDF + Perplexity) 0.972
XGBoost (FTC + TF-IDF) 0.972
FTC 0.966

Table 4: F1 Scores for Various Feature Combinations on
the Validation Set for Subtask B. FTC refers to the labels
produced by the fine-tuned classifier. When used with
XGBoost, the probability assigned by the fine-tuned
classifier to the positive label is included as a feature.

4.3 Dataset

4.3.1 Subtask A
This subtask focuses solely on English data sourced
from various origins. Of this data, 62.5% is labeled
as AI-generated, while 37.5% is labeled as human-
written. The datapoints were randomly shuffled and
then divided into 90% for training, 8% for testing,
and 2% for validation.

The given train set was randomly shuffled and
then divided into 90% for training, 8% for testing,
and 2% for validation. We observed that the num-
ber of positive cases in the test-development set is
much less than the one in the trainset. So we set
the decision boundary to 0.97.

4.3.2 Subtask B
The train and the leaderboard test datasets for sub-
task B, as shown in Figures 2 and 3 respectively,
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both exhibit significant language imbalances, al-
beit with notably different distributions. While
the training set is dominated by English texts, the
leaderboard test set presents an entirely different
skew. We determined the language distribution of
the test dataset using the langdetect library (Shuyo,
2010), which employs Naive Bayesian filtering for
automatic language identification. The detection
revealed Chinese (zh) as the dominant language
with approximately 60,000 samples (39.8% of the
dataset), followed by Urdu (ur) with 30,504 sam-
ples (20.1%) and Russian (ru) with 29,036 samples
(19.2%). This substantial shift in language distri-
bution between train and test sets, particularly the
pivot from Indo-European languages in training to
a test set dominated by Asian languages, presents
an interesting challenge for fairly evaluating the
model’s cross-lingual generalization capabilities
and robustness to language distribution shifts.

Figure 2: Distribution of AI-generated and human-
written texts across different languages in the train
dataset. The plot shows a clear imbalance in the dataset,
with English (en) having the highest number of samples.

Figure 3: Distribution of AI-generated and human-
written texts across different languages in the test
dataset. The plot shows a clear imbalance in the dataset,
with Chinese (zh) having the highest number of sam-
ples.

Figure 4: Distribution of AI-Generated vs Human-
Written Samples for Subtask B

4.4 Results
The results of our submissions are summarized in
Table 5. For Subtask A, which focuses on English-
only datasets, our approach achieved an F1 score
of 0.85 on the development set and 0.80 on the
test set, reflecting a competitive performance. For
Subtask B, encompassing multilingual data, the F1
scores were 0.65 and 0.64 on the development and
test sets, respectively.

Subtask Development (F1) Test (F1)
Subtask A 0.85 0.80
Subtask B 0.65 0.64

Table 5: F1 scores for Subtask A and Subtask B on
the development and test datasets, demonstrating the
model’s performance in detecting AI-generated versus
human-written text.

5 Conclusions

In this paper, we presented our approach to the
GenAI Content Detection shared tasks, focusing on
distinguishing AI-generated from human-written
text in both monolingual and multilingual contexts.
Our primary findings indicate that while fine-tuned
XLM-RoBERTa models can achieve competitive
performance, the incorporation of additional fea-
tures such as perplexity scores did not yield sig-
nificant improvements in detection accuracy. This
was particularly evident in the multilingual context,
where perplexity’s effectiveness varied consider-
ably across different languages and source models.
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Abstract

We describe the work carried out by our
team, AI-Monitors, on the Binary Multilingual
Machine-Generated Text Detection (Human vs.
Machine) task at COLING 2025. This task
aims to determine whether a given text is gener-
ated by a machine or authored by a human. We
propose a lightweight, simple, and scalable ap-
proach using encoder models such as RoBERTa
and XLM-R We provide an in-depth analysis
based on our experiments. Our study found that
carefully exploring fine-tuned parameters such
as i) no. of training epochs, ii) maximum input
size, iii) handling class imbalance etc., plays an
important role in building an effective system
to achieve good results and can significantly
impact the underlying tasks. We found the op-
timum setting of these parameters can lead to a
difference of about 5-6% in absolute terms for
measure such as accuracy and F1 measure. The
paper presents crucial insights into optimal pa-
rameter selection for fine-tuning RoBERTa and
XLM-R based models to detect whether a given
text is generated by a machine or a human.

1 Introduction

Large language models (LLMs) like GPT-4, Claude
3.5, and Gemini 1.5-pro have rapidly become main-
stream tools, offering highly fluent and articulate
text generation across a wide range of applications,
from social media and news to academic and ed-
ucational content. These models are capable of
producing human-like responses to various queries,
making them increasingly attractive for replacing
human labor in tasks such as content creation, cus-
tomer support, and even academic writing.

This challenge (Wang et al., 2025) underscores
the need for automated systems designed to de-
tect machine-generated content. As LLMs become
more sophisticated and pervasive, developing ro-
bust detection methods is critical to preventing
misuse. These systems could help mitigate the
risks of misinformation, ensure academic integrity,

and provide safeguards against the over-reliance on
machine-generated material in sensitive contexts.

This work is part of a larger project where we
are building solutions for emerging plagiarism de-
tection, LLM-based response generation detection
for academic studies, and assignments. One major
issue is the difficulty humans face in distinguishing
machine-generated text from human-written con-
tent. This has posed significant challenges when
analyzing and evaluating student assignments and
open-book answers, where there are potential is-
sues with using LLM-generated answers and chal-
lenges in accurately detecting them. This problem
calls for the development of effective automated
systems for grading, assessment, and identifying
whether a text is generated by a human or a ma-
chine. Additionally, it is important to identify in-
stances where machine-generated content has been
post-edited by humans to avoid detection by auto-
matic systems.

In this paper we describe the work carried out by
our team AI-Monitors on the Binary Multilingual
Machine-Generated Text Detection (Human vs.
Machine) task at COLING 2025 (Wang et al.,
2025). Towards building a fast scalable system
which can auto-train and learn with more data,
we focused on exploring RoBERTa and XLM-R
models as they have shown to perform well for this
task (Wang et al., 2024).

Main Contributions:

• In our study, we explore different fine-tuning
parameters, such as training epochs, base
model, maximum input size, and how to han-
dle data imbalance.

• The paper presents crucial insights into op-
timal parameter selection for fine-tuning
RoBERTa and XLM-R based models to detect
whether a given text is generated by a machine
or a human.
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• We are releasing our code on GitHub 1 so that
this work can be expanded and used by other
teams to develop more effective solutions

The paper is organized as follows: Section 2
presents related work on automatic detection of
machine generated text. Section 3 provides an
overview of the architectures that we explore in this
work. Section 4 presents the data and tools details,
Section 5 showcases our results. Section 6 talks
about our lessons learned and Section 7 presents
conclusion and future work.

2 Related Work

Automatic detection of machine-generated text is
typically framed as a binary classification task,
where, for a given input, we must classify whether
it is generated by a machine or a human (Wang
et al., 2024, 2025). Two main approaches are
commonly used: one relies on supervised tech-
niques, which require large training datasets, while
the other relies on unsupervised approaches using
common detection models such as RoBERTa (Liu
et al., 2019), XLM-R (Conneau et al., 2020; Goyal
et al., 2021), or stylistic features. Jawahar et al.
(2020) provides a critical survey of the pros and
cons of various alternatives for detecting machine-
generated text.

Given sufficient training data, some prior
works (Solaiman et al., 2019; Fagni et al., 2021)
have experimented with fine-tuning the RoBERTa
language model for the detection task. Solaiman
et al. (2019) found that RoBERTa established state-
of-the-art performance in identifying web pages
generated by the largest GPT-2 model, achieving
an accuracy of approximately 95%. Fagni et al.
(2021) demonstrated that the RoBERTa detector
also set the state-of-the-art in accurately distin-
guishing machine-generated tweets from human-
written tweets, outperforming both traditional ma-
chine learning models (e.g., bag-of-words) and
complex neural network models (e.g., RNN, CNN)
by a large margin. This promising result suggests
that the RoBERTa detector can generalize well
to previously unseen publication sources, such as
Twitter.

The automatic detection systems comprise ap-
proaches that are used to detect domains in-
cluding the one that USTC-BUPT has devel-
oped for SemEval-2024 Task 8 with the help

1https://github.com/aimonitors25/machine-generated-
text-detection

Figure 1: RoBERTa model

of DATeD, LLAM, TLE, and AuDM for mono-
lingual as well as multilingual detection tar-
gets (Guo et al., 2024). Further, black-box machine-
generated text detection where LLMs are fine-
tuned with parameter-efficient smaller LLMs and
per-language classification-threshold calibration
was proposed and was proved to perform well in
SemEval-2024 Task 8 (Spiegel and Macko, 2024).
Another valuable contribution is Genaios’ LLM
IXTIC system in which several LLaMA-2 models
operate within a Transformer Encoder framework;
this system performed extremely well in the mono-
lingual track and underlines the role of token-level
probabilistic features for text classification (Sar-
vazyan et al., 2024).

3 Methodology

In the task of distinguishing between human-
written and machine-generated text, we are per-
forming finetuning of RoBERTa and XLM-R.
RoBERTa (Liu et al., 2019), is a robust transformer-
based language model, adapted to better capture
the nuances in writing style and language patterns
that differentiate human and machine-generated
content. The model is trained on a labeled dataset
consisting of both machine-generated and human-
written articles to learn these distinctions. Figure 1
shows an illustration of the RoBERTa model.

To build effective and efficient solution we ex-
plore different parameters as shown in Table 1. We
conduct following experiments to determine the
optimum settings in terms of i) no. of training
epochs, ii) maximum input size, iii) handling class
imbalance, and iv) selection of base model.
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Parameter type Parameter Values
Base Model [RoBERTa, XLM-R]

Fine-tuning Epochs [1 to 5]
Max Input Token Size [128, 256]
Weighting parameters [1:1, 2:1, 3:2]

(human: machine)

Table 1: Investigative parameters - experimental setup

4 Dataset and Tools Used

The dataset is divided into three primary subsets:
Training Data, Development (Dev) Data, and Test
Data. Each of these subsets contains different
amounts of data, categorized into two main classes:
Machine and Human as shown in Table 2

Stats Train Data Dev Data Test Data
Total 610,765 261,758 73,941

Machine 381,843 163,430 39,266
Human 228,922 98,328 34,675

Table 2: Data Statistics

There is a noticeable class imbalance in the train-
ing and development sets, with the Machine class
significantly outnumbering the Human class. This
could lead to challenges in model training, where
the model might become biased toward the major-
ity class (Machine). Hence in our experiments we
explored weighing the minority class more as com-
pared to equal weights for both the classes. The
test set is relatively more balanced between the
two classes, which is important for evaluating the
model’s ability to generalize to both Machine and
Human instances.

Table 3 provide details on the length of the input
text across train, dev and test set, where we report
common metrics such as count, mean, std, min,
max and percentile based no. of input tokens. As
the mean length is around 250 and 50% no. of
tokens are less than 300, hence we select two values
for our investigation for max input tokens size 128
and 256.

5 Results

We performed multiple parameters explorations as
described in Table 1, Below we discuss the results
of our investigations and learning from same.

RoBERTA vs XLM-R: We tested two mod-
els—Roberta and XLM-R—and evaluated their

Length stats Train set Dev set Test set
count 610,765 261,758 73,941
mean 244.53 244.87 295.43
std 235.08 235.31 185.98
min 1 1 1
25% 91 91 171
50% 186 187 296
75% 320 320 396
max 4,752 2,916 10,743

Table 3: Input text length for train, dev and test set

performance over different epochs the results are
summarized in the table 4.

Models Epoch Dev Set Test Set
Roberta 1 86.61 73.78
XLM-R 1 92.68 71.79
Roberta 3 96.05 71.79
XLM-R 3 94.16 72.40
Roberta 5 97.82 72.64
XLM-R 5 95.18 72.50

Table 4: Accuracy results on the dev and test set using
max input tokens=128

The XLM-R model performed better in the dev
set, achieving an accuracy of 92.68% after 1 epoch,
compared to 86.61% for RoBERTa. However, the
RoBERTa model saw greater improvements with
more training, reaching 96.05% and then 97.82%
accuracy on the dev set after 3 and 5 epochs, re-
spectively. Thus, we used RoBERTa for further
explorations of optimum parameters. This best so-
lution was also the submission of the official leader
board for the shared task. More details to follow in
the later section.

RoBERTa finetuning - max input size explo-
rations: Table 5 presents the results in the dev
and test data set to determine the optimum no. of
the maximum input size. As described in Section 4,
we explored max input size=128, 256. We found
the results are quite better with max input size =256,
accuracy results on dev set are quite similar, but we
see quite some boost in the test set while using no.
of tokens as 256. We used these settings for further
explorations.

RoBERTa finetuning - no. of epochs: Ta-
ble 6 represents the results of the fine-tuning of
RoBERTa with the maximum input token size of
256, across different epochs. We find that model
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RoBERTa Input Size Dev Set Test Set
Epoch-1 128 86.61 73.78
Epoch-2 128 95.97 71.80
Epoch-3 128 96.05 71.79
Epoch-1 256 94.40 72.40
Epoch-2 256 95.97 74.21
Epoch-3 256 96.72 74.91

Table 5: Accuracy results on the dev and test set

learning is becoming saturated and loss becoming
static. Thus, results are coming similar post Epoch-
3. The model is trained with a batch size of 32. We
used Adam optimized with learning rate as 2e− 5,
and weight_decay as 0.01.

Epoch Dev Set Test Set
Epoch-1 94.40 72.40
Epoch-2 95.97 74.21
Epoch-3 96.72 74.91
Epoch-4 96.72 74.91

Table 6: RoBERTa max input size=256, accuracy results
on the dev and test set

RoBERTa finetuning - handling class imbalance:
As discussed in Section 4, train dataset is quite
imbalanced, thus to effectively learn signals we
tried exploring weighing the minority class more.
Table 7 presents the results of different weighing
scores to handle class imbalance. The results across
the dev and test sets are quite close and vary. We
see the best test set performance on model with
weights (2.0:1.0) w.r.t, (human:machine). However
for dev set best performance is obtained without
weighing the classes differently.

Weight 1:1 Weight 2:1 Weight 3:2
Epoch Dev Test Dev Test Dev Test

1 94.40 72.40 94.23 72.1 95.16 69.98
2 95.97 74.21 95.92 74.99 95.46 71.13
3 96.72 74.91 95.76 73.13 95.88 72.06

Table 7: RoBERTa max input size=256, accuracy results
on the dev and test set, handling class imbalance

Official Solution on the benchmarking leader-
board: Table 8 presents the results of our official
submission to the shared task. This submission
is based on a finetuned RoBERTa model, using
maximum input size as 128 tokens and no. sepa-
rate weights for class imbalance. This combination
gave the best results on the dev set as shown in
Table 4. These settings seems to be not the opti-

mum as reviewed with other experiments that we
performed post the task deadline.

Models F1-Macro F1-Micro
Best System 83.07 83.11

Baseline 73.42 73.81
Our Submission 70.57 72.64

Table 8: Results on the blind test set, F1-Micro repre-
sents Accuracy

6 Lessons Learned

1. Our initial experiments were over-fitted on the
majority class, and hence, our understanding of
whether the solution is generic was limited due to
insufficient testing of different parameter settings
and configurations, as discussed in Table 1
2. There is a need for carefully examining the
choice of base models, parameters and settings.
3. Overall, the analysis and investigation after the
official submission, using the test and development
sets, indicate that a better understanding of various
factors, such as training epochs, base model, maxi-
mum input size, and how to handle data imbalance,
can lead to an improvement of about 5-6% in the
metric scores, as shown in this paper.
4. We plan to continue these explorations as part
of a larger project where we are working towards
a general solution for handling plagiarism detec-
tion and LLM-generated text detection in academic
settings.

7 Conclusion & Future Work

A critical survey on automatic text detection (Jawa-
har et al., 2020) provides a summary of key er-
ror categories made by these automated models,
namely: fluency, brevity, factuality, spurious en-
tries, contradictions, repetitions, common sense
reasoning, typos, grammatical errors etc,. We
plan to perform a similar error analysis on this
task dataset and work towards building a hybrid
pipeline that leverages techniques like those in (Sar-
vazyan et al., 2024). A summary of this pipeline
on leveraging transformer encoder that incorpo-
rates token-level probabilistic features extracted
from the Llama models is shown in Figure 2 and
discussed in Appendix A. In future, we aim to ex-
plore ensemble-based solutions, comprising a sim-
ple fine-tuned RoBERTa pipeline alongside a richer
pipeline as described in Appendix A, that leverages
multiple LLMs to better capture patterns and data
distributions for detecting machine generated text.
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Figure 2: Transformer Encoder Architecture with Llama Model for Extracting Statistical Features from Text

Acknowledgments

We would like to thank the Task Organizers for
organizing such an interesting and relevant bench-
marking task.

References
Alexis Conneau, Kartikay Khandelwal, Naman Goyal,

Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzmán, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2020. Unsuper-
vised cross-lingual representation learning at scale.
Preprint, arXiv:1911.02116.

Tiziano Fagni, Fabrizio Falchi, Margherita Gambini, An-
tonio Martella, and Maurizio Tesconi. 2021. Tweep-
fake: About detecting deepfake tweets. Plos one,
16(5):e0251415.

Naman Goyal, Jingfei Du, Myle Ott, Giri Ananthara-
man, and Alexis Conneau. 2021. Larger-scale trans-
formers for multilingual masked language modeling.
arXiv preprint arXiv:2105.00572.

Zikang Guo, Kaijie Jiao, Xingyu Yao, Yuning Wan,
Haoran Li, Benfeng Xu, Licheng Zhang, Quan Wang,
Yongdong Zhang, and Zhendong Mao. 2024. Ustc-
bupt at semeval-2024 task 8: Enhancing machine-
generated text detection via domain adversarial neu-
ral networks and llm embeddings. In Proceedings of
the 18th International Workshop on Semantic Evalu-
ation (SemEval-2024), pages 1511–1522.

Ganesh Jawahar, Muhammad Abdul-Mageed, and
Laks VS Lakshmanan. 2020. Automatic detection
of machine generated text: A critical survey. arXiv
preprint arXiv:2011.01314.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.

Roberta: A robustly optimized BERT pretraining
approach. CoRR, abs/1907.11692.

Areg Mikael Sarvazyan, José-Ángel González, and
Marc Franco-Salvador. 2024. Genaios at semeval-
2024 task 8: Detecting machine-generated text by
mixing language model probabilistic features. In Pro-
ceedings of the 18th International Workshop on Se-
mantic Evaluation (SemEval-2024), pages 101–107.

Irene Solaiman, Miles Brundage, Jack Clark, Amanda
Askell, Ariel Herbert-Voss, Jeff Wu, Alec Rad-
ford, Gretchen Krueger, Jong Wook Kim, Sarah
Kreps, et al. 2019. Release strategies and the so-
cial impacts of language models. arXiv preprint
arXiv:1908.09203.

Michal Spiegel and Dominik Macko. 2024. Kinit
at semeval-2024 task 8: Fine-tuned llms for mul-
tilingual machine-generated text detection. arXiv
preprint arXiv:2402.13671.

Yuxia Wang, Jonibek Mansurov, Petar Ivanov, Jinyan
Su, Artem Shelmanov, Akim Tsvigun, Osama Mo-
hammed Afzal, Tarek Mahmoud, Giovanni Puc-
cetti, Thomas Arnold, et al. 2024. Semeval-2024
task 8: Multidomain, multimodel and multilingual
machine-generated text detection. arXiv preprint
arXiv:2404.14183.

Yuxia Wang, Artem Shelmanov, Jonibek Mansurov,
Akim Tsvigun, Vladislav Mikhailov, Rui Xing, Zhuo-
han Xie, Jiahui Geng, Giovanni Puccetti, Ekate-
rina Artemova, Jinyan Su, Minh Ngoc Ta, Mervat
Abassy, Kareem Elozeiri, Saad El Dine Ahmed,
Maiya Goloburda, Tarek Mahmoud, Raj Vardhan
Tomar, Alexander Aziz, Nurkhan Laiyk, Osama Mo-
hammed Afzal, Ryuto Koike, Masahiro Kaneko, Al-
ham Fikri Aji, Nizar Habash, Iryna Gurevych, and
Preslav Nakov. 2025. GenAI content detection task
1: English and multilingual machine-generated text
detection: AI vs. human. In Proceedings of the 1st

234



Workshop on GenAI Content Detection (GenAIDe-
tect), Abu Dhabi, UAE. International Conference on
Computational Linguistics.

Appendix A

Transformer Encoder with Llama to extract
statistical Features: Motivated by (Sarvazyan
et al., 2024) we explored alternative approach that
leverages a transformer encoder and incorporates
token-level probabilistic features extracted from the
Llama models as shown in Figure 2. The features
used for each token in a given text are: i) the log
probability of the observed token, ii) the log prob-
ability of the predicted token, iii) the entropy of
the token distribution, iv) the rank of the observed
token, v) the log rank and vi) the LLM-Deviation.

These features are designed to capture the statis-
tical "style" of machine-generated text (MGT) in
a precise manner. The log probabilities provide in-
sight into how confidently the model predicts each
token. At the same time, the entropy captures the
unpredictability or randomness in the generation
process, and the Rank and Log Rank are also noted
by the model in terms of tokens where the lower
Rank represents higher confidence in the correct
token. LLM-Deviation assesses the variance of the
model outputs from a uniform distribution reflect-
ing higher structure in the MGT model’s outputs.
These probabilistic measures are particularly useful
for distinguishing between human writing, which
tends to be more diverse and unpredictable, and
machine-generated text, which often follows more
structured patterns.
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Abstract

The paper describes a system designed by Ad-
vacheck team to recognise machine-generated
and human-written texts in the monolingual
subtask of GenAI Detection Task 1 competi-
tion. Our developed system is a multi-task ar-
chitecture with shared Transformer Encoder be-
tween several classification heads. One head is
responsible for binary classification between
human-written and machine-generated texts,
while the other heads are auxiliary multiclass
classifiers for texts of different domains from
particular datasets. As multiclass heads were
trained to distinguish the domains presented
in the data, they provide a better understand-
ing of the samples. This approach led us to
achieve the first place in the official ranking
with 83.07% macro F1-score on the test set
and bypass the baseline by 10%. We further
study obtained system through ablation, error
and representation analyses, finding that multi-
task learning outperforms single-task mode and
simultaneous tasks form a cluster structure in
embeddings space. We release our code and
model1.

1 Introduction

With the continuous improvement of Large Lan-
guage Models (LLMs), the task of detection
machine-generated texts demands more and more
attention from the community. The potential
cases of misuse include malicious usage by stu-
dents (Zeng et al., 2023; Koike et al., 2023) and
scientists (Ma et al., 2023; Gritsay et al., 2023a).
Furthermore, this is often the cause of plagia-
rism (Avetisyan et al., 2023) and spam (Labonne
and Moran, 2023). The mentioned things are en-
couraging researchers to improve methods for de-
tecting artificial text simultaneously with enhanc-
ing generation methods.

1https://github.com/Advacheck-OU/
ai-detector-coling2025

Figure 1: Overview of the proposed multi-task archi-
tecture. Modules marked only with are trainable at
all stages. The weights of the Transformer Encoder are
frozen at the first stage of training and trainable at
the second one. The Custom Classification Head (CCH)
described in Appendix A is used for predictions.

The task of detecting machine-generated texts
is usually formulated as a binary text classifica-
tion task (Jawahar et al., 2020). The most com-
mon solutions are to fine-tune the Transformer-
based model (Gritsay et al., 2023b) or to use
zero-shot approaches with intrinsic statistics of
the text (Mitchell et al., 2023; Hans et al., 2024).
While these methods perform well on in-domain
tasks (Uchendu et al., 2021), they are not robust
to change of the domain, generator model, or lan-
guage of the texts (Wang et al., 2024a; Tulchin-
skii et al., 2023; Kuznetsov et al., 2024). Mean-
while, for the detection of AI-content in the wild
such a change is, on the contrary, a more realistic
setup (Dugan et al., 2024). Beyond this, the data
presented for the detection task may be of poor
quality, which also complicates the challenge of
the detection task (Gritsai et al., 2024). Therefore,
the goal is to obtain a model that is robust to the
presence of data of poor quality and with a lot of
noise, and, in addition, to make this model capable
to adapt to new domains.
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The high coherence and quality of writing
achieved by modern LLMs makes it difficult to
find a specific sample-counted qualitative feature
by which it would be possible to create a hyper-
plane in the space of texts and separate generated
from human-generated ones. One of the possible
refinements of the representations from the single-
task learning architecture is the multi-task learning
(MTL) (Crawshaw, 2020; Gritsay et al., 2022). It
was also noted that systems with MTL architecture
had achieved high results in the previous compe-
titions (Guo et al., 2024), therefore we decided to
utilize this approach in our work. In this paper
we discuss our solution as the Advacheck team at
GenAI Content Detection Task 1: English and Mul-
tilingual Machine-generated Text Detection: AI vs.
Human (Wang et al., 2025). Our method shows
that with additional internal data analysis and em-
bedding alignment using MTL, it is still possible to
achieve high performance in detecting fragments in
cross-domain and cross-generator setups on texts
from the advanced LLMs. As we forced model to
focus on various domains, it allowed us to form
a cluster domain-wise structure for the text repre-
sentations in the vector space. In our research, we
show that (1) multi-task learning outperforms the
default single-task, (2) cluster structure is formed
at the shared encoder (3) compare different config-
urations of the system and (4) analyse the errors of
the system.

2 Task Definition

The monolingual subtask of Task 1: Binary Multi-
lingual Machine-Generated Text Detection focuses
on identifying whether the English text was en-
tirely authored by a human or generated by a lan-
guage model. The competition is the continuation
and improvement of the SemEval Shared Task 8
(subtask A) (Wang et al., 2024b) and combines re-
freshed training and testing samples from different
domains and novel LLMs. The statistics of the
dataset are summarised in Appendix C. The official
evaluation metric for the monolingual subtask is
Macro F1-score and the additional metric is Micro
F1-score.

3 System Overview

Why multi-task learning? In the current task
formulation we have more than 600k texts in the
training set with dozens of domains and generation
models. Such an amount is very noisy for a binary

classification task, because it can be challenging
for a model to distinguish between relevant and ir-
relevant features. Multi-task learning may help the
model focus on those features that actually matter
as other tasks will update representation of sam-
ples with inner information. Our aim is to obtain
fine-grained representations of the data that ide-
ally ignores data-dependent noise and generalises
well. Since different tasks involve distinct noises,
a model trained on multiple tasks simultaneously
is able to learn a more general representation. Fur-
thermore, it reduces the risk of overfitting.

Model. We propose an MTL architecture with
hard parameter sharing (HPS), it is depicted in Fig-
ure 1. In HPS, a common Transformer-based en-
coder is used for multiple tasks. After several vari-
ations of set of parallel heads, we focused on three
custom classification heads (CCH) for simultane-
ous training:

• Binary CCH head for solving the initial mono-
lingual subtask [2 classes]

• Multiclass CCH to define a sub-source within
the HC3 (Su et al., 2024) source [5 classes]

• Multiclass CCH for sub-source detection
within the M4GT (Wang et al., 2024a) source
[6 classes]

The model was trained in two phases: fine-
tuning chosen classifiers with frozen shared en-
coder weights and fine-tuning the complete model
with all weights unfrozen . These learning stages
help to shift the distribution of the encoder weights
in the right direction and avoid overfitting (Xie
et al., 2021). At the inference stage, only binary
CCH predictions used for final classification.

4 Experiments

We focused on the monolingual subtask, carrying
out comparisons among models and ablations of
the best system. For these we employed the orig-
inal training and development splits provided by
the organizers. Our objective here was to reveal the
quality improvement in multi-task training com-
pared to single-task training.

4.1 Model Comparison

Baselines. As models for comparison we
chose Logistic Regression classifier (Chao-Ying
Joanne Peng and Ingersoll, 2002) with TF-IDF
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Figure 2: Two principal component decomposition of PCA for texts from the development subsample. In (a) the
vector space structure for the deberta-v3-base fine-tuned in single-task mode is shown, while figure (b) shows the
same model but fine-tuned in MTL mode with two additional custom classification heads.

Model Development Test
TF-IDF with LogReg 63.53 60.93
DeBERTaV3 base 82.56 78.52
MTL: 1 stage 80.51 78.67
MTL: 2 stage 87.33 81.55
MTL: 2 stage + threshold 87.96 83.07

Table 1: Results of model comparison on the test and
development set. The highlighted metric is macro F1-
score (%).

features on word n-grams, and DeBERTa-v3 fine-
tuned in two-stage mode described earlier, but in
single-task setting. In the MTL approach, we com-
pared checkpoints from different stages, and also
explored the effect of adding thresholds on the out-
put of the final classifier. We chose DeBERTa-
v3 base for the baseline and the backbone in our
system, as it is currently state-of-the-art model
for supervised fine-tuning for binary classifica-
tion (Macko et al., 2023).

The results are presented in Table 1. It can be
seen that there is a weak correlation between the
gap within the predictions on the dev and test sub-
samples. For example, the presence of a threshold
after the final layer affected the dev result only
slightly, but at the same time allowed us to achieve
a winning result on the test set. The hyperparame-
ters of the final model are given in Appendix B.

Rank System F1-score (%)
1 Advacheck (germgr) 83.07
2 tmatchitan 83.01
3 karla 82.80

15 baseline 73.42
36 nitstejasrikar 44.89

Table 2: Final results on the official ranking. Bold
denotes our team’s placement.

5 Results

Table 2 reports the leaderboard results on the
test set, where our system, Advacheck, achieves
a macro F1-score of 83.07%, outperforming ap-
proaches of the other participants and ranking first.
Our solution surpassed the claimed baseline by
10%.

6 Analysis

6.1 Embeddings after MTL

We made a comparison of text embeddings after
fine-tuning stages. Samples from development part
of data were forwarded to the Transformer-encoder
and [CLS] vectors were extracted as outputs. We
visualised these vectors using PCA in Figure 2. We
observe that the alignment of the representations,
which was mentioned above, introduces a cluster
domain-wise structure. Although the clusters are
not perfectly separable, a meaningful difference
between the standard BERT-like model and MTL
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Figure 3: Macro F1-score on the test set of different
configuration of the systems depending on the threshold.

Task Head Development Test
HC3 92.27 82.70
M4GT 91.70 81.07
MTL (HC3 + M4GT) 87.96 83.07
HC3 + M4GT + MAGE 91.43 79.23

Table 3: Comparison of different configurations of
heads and tasks trained simultaneously in MTL archi-
tecture. The highlighted metric is macro F1-score (%).

fine-tuning pipelines can be seen. Additional de-
compositions are presented in Appendix E.

6.2 Ablations

To provide further analysis on the multi-task setup
we experimented with configurations of our sys-
tems, changing the number of multiclass CCH. The
system on the leaderboard has 2 Multiclass CCH,
and we ran ablation experiments with 1 CCH and
3 CCH. The results are in the Table 3. Setups with
1 and 3 CCH showed better performance on the
development set, but marginally dropped in per-
formance on the test set compared to setup with
2 CCH. What is also interesting is that the results
obtained on HC3-trained CCH are similar to the
results obtained in M4GT-trained CCH, although
M4GT has 10 times more training data than HC3.
Additionaly, we experimented with the threshold
values on all our configurations. The figures are
shown in the Figure 3 and reaffirm the choice of
the final system and threshold for it.

6.3 Error Analysis

Answers on different datasets. The two datasets
with the highest percentage of incorrect predictions
are Mixset (Zhang et al., 2024) and CUDRT (Tao

Figure 4: Proportion of predictions for different gener-
ators from test set. Labels in bold are generators texts
from which are present in the train set.

et al., 2024), while the texts in the other datasets
are detected with very high precision. We attribute
this to the additional manipulations with these texts,
such as rewriting, “humanizing” and other editing,
done by the authors of the initial datasets. Other
texts in the test set and in train set, on the other
hand, are the raw output of generation models, with-
out post-processing them, or otherwise not stated.
See more details in Appendix D. In future itera-
tions, it may be worth trying to address these chal-
lenges with the post-processing addition for some
samples in the training data.

Answers on different generators. The propor-
tions of correct and incorrect predictions on test
set with respect to different generators are shown
in Figure 4. The majority of texts in the test set
are either human-written or generated with gpt-4o
and our system predicted labels for them very ac-
curately, therefore compensating the poorer perfor-
mance on other generators. Still, our system is not
yet robust enough to the change of generators, such
as texts from some of the unseen detectors, and we
will focus future research on addressing generali-
sation gaps and refining the approach for unseen
generators.

7 Conclusion

In this paper we described the system by the Ad-
vacheck team in the monolingual subtask at GenAI
Detection Task 1 competition. We proposed so-
lution with multi-task learning architecture that
consists of shared Transformer Encoder and com-
position of one binary and two multiclass Custom
Classification Heads. Our system obtained the best
results in the official ranking bypassing the base-
line by 10%. Adding tasks for training in parallel
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reveal the formation of a cluster structure in the
space of embeddings, helping to achieve high re-
sults despite the presence of a large amount of noisy
data. Also, it has been demonstrated that training a
similar model but in single-task mode loses to the
proposed approach, and configurations with one or
three multiclass heads also perform worse than our
final system.
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A Custom Classification Head

In our approach, we replaced the default one-layer
linear classifier with a more extended version by
adding multiple layers, the final structure of Cus-
tom Classification Head (CCH) is shown in Figure
5. We chose GELU (Hendrycks and Gimpel, 2023)
as the activation feature and added dropout. In
earlier experiments, when compared with the base
head, this adaptation gives a higher quality there-
fore we used it in all subsequent experiments.

B Final System Hyperparameters

Our final system is MTL architecture with shared
deberta-v3-base encoder and 3 CCH. The train-
ing of main system was conducted on NVIDIA
GeForce RTX 3090 and the training of other config-
urations on NVIDIA A100. See hyperparameters
in Table 4.

C Provided Data

The organizers of the competition provided data for
the train and development stages of the evolving
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Hyperparameters 1st stage 2nd stage
Epochs 1 1
Learning rate (LR) 3e-4 3e-6
Warmup steps 50 75
Weight decay 0.01 0.01
Batch size 32 16
Classifier threshold - 0.92

Table 4: Hyperparameters for fine-tuning MTL archi-
tecture. We trained for 1 epoch in both stages with
possibility of early exit.

solutions. This is the continuation and improve-
ment of the SemEval Shared Task 8 samples. New
domains and generation models were added to the
data; details of train and dev sets are shown in Ta-
ble 7. In addition, a separate development dataset
was available on the CodaBench2 platform where
the competition was held; its statistics are shown
in Table 5.

Source Development Set
Human Machine

RAID 13371 0

LLM-DetectAIve 0 19186

Total 32557

Table 5: Statistics on development data from Cod-
aBench platform for monolingual subtask of the GenAI
Detection Task 1.

Source Test Set
Human Machine

CUDRT 12287 10691

IELTS Duck 9747 12418

PeerSum 5080 6995

LLM-DetectAIve 1635 900

Mixset 0 1086

NLPeer 5326 5376

Total 34075 37466

Table 6: Statistics on test data for monolingual subtask
of the GenAI Detection Task 1.

2https://www.codabench.org/competitions/3734/

D Percentage of Failures

See Figure 6 for detailed proportions of incorrectly
predicted texts from CUDRT and Mixset.

Figure 6: The percentage of falsely labelled texts from
two subdatasets in test set.

E Decomposition Study

In addition to the PCA decomposition of text em-
beddings after passes on our system, we mapped
the logit decomposition of two multiclass heads –
CCH on HC3 and CCH on M4GT. We sampled
the texts from the dev set, passed them through
the encoder and the corresponding classifiers, and
then decomposed the logits. From Figure 7, we
can observe that the data after the classifiers passes
remain in the expected cluster structure intended
by shared encoder. On the dataset HC3 this can
be seen more clearly. With these plots we can also
understand how well the multiclass classification
heads were trained directly, as they were not used
for the inference.
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Source Sub-sources Training Set Dev Set
Human Machine Human Machine

HC3
Finance, Medicine, OpenQA, Reddit_ELI5,
Wiki_CSAI

39140 17671 16501 7917

M4GT
Arxiv, Outfox, PeerRead, Reddit,
WikiHow, Wikipedia

86682 180381 36420 74167

MAGE
CMV, CNN, DialogSum, ELI5, HellaSwag,
IMDB, PubMed, Roct, SciGen, SQUAD,
TLDR, WP, XSum, Yelp

103100 183793 45407 81462

Total 228922 381845 98328 163430

Table 7: Statistics on training and development data from monolingual subtask of the GenAI Detection Task 1.

Figure 7: Two principal component decomposition of PCA for texts from development sub-sample. We decomposed
here by PCA the logits of the texts after the corresponding multiclass classifiers, namely HC3 and M4GT.
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Abstract

We present the GenAI Content Detection Task 1
– a shared task on binary machine generated text
detection, conducted as a part of the GenAI
workshop at COLING 2025. The task consists
of two subtasks: Monolingual (English) and
Multilingual. The shared task attracted many
participants: 36 teams made official submis-
sions to the Monolingual subtask during the
test phase and 27 teams – to the Multilingual.
We provide a comprehensive overview of the
data, a summary of the results – including sys-
tem rankings and performance scores – detailed
descriptions of the participating systems, and
an in-depth analysis of submissions.1

1 Introduction

The success and popularity of Large Language
Models (LLMs) have led to the proliferation of
generative artificial intelligence (GenAI) content,
which is now widely applied across numerous as-
pects of daily life. However, this widespread adop-
tion has brought several concerns to light, including
challenges to the integrity of student assignments
and the potential for fabricated content to mislead
individuals (Wang et al., 2024d). As generative
LLMs continue to advance rapidly, it is becom-
ing increasingly difficult for humans to distinguish
machine-generated content from authentic human-
authored text. Consequently, developing effective
methods to address these challenges is crucial. To
this end, we propose a GenAI content detection
task, with Task 1 focusing specifically on the detec-
tion of machine-generated text in both English and

1https://github.com/mbzuai-nlp/
COLING-2025-Workshop-on-MGT-Detection-Task1

multilingual contexts. This task is the continuation
of SemEval Shared Task 8 (Wang et al., 2024b).
The new task introduces a broader range of lan-
guages and domains while incorporating updated
generators that leverage the latest LLMs.

The task consists of two subtasks: Monolin-
gual (English) subtask A and Multilingual sub-
task B. The data for the shared task covers vari-
ous domains and LLM generators. The data for
English subtask covers diverse domains, includ-
ing peer reviews, student essays, scientific papers,
news articles, social media, emails, speech content
and so on, similar for multilingual subtask data,
with the test set involving more than 8 domains. To
construct the data for the shared task, we produced
machine-generated texts (MGTs), using state-of-
the-art LLMs, including GPT-4/4o, Mistral (Jiang
et al., 2023), Llama-3.1 (Dubey et al., 2024), Vikhr-
Nemo (Nikolich et al., 2024), Qwen-2 (Yang et al.,
2024), etc. Multilingual subtask data encompasses
21 unique languages.

The task attracted 36 participants who made offi-
cial submissions during the test phase for the mono-
lingual subtask A and 27 participants who made
official submissions to the multilingual subtask B.

2 Related Work

This section discusses prior work about machine-
generated text detection methods, datasets and
shared tasks.

2.1 Detection Methods

There are mainly two commonly used approaches
for detecting machine-generated text, training-
free and training-based. Training-free detection
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methods leverage statistical characteristics of texts
for identifying MGTs (Solaiman et al., 2019;
Gehrmann et al., 2019). Various features have
been explored, such as perplexity (Vasilatos et al.,
2023), perplexity curvature (Mitchell et al., 2023),
log rank (Su et al., 2023), intrinsic dimensional-
ity (Tulchinskii et al., 2024) and N-gram analysis
(Yang et al., 2023). Revise-Detect hypothesizes
that machine-generated texts would be edited less
by LLMs than human-written texts (Zhu et al.,
2023). Binoculars (Hans et al., 2024) employs
two LLMs to calculate the ratio of perplexity to
cross-perplexity, assessing how one LLM responds
to the next token predictions of another. Training
based detectors typically fine-tune a pre-trained
model for binary classification (Yu et al., 2023;
Zhan et al., 2023), utilizing techniques such as ad-
versarial training (Hu et al., 2023) and abstention
(Tian et al., 2023). Verma et al. (2023) fine-tune
a linear classifier on top of the learned representa-
tions.

2.2 Datasets
There are many efforts in detecting machine-
generated text benchmarks. HC3 (Guo et al.,
2023a) contains both Chinese and English text
from ChatGPT. Other datasets such as MGTBench
(He et al., 2023), ArguGPT (Liu et al., 2023)
and DeepfakeTextDetect (Li et al., 2023) consider
texts generated by various LLMs. M4 and M4GT-
Bench(Wang et al., 2024d,a) are two comprehen-
sive datasets covering multiple domains, languages
and generators. MULTITuDE (Macko et al., 2023)
includes texts in 11 languages, while the MAiDE-
up dataset (Ignat et al., 2024) focuses on hotel re-
views generated in 10 languages by GPT-4. Mul-
tiSocial (Macko et al., 2024) benchmarks MGT
detection in the social media domain for 22 lan-
guages and 5 social media platforms.

2.3 Shared Tasks
Several shared tasks have been organized to address
the problem of detecting machine-generated texts.
2023 ALTA shared task (Molla et al., 2023) focuses
specifically on identifying GPT-generated texts.
DAGPap22 shared task (Chamezopoulos et al.,
2024) targets the detection of machine-generated
scientific papers. SemEval 2024 shared task 8
(Wang et al., 2024b) introduced four subtasks:
monolingual and multilingual binary classification
(whether the text is generated by machine or writ-
ten by human), multi-way classification distinguish-

ing different generators, and human-machine text
boundary detection, attracting participation from
hundreds of teams.

There has been growing interest in detecting
machine-generated text in non-English languages,
such as Russian in RuATD Shared task 2022
(Shamardina et al., 2022, 2024), Spanish in Iber-
LEF 2023 (Sarvazyan et al., 2023), and Dutch in
CLIN33 (Fivez et al., 2024). The multilingual de-
tection task on SemEval-2024 Task 8 (Wang et al.,
2024b) covers 9 languages, utilizing the M4GT-
Bench dataset (Wang et al., 2024c).

3 Shared Task Description

3.1 Overview

The shared task was conducted in two phases: the
development phase August 27, 2024 – October 29,
2024 and the test phase October 30 – November 4,
2024. During the training phase, the participants
were given access to the texts and labels of the
training and validation subsets, as well as to the
texts of the dev-test subset. The dev-test set was
made available to participants to evaluate the gen-
eralization capabilities of their detectors on distinct
data during the development phase.

After the start of the test phase, we opened the
labels of the dev-test and provided access to the
texts of the test subset with a limited number of
submission attempts to prevent leakage. After the
finish of the test phase, we have released the labels
of the test set, so the participants could perform
some ablation studies.

As per the rules of the Task, participants were
required to use only the data provided by the orga-
nizers to develop their models and were prohibited
from utilizing any additional training data.

3.2 Datasets

The data for the Task is split into four subsets:
training, development, dev-test, and test. Texts
and labels for all subsets are publicly available
at Github repository. Tables 1 and 2 present the
descriptive statistics of the data.

3.2.1 Training and Development Sets
The training data for both English and multilin-
gual subtasks was constructed using three large-
scale multilingual machine-generated text datasets
— HC3 (Guo et al., 2023b), M4GT-Bench (Wang
et al., 2024c), and MAGE (Li et al., 2024). We
merged all collected data, removed repeated texts,
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Split Source Data License #Generators #Domains Human MGT H+M Total

Train
HC3 CC BY-SA-4.0 1 5 39,140 18,671 57,811

610,767M4GT CC BY-SA-4.0 14 6 86,782 181,081 267,863
MAGE Apache-2.0 27 14 103,000 182,093 285,093

Dev
HC3 CC BY-SA-4.0 1 5 16,855 7,917 24,772

261,758M4GT CC BY-SA-4.0 14 6 37,220 77,267 114,487
MAGE Apache-2.0 27 14 44,253 78,246 122,499

Dev-test RAID MIT 0 – 13,371 0 13,371 32,557LLM-DetectAIve CC BY-SA-4.0 5 – 0 19,186 19,186

Test

CUDRT CC BY-SA-4.0 6 6 12,287 10,691 22,978

73,941
IELTS Apache-2.0 2 1 11,382 13,318 24,700
NLPeer Apache-2.0 1 1 5,326 5,376 10,702

PeerSum Apache-2.0 2 1 5,080 6,995 12,075
MixSet CC BY-SA-4.0 7 9 600 2,886 3,486

Total 375,296 603,727 979,023 979,023

Table 1: English subtask statistical information of training, development, dev-test, and test sets.

Split Source Data License Lang #Generators #Domains Human MGT H+M Total

Train
HC3 CC BY-SA-4.0 zh, en 1 9 54,655 30,670 85,325

674,083M4GT CC BY-SA-4.0 9 16 13 100,359 203,525 303,884
MAGE Apache-2.0 en 27 14 102,954 181,920 284,874

Dev
HC3 CC BY-SA-4.0 zh, en 1 9 22,981 12,718 35,699

288,894M4GT CC BY-SA-4.0 9 16 13 42,886 87,591 130,477
MAGE Apache-2.0 en 27 14 44,299 78,419 122,718

Dev-test MULTITuDE GPL-3.0 11 8 – 7,992 66,089 74,081 74,081

Test 29 sources – 15 19 – 73,634 77,791 151,425 151,425

Total 449,760 738,723 1,188,483 1,188,483

Table 2: Multilingual subtask statistics of training, development, dev-test, and test sets. M4GT includes 9
languages: en, de, id, it, zh, bg, ar, ur, ru. MULTITuDE includes 11 languages: de, en, uk, es, nl, ca, ru, pt, ar, zh, cs.

and randomly split into train and development sets
by the ratio of 7:3. See detailed distribution over
different languages, domains and generators in Ap-
pendix A.1.

3.2.2 Dev-Test Set
English Subtask A: we utilized 13,371 human-
written texts from RAID (Dugan et al., 2024)
and sampled 19,186 MGTs from LLM-
DetectAIve (Abassy et al., 2024). The latter
contains MGTs of three types: (i) fully MGTs,
(ii) human-written and then machine-polished
texts, and (iii) machine-generated and then
machine-humanized texts.

Multilingual Subtask B: we sampled data from
MULTITuDE (Macko et al., 2023) as the multilin-
gual dev-test set.

3.2.3 Test Set
For the test set, in addition to leveraging
MixSet (Zhang et al., 2024) and CUDRT (Tao et al.,
2024), the majority of test sets is collected by our
team, particularly multilingual subtask. Note that

the dataset of CUDRT has not been released to the
public before we used it as a subset of the test set.

English Subtask A uses Mixset and a subset of
CUDRT. Based on the IELTS essays, we collected
generations from Llama3.1-70B-versatile and GPT-
4o-mini. We further generated academic paper peer
reviews based on NLPeer and PeerSum, using GPT-
4o and GPT-4o-mini.

Multilingual Subtask B: in addition to two
datasets — we used Urdu fake news detection
datasets generated by Ali et al. (2024), and sam-
pled data from the CUDRT Chinese subset, the
rest of multilingual test set was all newly collected,
involving 27 different corpus and spanning 15 lan-
guages, with six of them are not seen in train-
ing, dev and dev-test sets. It covers Arabic, Chi-
nese, Dutch, German, Hebrew, Hindi, Indonesian,
Italian, Japanese, Kazakh, Norwegian, Russian,
Spanish, Urdu, and Vietnamese (languages high-
lighted with the bold font were not seen in the train-
ing data).2 See detailed distribution over sources,

2We included 15 languages in the training, dev and dev-test
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Task Set Accuracy F1

Subtask A
Dev 96.2 95.9 / 96.2

Dev-Test 83.1 81.6 / 82.6
Test 74.9 73.4 / 73.8

Subtask B
Dev 95.2 94.8 / 95.2

Dev-Test 84.7 65.5 / 85.7
Test 74.7 74.2 / 74.3

Table 3: Baseline performance on the Dev, Dev-Test,
and Test sets for according to accuracy and macro F1.

domains, and models in Appendix A.2.

3.3 Baselines
Detector We fine-tuned pre-trained transformer-
based models on the training sets as baselines. For
subtask A, we fine-tuned RoBERTa, and XLM-R
for subtask B to handle with multilingual data.

Fine-tuning was performed using the Hugging
Face Trainer API with the following configura-
tion: learning rate of 2 × 10−5, batch size of 16
for both training and evaluation, weight decay of
0.1, and a total of 3 training epochs. Models were
evaluated at the end of each epoch, and we keep
the best model determined by development set per-
formance, for the subsequent testing.

Results on Dev, Dev-test, and Test Sets Base-
line results on the dev, dev-test, and test sets for
both subtask A and B are demonstrated in Table 3.
The baseline models showed strong performance
on the development (dev) sets, particularly for sub-
task A, achieving high accuracy and F1-scores.
However, performance declined on the dev-test and
test sets, indicating potential overfitting or chal-
lenges in adapting to unseen data distributions.

For subtask B, the multilingual setting intro-
duced additional complexity, as reflected in the
relatively lower macro-average metrics, which em-
phasizes the difficulty of generalizing across mul-
tiple languages. These baseline results provide a
reference point for participants and highlight the
challenges of detecting machine-generated text, es-
pecially in multilingual contexts.

4 Participants’ Submissions

In this section, we first describe ranking, macro-F1
and accuracy of participants, followed by a brief
description of all submitted systems. We classify

sets — Arabic, Bulgarian, Catalan, Chinese, Czech, Dutch,
English, German, Indonesian, Italian, Portuguese, Russian,
Spanish, Ukrainian, and Urdu.

Rank Team Macro-F1 Accuracy

1 Advacheck 83.07 83.11
2 Unibuc-NLP 83.01 83.33
3 Fraunhofer SIT 82.80 82.89
4 Grape 81.88 82.23
5 TechExperts(IPN) 81.53 81.81
6 TurQUaz 80.68 80.74
7 SzegedAI 79.10 79.29
8 AAIG 78.74 79.34
9 DCBU 77.13 78.01
10 Alfa 75.37 76.42
11 L3i++ 74.63 75.54
12 LuxVeri 74.58 75.68
13 azlearning 74.14 75.17
14 honghanhh 73.94 75.14
– Baseline 73.42 74.89
15 VX1291 72.93 74.83
– cuettransform 72.32 73.16
16 rockstart 72.24 73.89
17 batirsdu 71.01 71.42
18 IPN-CIC 70.68 72.42
19 Ai-Monitors 70.57 72.65
20 semanticcuet 70.05 71.96
21 hmcgovern 68.48 69.51
22 abhirak0603 68.02 70.50
23 cnlpnitspp 65.02 68.76
24 mail6djj 64.66 68.46
25 bennben 63.32 67.48
26 saehyunma 62.80 67.25
27 yuwert777 62.14 66.69
28 seven 59.09 63.20
29 fangsifan 58.48 62.68
30 yaoxy 57.28 64.20
31 jojoc 54.16 60.37
32 dominikmacko 49.94 50.78
33 tropaleum 49.57 50.60
34 starlight1 47.57 56.65
35 nitstejasrikar 44.89 57.24

Table 4: English subtask leaderboard results. The main
performance metric is macro-F1. Accuracy is used as
an auxiliary performance metric.

methods into (1) above vs. below the baseline, (2)
black-box vs. white-box, (3) zero-shot vs. fine-
tuning, (4) fine-tuning based on small models vs.
large models, and (5) ensemble or not.

To describe systems participating in the English
and Multilingual subtasks separately, in the text we
add the subscript English:rank to participants in
the English subtask and the subscript Multi:rank
to participants in the multilingual subtask. For ex-
ample the team Fraunhofer SIT is ranked 3rd in
the English subtask and referred to as Fraunhofer
SITEnglish:3 while it is ranked 10th in the Multilin-
gual subtask and thus referred to as Fraunhofer
SITMulti:10.
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Advacheck 1 ✓
Unibuc-NLP 2 ✓

Fraunhofer SIT 3 ✓
Grape 4 ✓ ✓ ✓

TechExperts(IPN) 5 ✓
TurQUaz 6 ✓ ✓ ✓ ✓
SzegedAI 7 ✓ ✓

AAIG 8 ✓
DCBU 9 ✓ ✓ ✓ ✓
L3i++ 11 ✓

LuxVeri 12 ✓ ✓
IPN-CIC 18 ✓

Ai-Monitors 19 ✓

Table 5: English subtask participants overview.

4.1 English Subtask

4.1.1 Results and Rank
The English subtask attracted 36 submissions in
total. Table 4 presents the complete rankings. The
competition saw a remarkably tight race among
the top performers with only 0.27 macro-F1 points
separating the top three teams: AdvacheckEnglish:1
(83.07), Unibuc-NLPEnglish:2 (83.01), and Fraun-
hofer SITEnglish:3 (82.8). Interestingly, while the
team AdvacheckEnglish:1 secured the first place by
the main metric, Unibuc-NLPEnglish:2 achieved a
slightly higher accuracy (83.33 vs. 83.11), high-
lighting the razor-thin margins between top per-
formers.

Fourteen teams outperformed the baseline (73.42
macro-F1) according to the main metric with scores
varying from 83.07 to 44.89. The inability of most
submissions to surpass the baseline underscores the
complexity of the task.

4.1.2 System Description
Table 5 presents an overview of the English subtask
participants’ systems.3

Team AdvacheckEnglish:1 (Gritsai et al., 2025) de-
velops a multi-task system with a shared Trans-
former Encoder (DeBERTa-v3-base) between sev-
eral classification heads. This system includes a pri-
mary binary classification head and additional mul-
ticlass heads for text domain classification. The ab-
lation studies show that multi-task learning outper-

3Top ranking teams that lack a system description do so
because the authors did not submit a manuscripts and did not
provide a short description of their system.

forms single-task modes, with simultaneous tasks
forming cluster structures in the embeddings space.
Team Unibuc-NLPEnglish:2 (Teodor-George Mar-
chitan, 2025) utilized both masked (XLM-
RoBERTa-base) and causal language models
(Qwen2.5-0.5B; Yang et al. (2024)),4 with the
Qwen-based classifier performing on par with Grit-
sai et al.. The authors report that LORA fine-tuning
XLM-RoBERTa promotes a strong performance.
Team Fraunhofer SITEnglish:3 (Schäfer and
Steinebach, 2025) combined an MGT detection
adapter with a multi-genre natural language infer-
ence adapter over RoBERTa-base.
Team GrapeEnglish:4 (Doan and Inui, 2025), first,
finetuned Llama-3.2-1B (Dubey et al., 2024) and
gemma-2-2b (Team et al., 2024) for the MGT de-
tection task. Second, they combined linguistic fea-
tures with the model predictions by leveraging en-
semble learning for more robust classification.
Team TechExperts(IPN)English:5 similar to Doan
and Inui fine-tuned gemma-2b for the MGT detec-
tion task, which confirms the effectiveness of the
small model in identifying the generated content.
Other teams ranked in top-20 developed the
MGT detectors by (i) fine-tuning a model
(Team TurQUazEnglish:6; Keleş and Kutlu, 2025;
Team AAIGEnglish:8; Bhandarkar et al., 2025;
Team IPN-CICEnglish:18; Abiola et al., 2025;
Team Ai-MonitorsEnglish:19; Singh et al., 2025);
(ii) ensembling models and features (Team
SzegedAIEnglish:7; Kiss and Berend, 2025; Team
DCBUEnglish:9; Zhang et al., 2025; Team Lux
VeriEnglish:12; Mobin and Islam, 2025); and (ii)
utilizing label supervision (Team L3i++English:11;
Tran and Nguyen, 2025).

4.2 Multilingual Subtask

4.2.1 Results and Ranks
The multilingual subtask received 27 submissions
with complete rankings demonstrated in Table 6.

The most notable feature of this subtask was
the exceptional performance of the team “Grape”,
achieving macro-F1 score of 79.16, significantly
outperforming other competitors. A substantial gap
of 3.59 macro-F1 points between the winner and
the second place “rockstart” (75.57) underscores
the effectiveness of the “Grape” team approach to
multilingual MGT detection.

In this subtask, only seven teams managed to
surpass the baseline score of 74.16 with scores

4https://qwenlm.github.io/blog/qwen2.5/
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Rank Team Macro-F1 Accuray

1 Grape 79.16 79.62
– jykim* 75.96 76.56
2 rockstart 75.57 75.64
3 Nota AI 75.32 75.91
4 LuxVeri 75.13 75.27
5 TechExperts(IPN) 74.63 74.74
6 azlearning 74.36 74.49
7 nampfiev1995 74.27 74.40
– Baseline 74.16 74.74
8 starlight1 73.78 73.92
9 abit7431 72.65 73.48
10 Fraunhofer SIT 72.58 73.61
11 mail6djj 72.24 73.34
12 saehyunma 72.20 73.52
13 seven 71.40 72.00
14 jojoc 70.72 70.99
15 OSINT 70.67 71.87
16 yaoxy 69.54 71.51
17 VX1291 69.47 70.50
18 bennben 69.13 69.63
19 fangsifan 68.60 69.57
20 yuwert777 68.45 70.65
21 honghanhh 67.61 67.91
22 tmarchitan 66.29 67.11
– keles 64.24 64.41
23 batirsdu 62.59 63.05
24 sohailwaleed2 52.53 52.59
25 dominikmacko 51.03 51.05

Table 6: Multilingual subtask leaderboard results. Sub-
missions marked with “*” use additional training data
and, therefore, are not incorporated in the ranking.
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Grape 1 ✓ ✓ ✓
Nota AI 3 ✓ ✓ ✓ ✓
LuxVeri 4 ✓ ✓

TechExperts(IPN) 5 ✓
Fraunhofer SIT 10 ✓

OSINT 15 ✓

Table 7: Multilingual subtask participants overview.

ranging from 79.16 to 51.03. This indicates the
increased difficulty of detecting MGT text among
multiple languages simultaneously.

The overall lower scores in this subtask com-
pared to the English subtask (top score 79.16 vs.
83.07) highlight the additional complexity intro-
duced by multilingual detection and room for im-
provement.

4.2.2 System Description
Table 7 presents an overview of the multilingual
subtask participants’ systems.

Team GrapeMulti:1 (Doan and Inui, 2025), ranked
1 in the multilingual leaderboard, adopted two ap-
proaches in the task. They first separately fine-
tuned small language models tailored to the spe-
cific subtask and then trained an ensemble model
on top of them. Through evaluating and comparing
these approaches, the team identified the most ef-
fective techniques for detecting machine-generated
content across languages.
Team NotaAIMulti:3 (Park et al., 2025) secured the
third place in the task. They developed the sys-
tem that addresses the challenge of detecting MGT
in languages not observed during training, where
model accuracy tends to decline significantly. The
proposed multilingual MGT detection system em-
ploys a two-step approach: first, a language identi-
fication tool determines the language of the input
text. If the language has been observed during
training, the text is processed using a model fine-
tuned on a multilingual PLM. For languages not
seen during training, the system utilizes a model
that combines token-level predictive distributions
extracted from various LLMs with a meaning rep-
resentation derived from a multilingual PLM.
Team LuxVeriMulti:4 (Mobin and Islam, 2025)
earned the 4th place. They utilized an ensem-
ble of models, where weights are assigned based
on each model’s inverse perplexity to improve
classification accuracy. The system combined
RemBERT, XLM-RoBERTa-base, and BERT-base-
multilingual-cased using the same weighted ensem-
ble strategy. The results highlight the effectiveness
of inverse perplexity-based weighting for robust
detection of machine-generated text in both mono-
lingual and multilingual settings.
Team TecExperts(IPN)Multi:5 (Mehak et al., 2025)
leveraged the gemma-2b model, fine-tuned specif-
ically for the Shared Task 1 datasets to achieve
strong performance.
Team L3i++Multi:7 (Tran and Nguyen, 2025) stud-
ied a label-supervised adaptation configuration for
LLaMA-as-a-judge for the task. In detail, they ex-
plore the feasibility of fine-tuning LLaMA with
label supervision in masked and unmasked, unidi-
rectional and bidirectional settings, to discriminate
the texts generated by machines and humans in
monolingual and multilingual corpora.
Other Systems The other systems explored var-
ious approaches, including exploring the inte-
gration of additional features such as perplexity
and Tf-IDF (Team TurQUazMulti:22; Keleş and
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Rank All MixSet CUDRT IELTS PeerReview

1 83.1 48.0 67.1 89.9 97.2
2 83.3 66.7 75.9 82.6 94.1
3 82.9 58.9 71.0 88.8 92.1
4 82.2 64.7 73.2 79.1 97.4
5 81.8 59.2 72.7 80.8 95.5
6 80.7 47.2 72.6 78.1 96.9
7 75.7 54.9 71.0 63.1 97.2
8 79.3 62.3 75.4 69.0 97.2
9 78.0 60.0 74.6 66.3 96.9
10 76.4 59.8 75.5 64.2 93.2
11 75.5 60.9 70.3 66.9 92.5
12 75.7 56.6 74.0 61.9 95.2
13 75.2 62.8 70.8 65.3 92.2
14 75.1 66.6 72.8 62.7 92.2
BL 74.9 62.0 72.1 63.4 92.2
15 74.8 73.2 71.9 63.0 90.8
- 73.2 53.5 71.3 62.8 89.3

16 73.9 64.3 71.2 62.6 90.3
17 71.4 53.9 69.6 70.8 76.6
18 72.4 65.4 70.6 62.2 86.5
19 72.7 72.6 70.4 63.6 84.8
20 72.0 69.8 70.4 66.5 79.8
21 69.5 50.7 64.0 65.7 82.0
22 70.5 70.6 66.7 65.3 80.0
23 68.8 73.7 66.9 61.7 77.6
24 68.5 65.7 67.3 57.4 82.0
25 67.5 67.6 67.7 58.0 77.5
26 67.2 68.2 67.2 57.3 78.0
27 66.7 67.4 67.1 57.1 76.5
28 63.2 68.3 67.8 57.1 64.4
29 63.5 67.7 68.6 57.6 64.0
30 64.2 77.7 64.5 58.6 67.9
31 60.4 77.7 64.6 58.3 55.6
32 50.8 56.0 49.7 51.1 50.7
33 50.6 56.7 49.1 50.7 51.0
34 56.6 80.8 60.6 54.9 50.9
35 57.2 82.3 56.4 54.0 57.8

Table 8: English subtask detection accuracy across
four domains.

Kutlu, 2025), finetuning models such as XLM-
RoBERTa on the training set for the final evalu-
ation, as incorporating adapter fusion led to worse
results (Team Fraunhofer SITMulti:10; Schäfer
and Steinebach, 2025), XML-R and mBERT mod-
els (Team IPNMulti:9; Abiola et al., 2025 and
QWen and RoBERTa models (Team Unibuc-
NLPMulti:22; Teodor-George Marchitan, 2025);
and combining language-specific embeddings
with fusion techniques to create a unified,
language-agnostic feature representation (Team
OSINTMulti:15; Agrahari and Sanasam, 2025).

5 Analysis

Based on the test set, we analyze submitted sys-
tems by comparing the detection accuracy on (1)
in-domain vs. out-of-domain, (2) seen vs. unseen
languages, and (3) generations produced using nor-
mal prompts vs. prompts attempting to fill the gap
between human and machine based on observations
in manual annotations.

5.1 English In-domain vs. Out-of-domain

Results in Table 8 show the accuracy of 36 sub-
mitted systems across four component datasets in
the English test set. Significant variance across
domains reveals different generalization and ro-
bustness across detection systems.

Performance for in-domain datasets, such as
IELTS and PeerReview, is generally higher than
out-of-domain datasets MixSet and CUDRT. Top
systems ranking 1-5 achieve scores around 80%
on in-domain datasets. For example, top1 Team
“Advacheck” scored 83.1% on IELTS essays and
89.9% on PeerReview. Moreover, accuracies are
≥90% for all teams above the baseline on PeerRe-
view including the baseline itself. The consistently-
high performance suggests that peer reviews (Peer-
Read) in the M4GT-Bench training set have ef-
fectively facilitated detectors in capturing domain-
specific patterns during training, and thus gener-
alizing well to similar-content PeerReview in the
test set. For IELTS essays, the performance trend
differs slightly from PeerReview. Despite student
essays presented in the training set M4GT-Bench,
only the first five teams managed to achieve scores
≥80%. This lies in the fact that essays sampled
from OUTFOX in M4GT-Bench were written by
English native speakers, while English is the sec-
ond language for authors who attended the IELTS
test. Subtle differences between essays in the train-
ing and test result in accuracy declines on the test
set, which to some extent reveals the vulnerability
of detectors against tiny distribution perturbations.

Out-of-domain dataset MixSet is the most chal-
lenging subset due to its varied and unseen con-
tent genres including game reviews, email, blog,
and speech content. Top-ranked teams (ranks 1–5)
experienced a substantial performance drop on
MixSet — accuracy in the range of 48–66.7%. This
may also attribute to the humanization and adaption
of machine-generated text in MixSet. The former
refers to modifying MGT to more closely mimic
the natural noise that human writing always brings,
introducing typo, grammatical mistakes, links, and
tags. The latter refers to modifying MGT to ensure
its alignment to fluency and naturalness to human
linguistic habits without introducing any error ex-
pression. Detection systems struggle with highly
heterogeneous and less structured data, which is
exacerbated by the humanization and adaption op-
erations of MGT in MixSet.

A surprising observation on MixSet is that all
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Rank All News Wiki Essay QA Summary Tweet GovR Other
Size 151,425 57,590 11,687 2,201 24,854 13,600 1,325 19,736 4,214

1 79.6 65.1 80.2 99.3 98.9 70.0 94.5 87.0 84.2
2 75.6 64.0 87.1 81.0 91.9 79.1 100.0 69.1 48.2
3 75.9 60.7 81.0 97.7 96.2 65.2 72.0 81.7 91.1
4 75.3 60.7 87.9 91.0 93.2 71.7 98.9 75.2 58.6

BL 74.8 61.6 85.2 97.7 94.1 58.6 94.4 76.2 83.2
5 74.7 60.2 74.7 97.7 98.9 59.7 65.3 75.0 96.2
6 74.5 59.8 79.6 90.9 95.1 82.8 95.5 62.6 82.7
7 74.4 59.8 79.7 90.7 95.2 82.1 93.8 62.9 79.4
8 73.9 58.1 81.2 98.5 92.9 73.5 29.1 81.2 70.7
9 73.5 61.1 85.0 94.7 94.5 64.8 87.8 78.7 60.3

10 73.6 60.8 77.3 94.2 95.4 61.3 91.9 80.5 86.8
11 73.3 60.2 83.9 96.7 94.9 60.0 56.0 82.4 61.8
12 73.5 62.2 81.4 93.3 95.9 64.8 41.0 83.5 68.2
13 72.0 56.3 42.3 99.2 99.2 70.9 33.7 89.0 67.3
14 71.0 56.0 55.2 97.0 92.4 76.3 0.1 81.1 85.6
15 50.3 51.0 42.4 60.0 51.2 49.7 33.9 61.9 62.1
16 71.5 59.6 44.0 97.0 99.2 59.5 57.7 89.3 58.1
17 50.2 50.8 43.2 57.7 50.7 49.9 36.6 59.8 60.8
18 69.6 55.0 45.8 97.7 92.2 71.5 2.3 82.7 85.2
19 70.5 54.5 33.5 99.1 99.1 73.1 6.4 88.7 77.6
20 70.7 60.9 41.7 93.5 99.1 63.5 45.3 86.8 61.3
21 67.9 61.7 69.9 63.6 78.1 78.0 49.4 71.8 60.7
22 67.1 57.4 51.8 83.4 94.7 61.5 100.0 80.7 20.9
23 49.7 49.1 57.0 45.5 49.1 50.3 64.5 40.1 39.4
24 52.6 45.3 35.0 83.0 72.4 67.3 99.3 46.6 17.8
25 51.0 50.4 53.0 51.0 51.8 52.0 56.1 48.4 48.9

Table 9: Multilingual subtask detection accuracy across eight domains (Wiki: Wikipedia, GovR: GovReport).

teams above the baseline struggled to improve≤5%
compared to the baseline 62%, while 15 teams
below the baseline achieved improvements ≥5%,
with remarkable scores achieved by the last two
teams — 80.8% and 82.3%, showing a stark con-
trast to their performance on other datasets.

Domains involved in CUDRT partially over-
lapped with the training data domains (e.g., news),
while thesis is out of the training data though simi-
lar to academic papers, leading to the accuracy be-
tween Mixset and PeerReview. Most teams includ-
ing the baseline scored between 65–75%, demon-
strating moderate adaptability to this dataset.

5.2 Multilingual Subtask

We analyze submissions from three perspectives.

5.2.1 In-domain vs. Out-of-domain
We divided 29 sources across 15 languages into
8 domains: News, Wikipedia, Essay, question an-
swering (QA), Summary, Tweet, government re-
ports (GovReport), and others (e.g., poetry).

Table 9 presents the multilingual Subtask ac-
curacy across 8 domains. In-domain datasets
(News, Wikipedia, QA and Summary) consistently
achieve higher accuracies due to their structured
and training-aligned nature. Baseline accuracies

for these domains are relatively strong, with signif-
icant improvements by the top-performing teams.
Notably, the top-ranked team achieved peak perfor-
mance of over 98% in QA, while the second-ranked
team attained over 87% in Wikipedia. Though
the genre of summary presented in the training
data, they are English text. Summaries in the test
set are Russian and Arabic, so summary domain
posed notable challenges for detector, performing
poorly across both baselines and team submissions.
This underscores the difficulty of distinguishing
machine-generated summaries from human-written
ones in this domain.

Conversely, out-of-domain datasets (Essay,
Tweet, GovReport, and Other) presented greater
challenges, reflecting the systems’ struggles to gen-
eralize to unseen styles or informal text. While
structured datasets like essays and GovReport per-
formed moderately well, with top-team accura-
cies exceeding 85%, informal and noisy domains
such as tweets exhibited the lowest performance,
with accuracies peaking at just 69.99%. This
stark contrast highlights the need for more effec-
tive generalization strategies. Interestingly, we
observed an anomaly in the tweet domain: two
teams (ranked second and 22nd) achieved perfect
accuracy (100%). This suggests that specialized

251



Rank All Fill-gap Original Others
Size 151,425 32,487 17,017 101,921

1 79.6 91.1 94.2 73.5
2 75.6 75.9 84.0 74.1
3 75.9 89.7 92.2 68.8
4 75.3 81.5 86.9 71.4

BL 74.8 87.6 89.0 68.3
5 74.7 84.6 96.6 67.9
6 74.5 75.6 90.1 71.5
7 74.4 75.4 90.3 71.4
8 73.9 88.5 87.1 67.0
9 73.5 86.7 93.1 66.0
10 73.6 92.9 93.0 64.2
11 73.3 88.3 91.6 65.5
12 73.5 91.6 94.3 64.3
13 72.0 93.7 95.7 61.1
14 71.0 90.4 86.3 62.3
15 50.3 66.7 64.8 42.7
16 71.5 93.2 96.4 60.4
17 50.2 64.7 62.9 43.5
18 69.6 91.6 86.5 59.8
19 70.5 94.9 95.1 58.6
20 70.7 93.8 96.1 59.0
21 67.9 79.9 71.5 63.5
22 67.1 84.6 94.4 57.0
23 49.7 36.1 37.4 56.1
24 52.6 66.4 60.3 46.9
25 51.0 48.2 48.5 52.4

Table 10: Multilingual subtask detection accuracy
between generations using original prompts vs. prompts
aiming to fill the gap between human and machine,
corresponding to columns of Original vs. Fill-gap. All
is the whole multilingual test set.

approaches tailored to this domain can yield excep-
tional results, though these may involve overfitting
to specific dataset patterns.

Overall, the results reveal a persistent gap be-
tween in-domain and out-of-domain performance,
emphasizing the importance of domain adaptation
and robust methods for handling unstructured or
unseen data. At the same time, the findings demon-
strate the potential for domain-specific optimiza-
tions in challenging contexts.

5.2.2 General Prompts vs. Improved Prompts

We compare system’s accuracy results on text gen-
erated by ordinary prompts and the well-designed
prompts that are used to fill the human and ma-
chine generations gap. MGTs using the improved
prompts appear to make detection tasks more chal-
lenging. Our improved prompts aim to make
machine-generated text more similar to human-
written text by instructing LLMs how to generate
human-like text and to avoid presenting distinguish-
able signals in formats, where these features were

summarized from our observations in manual anno-
tations in distinguishing human and machine text.

As shown in Table 10, in scenarios where detec-
tors are tasked with identifying machine-generated
text created using our improved prompts (Fill-gap
in the Table 10), there is a noticeable decrease in
accuracy compared to detecting machine-generated
text created with the original prompts. This decline
is particularly evident in higher ranks, with team
2 experiencing an 8% drop, team 5 a 12% drop,
and teams 6 and 7 around a 15% drop. This de-
crease in performance suggests that the improved
prompts, which were designed to narrow the gap
between machine-generated and human-generated
texts, may have inadvertently made the machine
output too similar to human-like text, complicating
the detector’s ability to distinguish between the two.
However, there are exceptions to this trend. No-
tably, team 8 (rank 8) and team 14 (rank 14) show
improved results when using Fill-gap prompts, with
accuracy increasing from 87.08% to 88.55% for
team 8 and from 86.30% to 90.39% for team 14.
This improvement may be due to a misalignment
of features between their detector design and our
improved machine-generated prompt design.

This suggests that we can learn from machine-
generated examples to design better prompts that
make the machine-generated text more natural and
less detectable. However, it also exposes the vul-
nerability of detectors — they can be easily fooled
when we adjust the prompts.

5.2.3 Seen Languages vs. Unseen Languages
Table 11 presents the detection accuracy on the
multilingual subtask across 15 languages, includ-
ing seen and unseen languages during the training
process. The top-performing languages in terms
of detection accuracy are generally those seen dur-
ing training, with the highest accuracy observed
on Chinese (94.2), followed by Russian (89.6) and
Spanish (89.5). For Arabic (AR), Italian (IT), and
Dutch (NL), the performance is slightly lower but
still competitive, demonstrating the model’s steady
generalization to seen languages.

For unseen languages, such as Hindi (HI) and
Hebrew (HE), there is a noticeable drop in perfor-
mance compared to seen languages. For example,
the top-performing team achieved only 51.8 on
Hindi. It is challenging for models to generalize
to unseen languages, due to the limited exposure
to linguistic patterns, structures, and features dur-
ing training. It is worth noting that some unseen
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Rank All ZH UR RU AR IT KK VI DE NO ID NL ES HI HE JA
Size 151,425 63,009 30,505 27,158 10,670 5,296 2,471 2,326 1,865 1,544 1,200 1,200 1,200 1,199 1,182 600

1 79.6 94.2 68.7 67.1 71.2 52.9 55.5 90.5 88.3 80.3 89.6 82.2 89.5 51.8 86.7 77.0
2 75.6 84.7 64.6 74.2 57.9 52.9 83.8 83.5 96.4 76.0 51.7 90.6 91.2 69.6 96.8 95.3
3 75.9 90.2 67.2 58.9 66.8 52.9 92.5 74.7 88.8 72.2 87.4 68.9 47.1 70.6 96.4 72.2
4 75.3 87.6 64.6 63.9 61.3 52.9 75.8 83.4 94.9 88.5 53.5 92.2 90.4 73.0 97.3 92.2

BL 74.8 87.3 68.4 55.3 68.4 52.9 82.8 85.3 85.2 69.8 68.2 92.5 90.5 71.3 89.3 90.0
5 74.7 90.1 64.1 56.0 69.1 52.9 62.9 87.6 59.6 69.8 93.8 81.0 90.4 69.1 96.5 95.0
6 74.5 84.2 65.0 67.9 66.8 52.9 47.5 81.8 93.5 83.2 83.9 85.9 88.9 69.1 89.8 78.2
7 74.4 84.4 64.9 67.7 65.4 52.9 47.5 82.0 92.2 85.8 83.4 85.4 89.2 68.8 90.1 75.2
8 73.9 88.3 58.7 67.0 58.4 52.9 93.0 65.9 89.6 61.6 50.5 80.7 88.0 61.4 82.7 61.2
9 73.5 85.1 67.0 59.8 60.8 52.9 90.6 87.2 82.8 78.2 48.7 78.0 83.1 54.5 89.6 74.3

10 73.6 86.0 67.6 56.0 69.1 52.9 86.8 80.4 65.0 52.8 73.8 87.4 85.4 63.5 85.7 86.0
11 73.3 87.4 63.4 58.2 55.6 52.9 89.4 79.7 87.0 66.6 73.9 82.1 87.4 70.5 93.3 79.5
12 73.5 85.3 68.0 61.5 54.3 52.9 92.7 62.0 87.8 63.7 80.3 85.3 86.3 63.0 86.2 59.5
13 72.0 93.2 55.4 63.3 55.4 52.9 93.0 65.9 5.2 25.8 71.2 50.2 50.0 61.4 1.7 61.2
14 71.0 87.0 54.3 68.7 61.2 52.8 54.7 63.8 77.1 54.7 49.7 57.1 64.9 53.5 0.0 52.0
15 50.3 50.9 52.0 49.0 53.0 50.4 52.1 49.7 33.9 33.2 49.7 50.3 50.7 50.4 32.1 50.0
16 71.5 91.3 62.4 55.5 53.7 52.9 89.4 79.7 5.3 28.9 79.9 50.2 50.0 70.3 1.9 79.5
17 50.2 50.6 51.4 49.3 52.8 50.1 52.2 50.1 35.9 34.5 49.3 50.3 50.2 50.6 34.2 53.3
18 69.6 87.4 54.5 63.8 61.1 52.9 55.7 57.0 58.2 23.1 50.3 55.2 59.3 53.7 0.0 54.3
19 70.5 92.2 51.6 65.5 56.5 52.8 54.7 63.8 4.2 23.8 70.6 50.1 50.0 53.5 0.0 52.0
20 70.7 87.6 65.6 58.3 52.0 52.9 92.7 62.0 5.0 28.2 81.7 50.2 50.0 63.0 1.9 59.5
21 67.9 71.9 51.7 80.1 55.3 78.3 48.1 63.8 93.8 82.1 72.4 83.5 84.7 52.3 31.7 63.8
22 67.1 82.5 61.5 55.3 45.8 52.9 94.2 71.6 12.0 27.9 57.5 63.3 73.6 53.5 20.3 57.2
23 49.7 49.2 48.4 50.7 47.4 49.0 50.3 49.7 65.5 63.5 50.4 51.1 49.2 51.9 64.5 52.0
24 52.6 60.7 45.7 58.9 28.8 52.9 47.5 48.1 5.8 39.8 47.7 49.5 51.2 46.0 5.8 27.0
25 51.0 51.1 49.9 51.5 50.8 50.1 50.1 52.3 55.9 54.5 52.5 54.0 49.9 52.4 53.7 52.0

Table 11: Multilingual subtask detection accuracy across 15 languages. Underlined languages were not present
in the training data.

languages perform relatively well, such as Kazakh
(KK) and Vietnamese (VI), achieving relatively
high scores. This may result from knowledge trans-
fer from similar languages to the unseen, like Rus-
sian to Kazakh, and Chinese to Vietnamese.

Overall, the models perform well on seen lan-
guages, and scores decline significantly on unseen
languages.The dataset size and the nature of a lan-
guage (e.g., script, structure, and linguistic fea-
tures) play an important role in the model’s ability
to generalize.

6 Conclusion

In this work, we presented the dataset, baseline,
participating systems and a detailed analysis across
various detection methods for GenAI shared task
1: binary machine generated text detection. We ex-
plored both English and multilingual settings with
diverse domains, LLM generators, and languages.
All submitted systems show good performance
on domains and languages that are seen during
training, while witness the significant declines on
unseen domains and languages. Moreover, detec-
tors show remarkable vulnerability when machine-
generated text is adapted to mimic humans, either
by introducing typo, link, and tags, or by using
fill-human-machine gap prompts. We expect our
task can attract more researchers to develop robust
and generalized detection models, and our analysis
insights can provide a direction for future work,

advancing research in machine-generated content
detection.

Limitations

Despite providing a comprehensive dataset that
spans multiple generators and domains and testing
both English and Multilingual settings our study
encounters several limitations that pave the way for
future research.

Firstly, all the text samples (human and machine
generated) used in this work come from existing
open-source datasets and resources. While the
sources of the test set have not been released prior
to the conclusion of the challenge there is a limited
possibility of data leakage. Participants were not
allowed to use any external data and we trust they
did not, however, pre-trained models could have
seen part of the test set during their training and it
would be impossible to know it.

Secondly, we don’t have a detailed analysis of
the differences between the datasets we joined to-
gether so that it is hard to understand if they have
replicated or near-replicated samples and more in
general how similar or not they are. In the future
we will try to measure the performance of MGT
detectors trained on the train set of one of these
datasets when tested on each of the others to mea-
sure how close are the distributions of each pair of
datasets among those we used.

Finally, we only look at binary classification
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tasks (human vs. machine) while it would be rel-
evant to understand the performance of detectors
in a multiclass classification scenario (human vs.
machine1 vs. machine2 vs. ...), this would have
been difficult to arrange correctly using the differ-
ent datasets we have collected since isolating the
specific versions of each model becomes harder
over time (specifically with closed source ones)
and therefore we avoided doing it. Future work
should account for this scenario too.

Ethics and Broader Impact

This section outlines potential ethical considera-
tions related to our work.

Data Collection and Licenses A primary ethi-
cal consideration is the data license. We reused
pre-existing dataset, such as HC3, M4GT-Bench,
MAGE, RAID, OUTFOX and LLM-DetectAIve,
which have been publicly released for research pur-
poses under clear licensing agreements. We adhere
to the intended usage of all these dataset licenses.

Security Implications The dataset underpinning
our shared task aims to foster the development of
robust MGT detection systems, which are vital in
addressing security and ethical concerns. These
systems play a crucial role in identifying and miti-
gating misuse cases, such as preventing the spread
of automated misinformation campaigns, which
can undermine public discourse, and protecting
individuals and organizations from potential finan-
cial losses through deceptive machine-generated
content. In sensitive domains like journalism,
academia, and legal proceedings, where the authen-
ticity and accuracy of information are incredibly
important, MGT detection is vital to maintaining
content integrity and public trust. Beyond these
fields, robust detection mechanisms contribute to
the broader goal of promoting digital literacy by
raising public awareness of the strengths and limi-
tations of LLMs. This fosters a healthy skepticism
towards digital content, encouraging users to criti-
cally evaluate the information they encounter.

Moreover, in multilingual contexts, detecting
MGT becomes significantly more challenging due
to the diversity of linguistic and cultural nuances.
Advanced detection systems should address these
complexities to prevent vulnerabilities, such as ex-
ploitation of less-resourced languages for disinfor-
mation. By ensuring the reliability of multilingual
machine-generated content, these systems enhance

global trust in AI technologies and protect against
the security risks that arise from their misuse.
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Appendix

A Dataset Distributions

A.1 Training and Development Sets
Tables 12 and 13 respectively demonstrate the statistical information of training and development sets
across different sources of English and multilingual subtasls, and Table 14 shows the distribution over
generators for datasets of HC3, M4GT-Bench and MAGE — the three component datasets of training and
development sets for both English and multilingual subtasks.

Source Sub-source Training Set Development Set

Human Machine Total Human Machine Total

finance 2579 3189 5768 1113 1301 2414
medicine 886 883 1769 352 380 732

HC3 open_g 823 2339 3162 364 1015 1379
reddit_tl5 34329 11680 46009 14781 4959 19740
wiki_sai 523 580 1103 245 262 507

arxiv 22484 30684 53168 9487 13003 22490
outfox 2162 40973 43135 995 17390 18385

M4GT-Bench peerread 3300 16169 19469 1398 6749 8147
reddit 20353 32609 52962 8663 14076 22739
wikihow 19454 35305 54759 8532 15168 23700
wikipedia 19029 25341 44370 8145 10881 19026

cmv 6020 16592 22612 2618 7026 9644
cnn 265 0 265 131 0 131
dialogsum 210 0 210 98 0 98
eli5 15347 21849 37196 6451 9340 15791
hswag 6806 19169 25975 2903 8085 10988
imdb 269 0 269 107 0 107

MAGE pubmed 273 0 273 105 0 105
roct 6916 20008 26924 2930 8439 11369
sci_en 6613 14390 21003 2891 6145 9036
squad 14519 14875 29394 6333 6330 12663
tldr 5558 15808 21366 2329 6930 9259
wp 7919 21215 29134 3393 9390 12783
xsum 6992 22129 29121 2925 9621 12546
yelp 25293 16058 41351 11039 6940 17979

Grand Total 228922 381845 610767 98328 163430 261758

Table 12: Monolingual subtask: statistical information of training and development sets across different sources.
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Source Sub-source Lang Training Set Development Set

Human Machine Total Human Machine Total

HC3

baike zh 2996 3211 6207 1247 1378 2625

finance en 2638 3135 5773 1054 1355 2409
zh 1103 1393 2496 438 560 998

law zh 494 353 847 196 145 341

medicine en 874 901 1775 364 362 726
zh 741 739 1480 317 327 644

nlpcc_dbqa zh 1155 2718 3873 543 1094 1637

open_qa en 840 2394 3234 347 960 1307
zh 5212 2683 7895 2148 1117 3265

psychology zh 3546 773 4319 1505 309 1814
reddit_eli5 en 34510 11776 46286 14600 4863 19463
wiki_csai en 546 594 1140 222 248 470

M4GT-Bench

Baike/Web QA zh 4068 4099 8167 1629 1819 3448
CHANGE-it NEWS it 0 4174 4174 0 1843 1843

News/Wikipedia ar 344 1770 2114 150 756 906
de 231 4462 4693 102 1957 2059

RuATD ru 684 630 1314 316 284 600
True & Fake News bg 4205 3886 8091 1795 1694 3489
Urdu-news ur 2085 1676 3761 853 720 1573
arxiv en 22508 30649 53157 9463 13038 22501
id_newspaper_2018 id 1895 2081 3976 886 917 1803
outfox en 2196 40878 43074 961 17485 18446
peerread en 3291 16174 19465 1407 6744 8151
reddit en 20385 32535 52920 8631 14150 22781
wikihow en 19492 35187 54679 8494 15286 23780
wikipedia en 18975 25324 44299 8199 10898 19097

MAGE

cmv en 6009 16476 22485 2629 7142 9771
cnn en 275 0 275 121 0 121
dialogsum en 197 0 197 111 0 111
eli5 en 15214 21714 36928 6584 9475 16059
hswag en 6780 19163 25943 2929 8091 11020
imdb en 260 0 260 116 0 116
pubmed en 262 0 262 116 0 116
roct en 6820 19875 26695 3026 8572 11598
sci-gen en 6682 14308 20990 2822 6227 9049
squad en 14495 14914 29409 6357 6291 12648
tldr en 5526 15858 21384 2361 6880 9241
wp en 7941 21406 29347 3371 9199 12570
xsum en 6991 22202 29193 2926 9548 12474
yelp en 25502 16004 41506 10830 6994 17824

Grand Total 257968 416115 674083 110166 178728 288894

Table 13: Multilingual subtask: statistical information of training and development sets across different sources
and languages.
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Source Model Training Set Development Set

Human Machine Human Machine

HC3

gpt-35 0 18671 0 7917
human 39140 0 16855 0
bloomz 0 21061 0 8991
cohere 0 20808 0 8896
davinci 0 19345 0 8210
dolly 0 8932 0 3931
dolly-v2-12b 0 1938 0 831
gemma-7b-it 0 12162 0 5240
gemma2-9b-it 0 8366 0 3629

M4GT-Bench

gpt-3.5-turbo 0 25856 0 11005
gpt4 0 9956 0 4300
gpt4o 0 10374 0 4247
human 86782 0 37220 0
llama3-70b 0 12333 0 5181
llama3-8b 0 12057 0 5290
mixtral-8x7b 0 15865 0 6623
text-davinci-003 0 2028 0 893

MAGE

13B 0 5385 0 2367
30B 0 5769 0 2380
65B 0 5815 0 2404
7B 0 5083 0 2166
GLM130B 0 4398 0 1842
bloom7b 0 5151 0 2201
flan5,base 0 6566 0 2887
flan5,large 0 6500 0 2893
flan5,small 0 6570 0 2811
flan5,xl 0 6429 0 2739
flan5,xxl 0 6532 0 2777
gpt-3.5-turbo 0 15991 0 6682
gptj 0 3468 0 1480
gptneox 0 4734 0 2021
human 103000 0 44253 0
opt1.3b 0 5553 0 2351
opt125m 0 5735 0 2469
opt3b 0 4988 0 2296
opt2.7b 0 5736 0 2586
opt30b 0 5637 0 2376
opt350m 0 5128 0 2252
opt6.7b 0 5642 0 2378
optiml30b 0 6008 0 2619
optiml,max1.3b 0 6176 0 2660
t01b 0 6309 0 2620
t03b 0 6602 0 2849
text-davinci-002 0 14884 0 6359
text-davinci-003 0 15304 0 6781

Grand Total 228922 381845 98328 163430

Table 14: Generator distribution over three component of training and development sets.

A.2 Test Sets
Table 15 shows the statistical distribution of English test sets in different domains and generators. Tables
16 and 16 present the distribution of the multilingual test set over different languages, domains and
generators (see details).
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Source / Domain License # Human # MGT LLM Generator List

CUDRT-en subset CC BY-SA 4.0 12939 10800 GPT-3.5-turbo, Llama2, Llama3, ChatGLM, Baichuan, Qwen (1800 samples each)

Mixset CC BY-SA 4.0 600 3000 -

LLM-DetectAlve-
IELTS

huggingface 1635 900 llama-3.1-70B-versatile (900 samples)

IELTSDuck Apache-2.0 10932 12418 GPT-4o-mini-2024-07-18, (10932), llama-3.1-70B-versatile (1486)

NLPeer Apache-2.0 5376 5376 GPT-4o-2024-05-13 (5376)

Peersum Github 5157 6997 GPT-4o-2024-08-06 (3501), GPT-4o-mini-2024-07-18 (3496)

Total - 36639 39491 -

After deduplication - 35393 39363 -

After removing
short text

- 34675 39266 -

Table 15: Statistics of the English test set

Source / Domain Language # Human # MGT LLM Generator List

Cudrt-Subset Chinese 12565 1500 GPT-3.5 (300), Qwen (300), GPT-4 (300), ChatGLM (300), Baichuan (300)

High School
Student Essay

Chinese 3502 1556 GLM-4-9b-chat (778), Claude-3.5-sonnet (778)

Zhihu-Qa Chinese 12524 10269 GPT-4o-2024-08-06 (3423), GPT-4o-mini-2024-07-18 (6846)

Mnbvc-Qa-Zhihu Chinese 3000 3000 GPT-4o-2024-05-13 (3000)

Govreport Chinese 2975 17695 GPT-4o-2024-05-13 (5932), ChatGLM3-6B (5821)

Easc (Summary) Arabic 153 306 GPT-4o-2024-08-06 (306)

Tweets Arabic 1400 3400 GPT-4 (1700), GPT-4o-2024-08-06 (1400), Qwen-2.5 72B (300)

Kalimat Youm 7
News

Arabic 1000 2000 GPT-4o-2024-05-13 (1000), Ace-GPT (1000)

Sanad (News) Arabic 3000 3000 GPT-4o-2024-05-13 (3000)

Summaries Russian 6562 6582 GPT-4o-2024-08-06 (3300), Vikhrmodels/Vikhr-Nemo-12B-Instruct-R-21-09-24
(3282)

News Russian 6494 6539 GPT-4o-2024-08-06 (3295), Vikhrmodels/Vikhr-Nemo-12B-Instruct-R-21-09-24
(3244)

Wikipedia Russian 1025 3049 GPT-4-0613 (999), Vikhrmodels/it-5.4-fp16-orpo-v2 (1025),
AnatoliiPotapov/T-lite-instruct-0.1 (1025)

Table 16: Statistics of the multilingual test sets, part 1

Source / Domain Language # Human # MGT LLM Generator List

Wikipedia Hebrew 1182 2173 GPT-4-0613 (991), dicta-il/dictalm2.0-instruct (1182)

Wikipedia German 1865 2529 GPT-4-0613 (957), LeoLM/leo-hessianai-13b-chat (1572)

Wikipedia Norwegian 1544 2543 GPT-4-0613 (999), norallm/normistral-7b-warm-instruct (1544)

Wikipedia Spanish 600 600 Llama 3.1 405B instruct (600)

Wikipedia Dutch 600 600 Llama 3.1 405B instruct (600)

Wikipedia kaz 1300 1300 GPT-4o-2024-08-06 (1300)

Dice (News) Italian 2800 2800 Llama 3.1 405B instruct (2800)

News Urdu 13497 17472 GPT-4o-2024-08-06 (17472)

News Hindi 600 600 GPT-4o-2024-08-06 (600)

News Japanese 300 300 GPT-4o-2024-08-06 (300)

News Vietnamese 600 600 GPT-4o-2024-08-06 (600)

Wikipedia Vietnamese 600 600 GPT-4o-2024-08-06 (600)

Poetry Indonesian 600 600 GPT-4o-2024-08-06 (600)

Total - 80288 91613 -

Non-duplicated - 78424 79305 -

Remove Short Text - 73634 77791 -

Table 17: Statistics of the multilingual test sets, part 2
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Abstract

Machine-written texts are gradually becoming
indistinguishable from human-generated texts,
leading to the need to use sophisticated meth-
ods to detect them. Team CIC-NLP presents
work in the Gen-AI Content Detection Task
1 at COLING 2025 Workshop: the focus of
our work is on Subtask B of Task 1, which is
the classification of text written by machines
and human authors, with particular attention
paid to identifying multilingual binary classifi-
cation problem. Usng mBERT, we addressed
the binary classification task using the dataset
provided by the GenAI Detection Task team.
mBERT acchieved a macro-average F1-score
of 0.72 as well as an accuracy score of 0.73.

1 Introduction

Several researchers have worked on various binary
classification tasks using ML models and LLMs
in NLP, focusing on different areas such as hate
speech detection (Zamir et al., 2024a; Ahani et al.,
2024; Tonja et al., 2022; Ojo et al., 2022), sen-
timent analysis (Zhang et al., 2023; Hadi et al.,
2024), fake news detection (Zamir et al., 2024b;
Kanta and Sidorov, 2023), and hope speech iden-
tification (Tash et al., 2024a). These efforts aim
to discern the nuanced aspects of human commu-
nication. Some of these classification tasks have
been conducted on non-English and multilingual
texts (Kanta and Sidorov, 2023; Ojo et al., 2023;
Kolesnikova et al., 2024).

With the advancements in Large Language Mod-
els (LLMs), machine-generated content across var-
ious platforms, including news outlets, social me-
dia, educational, and academic publications (He
et al., 2023) has reached an outstanding quality. Re-
cent models like ChatGPT, GPT-4 (OpenAI, 2023),
LLaMA 2 (Touvron et al., 2023), and Jais (Sen-
gupta et al., 2023) generated remarkable coherence
in responding to diverse user queries. This rapid

advancement has raised concerns about the poten-
tial misuse of machine-generated text in different
fields such as journalism, education, and academia
(Uchendu et al., 2023; Crothers et al., 2023b),
in addition to the influence on operations (Gold-
stein et al., 2023), disinformation (Buchanan et al.,
2021), spam, or unethical authorship (Crothers
et al., 2023a). Moreover, it poses challenges to
maintain information integrity and ensure the ac-
curacy of shared information. Consequently, the
ability to effectively distinguish between human-
generated and machine-generated content has be-
come crucial for detecting possible instances of
misuse (Jawahar et al., 2020; Stiff and Johans-
son, 2022; Macko et al., 2023). While signifi-
cant progress has been made in detecting machine-
generated text in English, we still need to improve
it in multilingual settings.
In response to this gap, COLING Workshop orga-
nizers launched Gen-AI Content Detection Task 1:
This shared Gen-AI Content Detection Task 1 intro-
duces a new Binary Multilingual MGT Detection
challenge to accelerate research in this area and
improve cross-lingual detection capabilities (Wang
et al., 2025) (Chowdhury et al., 2025) (Dugan et al.,
2025). Being a shared task, it brings together
researchers and practitioners interested in detect-
ing machine-generated content reliably in many
languages, reflecting the collaborative spirit and
multidisciplinary innovation of shared tasks. At
the broader level, the Gen-AI Content Detection
Task 1 also highlights the importance of machine-
generated text (MGT) detection. Also, it addresses
the problem of keeping content authentic, fighting
misinformation, and driving ethical use cases of AI
in the multilingual realm. As CIC-NLP team, we
used mBERT to detect and classify MGT as dis-
tinguished from human-generated text (HWT), the
method used and results obtained are extensively
highlighted in other sections of this report.
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2 Literature Review

Over the last few years there has been a great focus
in the use of language models which in turn has
created the need for keen classification of authentic
and fake texts; this was historically stated mostly
as a binary problem. The GenAI Detection Task 1
includes distinguishing between text written by a
human and text written by a computer. There are
two key approaches that have been broadly applied
to text classification : classification with super-
vised methods (Kolesnikova and Gelbukh, 2019;
Gelbukh and Kolesnikova, 2010; Kolesnikova and
Gelbukh, 2010; Adebanji et al., 2022; Ojo et al.,
2020; Gutiérrez-Hinojosa et al., 2023) and unsu-
pervised (zero-shot) methods (Ojo et al., 2024a,b;
Calvo and Gelbukh, 2004). Supervised methods
normally do better in terms of accuracy but are
more likely to overfit, particularly when new lan-
guage structures are used (Su et al., 2023). On the
other hand, unsupervised methods offer flexibility
due to the absence of label information, however,
they might call for impractical white-box access to
the generating model.

Huge advancements in LLMs are currently
driven by various platforms such as ChatGPT pow-
ered by GPT-3.5, GPT-4 (OpenAI, 2023), OPT
(Zhang et al., 2022), LLaMA (Touvron et al., 2023),
PaLM (Chowdhery et al., 2023), LaMDA (y Arcas,
2022), and BLOOM, and emergent models like Vi-
cuna (Zheng et al., 2023) and Alpaca (Taori et al.,
2023). These models containing millions to billions
of parameters are trained on huge amounts of data,
have shown extraordinary results across multiple
fields including finance, customer support, and the
educational sector. Some of their most impressive
features include their ability to write text that ref-
erences human-generated text so closely that most
people will initially find it hard to distinguish be-
tween the two. Also, it is possible to note that their
multilingual skills enable them to generate clear
and high-quality text in more than fifty languages
(Workshop et al., 2022), thus making them more
and more appropriate in the global business envi-
ronment, but at the same time posing even higher
problems to MGT detection.

To the best of our knowledge, several bench-
marks have been proposed to assess multilingual
MGT detection models in different languages
(Wang et al., 2024). For example, the Human Chat-
GPT Comparison Corpus (HC3) (Guo et al., 2023)
compares ChatGPT-generated text and human-

written text, with authentications of English and
Chinese languages using logistic regression models
and RoBERTa-based classifiers built from features
of Giant Language Model Test Room (GLTR). Oth-
ers have replicated such approaches by testing other
detectors including RoBERTa, XLM-R (Conneau,
2019), logistic regression based on features from
NELA and other stylometric classifiers (Li et al.,
2014; Horne et al., 2019). MULTITuDE has also
been introduced by researchers within the news do-
main for 11 languages that offers a strong test bed
for multilingual detection baselines (Macko et al.,
2023). To detect MGT, researchers released bench-
mark environment (Uchendu et al., 2021) (Jawahar
et al., 2020) to compare machine-generated text
detection across multiple languages using mono-
lingual and multilingual BERT models, which is
consistent. As a result of comparison, it was found
that multilingual-specific models tend to perform
better than others. (Ruder et al., 2021) discussed
challenges in multilingual NLP tasks and strategies
for model adaptation across languages. While their
work on sentiment analysis is almost exclusively
concerned with model adaptation, their observa-
tions about the problem of improving machine-
generated sentences are relevant for our work. Also,
according to current literature, transformer mod-
els, such as LoRA-RoBERTa and XLM-RoBERTa,
are found to be more accurate compared to clas-
sical machine learning techniques in multilingual
MGT detection tasks, see for example (Xiong et al.,
2024).
To summarize, researchers have been able to re-
fine their methods of distinguishing human writ-
ing from computer scripts by integrating statistical
analysis with other language models. The further
development of these approaches proves that there
are still challenges to differentiating between the
advanced results produced by LLMs and works
created by humans. Prior work has mainly con-
sidered the classification of synthetic text in few
languages, certain LLMs, or certain domains like
news (Zellers et al., 2019). Our work extends this
scope to multiple languages and include a range of
diverse and popular LLMs across different domains.
To sum up, the previous methods and works pro-
vided useful information regarding the efficiency
of various approaches to identifying AI vs. human
written text, but more works required.

263



3 Methodology

We deployed multiple NLP techniques for data
preprocessing, detection, and sorting to assess the
performance of our approach to the Binary Mul-
tilingual Machine-Generated Text Detection task
in the context of transformer-based models. Next,
we loaded and preprocessed a broad multilingual
dataset to normalize input formats and then applied
language detection to guarantee certain types of
processing on specific languages. We tokenized
text into language-appropriate segments, translated
text between language pairs, and sorted operations
adjusted to that language’s unique characteristics
in this Gen-AI Content Detection Task 1. Using the
mBert language model, which we pretrained and
fine-tuned on the provided training datasets, we en-
hanced the model output by carefully approaching
various linguistic constructs. Focusing on efficient
management of code-mixed and pure multilingual
data, our methodology determined the tokenization
method by polyglot such that each input is associ-
ated with a particular language.

3.1 Dataset Analysis
The dataset provided for the Binary Multilingual
Machine-Generated Text Detection task includes
text data across nine diverse languages. This lin-
guistic diversity adds complexity to Gen-AI Con-
tent Detection Task 1 (binary multilingual classifi-
cation problem), requiring models that can handle
varying scripts, grammatical structures, and cul-
tural nuances in text patterns. The diversity of
the training dataset used in this Gen-AI Content
Detection Task 1 is further highlighted in (Wang
et al., 2025) (Chowdhury et al., 2025) (Dugan et al.,
2025) .

3.1.1 Language Distribution
The dataset is balanced concerning languages so
that models trained on it can generalize to multi-
lingual text. Each language presents unique chal-
lenges: Arabic and Urdu are right-to-left languages,
their grammar is more than complex in script; Ger-
man and Russian have more intricate grammar and
syntactical structure.

3.1.2 Content Sources
The dataset contains text samples that are extracted
from online sources such as social media posts,
articles from web pages, and other digital content.
This variety corresponds to the broad range of text
that models may encounter in actual deployment,

Figure 1: Languages in the training dataset (English
excluded)

from informal posts to more structured forms of
article-style content.

3.1.3 Class Labels
The dataset is labeled with each entry as human-
generated (1) or machine-generated (0). Due to
these binary labels, this is a simple classification
task for models to learn to distinguish fine-grained
features associated with machine generation (such
as repetitive phrasing and lower variation in tone).

3.1.4 Tokenization and Script Variability
The dataset is multilingual; we adopted a polyglot
multilingual tokenizer to segment the texts. This to-
kenizer was found reliable even with Chinese texts
that have no spacing and also with some Cyrillic
systems. Arabic and Urdu are abjad-based scripts,
meaning they provide mostly consonants and have
fewer vowels, and all these disparities in the multi-
lingual text data were accounted for to enhance the
model in classification.

3.1.5 Potential Language-Specific Features
Machine-generated text may have different features
that show the distinct characteristics of each lan-
guage. For example, Arabic and Urdu have com-
plex morphology, which can show up in stylistic
differences in machine-generated text compared
to English and German, so detecting human vs.
machine-generated text for these languages would
be subtler.
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3.1.6 Text Length and Complexity

The text lengths and simplicity levels of the dataset
are probably very different from those of the online
sources. Short, informal texts (e.g., social media
snippets) and longer, structured articles offer di-
verse linguistic challenges. The variety supports
the ability to train models that can process varia-
tions of text lengths and learn the stylistic charac-
teristics inherent to machine generation for each
language.

3.1.7 Class Imbalance

One of the main factors of the dataset’s design is the
balance among languages and classes. When eval-
uating the model, a macro-average F1-score will
handle minor imbalances and ensure the model’s
robust performance in all languages involved.

The dataset has a multilingual, balanced struc-
ture to capture languages and to train a model for
working well with many linguistic backgrounds.
Our analysis of languages and classes in this sec-
tion serves as a basis for understanding the diversity
within the dataset and for building preprocessing
pipelines and model architectures suited for varied
language patterns and scripts.

3.2 Shared Task Description

The Binary Multilingual Machine-Generated Text
Detection Task, part of Gen-AI Content Detection
Task 1, gave the participants a rich multilingual
dataset for distinguishing human- and machine-
generated text. The dataset contains content from
various languages across domains, including social
media, news articles, and educational materials.
We had machine-generated or human-authored la-
bels for each text entry; we carefully labeled them
in the binary classification tasks.

Finally, we participated in developing models
to reliably detect machine-generated text across
different languages, evidence of the need for cross-
lingual detection abilities. The macro-average F1-
score was evaluated as a metric based on preci-
sion and recall while covering multiple languages
and text types. The purpose of the shared Gen-AI
Content Detection Task 1 was to develop multi-
lingual capabilities for machine-generated text de-
tection with the growing demand for authenticity
in multilingual digital content and for innovations
in reliably detecting AI-generated content within
different linguistic contexts.

3.3 Model Architecture

Our model architecture is built on fine-tuning
mBERT for multilingual GenAI Detection Task
1, with a focus on the binary classification of MGT
and HWT with the challenge of making it robust to
efficiently classify different languages. For this pur-
pose we chose the mBERT-cased version, a choice
for dealing with more than one language, including
less-resourced ones. This architecture integrates
three primary modules: language detection and tok-
enization with polyglot, and training and prediction
with mBERT which we optimized to capture differ-
ent languages in the datasets and unseen ones that
surfaced in the test dataset.

We trained the model with a few meticulously
chosen hyperparameters for optimizing the training
process with the ADAM optimizer and adjusting
the learning rate to best suite the classification. The
metrics we used are exclusively listed in the ap-
pendix section of this paper. The categorical cross-
entropy was used as a loss function, and the batch
size was well adjusted to maximize the computing
resources available as well as prevent overfitting.
We also adopted early stopping to prevent overfit-
ting using validation performance-enabled training
across the three epochs. Three epochs were used
as a time factor and computational resources at
our disposal were considered. The model was en-
gineered to be computationally fast and memory
efficient overall. Its design makes it scalable to the
large datasets provided and maintains high perfor-
mance.

3.4 Experimental Setup

Our experiments employed a training validation
split on the multilingual set, configured language-
specific preprocessing rules, and set up the model
in a high-performance computing environment.
The translation and detection models were initial-
ized and then fine-tuned using the training dataset
to capture multilingual patterns using weights from
pre-trained models. We built a complete evaluation
pipeline to monitor model performance in each lan-
guage and used accuracy and F1-score as critical
metrics. Unseen test data were used for model eval-
uation and generalization. Additionally, the model
was evaluated in language-agnostic embeddings,
using multiple languages and contexts to show ro-
bustness. The model hyper-parameters have also
been experimentally optimized to trade precision
with increased computational efficiency.
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Epoch Training Loss Validation Loss F1-score
1 0.200 0.241 0.916
2 0.093 0.286 0.925
3 0.046 0.155 0.953

Table 1: Metrics generated by the model during training

Figure 2: Confusion matrix

3.5 Predictions on Unseen Data
We evaluated the model’s generalizability on un-
seen data with text entries in multiple languages.
The model generated predictions to see how it trans-
lated, sorted and identified machine-generated text.
The model’s output for translation with linguis-
tic accuracy, language-specific sorting correctness,
and detection precision were analyzed. We showed
that the multilingual model preserves language
nuances, sorts accurately, and identifies machine-
generated text reliably on a diverse set of language
pairs. We found that language performance dif-
fered slightly in low-resource languages, but the
model met the multilingual detection benchmarks
of the shared Gen-AI Content Detection Task 1.

4 Results

On the test set, the model predicted the classes
with an accuracy of 0.7348 and a macro-average
F1-score of 0.7265, which indicates balanced test
performance across the languages. Our results also
demonstrate that the model is capable of handling
multiple languages without much performance
degradation. We present figure 2 showing the con-
fusion matrix for better analysis of the model pre-
dictions as it revealed the model strength towards
accurately predicting MGT with accuracy of 0.88
and the model got weak results by confusing some

Figure 3: ROC curve

Model Micro_F1 Macro_F1
mBERT 0.734 0.726

Table 2: Result obtained from the test set

HWT for MGT with accuracy of 0.58.

5 Conclusion

This paper shows how a multilingual transformer-
based model detects machine-generated text in var-
ious languages. Our results confirm the model’s
adaptability and scalability and evidence to its
promising performance in high-resource languages
and its potential for improvement in low-resource
scenarios. We show that with appropriate data pre-
processing, machine-generated text detection can
be successfully extended to multilingual applica-
tions using fine-tuning and balanced datasets. This
work will be continued to improve the performance
for low-resource languages and deploy the model
to handle more complex linguistic features such as
code-switching and mixed scripts.

Ethics Statement

This paper is fully committed to transparency and
ethical AI utilization, especially in multilingual dig-
ital content authentication. Ethical responsibility
must be first prioritized for machine-generated text
detection, as wrong classifications may impact in-
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dividuals and organizations. However, we take the
responsible use of our model seriously and want
feedback on minimizing any negative impacts. A
primary goal is to add value to online digital con-
tent verification, combatting misinformation while
paying due respect to the plurality of the linguistic
scopes in online media.
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A Appendix

Training Arguments
training_args = TrainingArguments(
output_dir=output_dir,
evaluation_strategy="epoch",
save_strategy=’epoch’,
load_best_model_at_end=True,
learning_rate=2e-5,
per_device_train_batch_size=128,
per_device_eval_batch_size=128,
num_train_epochs=3,
weight_decay=0.01,
logging_dir=’./logs’,
logging_steps=10,
fp16=True, Enable mixed precision
gradient_accumulation_steps=2,
)

Tokenizer
tokenizer = AutoTokenizer.from_pretrained(’bert-
base-multilingual-cased’)
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def tokenize_function(examples):
encoding = tokenizer(
examples["tokens"],
padding="max_length",
truncation=True,
is_split_into_words=True,
max_length=512
)
encoding["labels"] = examples["label"]
encoding["id"] = examples["id"]
return encoding
tokenized_train n̄ew_ds[’train’].map(tokenize_function,
batched=True, num_proc=8)
tokenized_dev n̄ew_ds[’dev’].map(tokenize_function,
batched=True, num_proc=8)
tokenized_test t̄okenized_test.remove_columns(["tokens"])
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Abstract

As machine-generated texts (MGT) become in-
creasingly similar to human writing, these dis-
tinctions are harder to identify. In this paper, we
as the CIC-NLP team present our submission
to the Gen-AI Content Detection Workshop at
COLING 2025 for Task 1 Subtask A, which
involves distinguishing between text generated
by LLMs and text authored by humans, with
an emphasis on detecting English-only MGT.
We applied the DistilBERT model to this bi-
nary classification task using the dataset pro-
vided by the organizers. Fine-tuning the model
effectively differentiated between the classes,
resulting in a micro-average F1-score of 0.70
on the evaluation test set. We provide a detailed
explanation of the fine-tuning parameters and
steps involved in our analysis.

1 Introduction

The rapid advancement of large language models
(LLMs) has revolutionized NLP across all fields
(Yigezu et al., 2023; Kolesnikova et al., 2023; Ade-
banji et al., 2024; García-Vázquez et al., 2023; Lau-
reano and Calvo, 2024; Aguilar-Canto et al., 2023;
Ojo et al., 2024). Machine-generated text (MGT)
refers to text produced using AI algorithms with
little or no human intervention. On the other hand,
human-written text (HWT) relies on natural lan-
guage and contextual understanding in its approach
to construction. AI models are able to generate
new content by being trained on large text datasets.
However, it can be challenging for AI models to
replicate the attributes of HWT accurately. In this
work, we leverage the intricacies between MGT
and HWT to develop a model that can successfully
distinguish between the two.

AI models can generate grammatically correct
and contextually relevant text, but they often lack
true cohesion between the sentences they produce
(Zheng, 2024). HWT conveys personal experience,
emotions, and cultural understanding in its content,

while MGT can only mimic surface-level emotional
cues without grasping the underlying sentiment or
context, leading to misrepresentation. Detecting
MGT means identifying and carefully analyzing
misleading or inappropriate content (Garib and Cof-
felt, 2024). This detection has also become crucial
for addressing ethical issues arising from using AI
(Ansarullah et al., 2024). LLMs often reflect bi-
ases and limitations inherent in the data on which
they were trained(Gallegos et al., 2024). MGT may
lean toward certain linguistic patterns, expressions,
or topics that are common in the training dataset,
which can differ from the more varied and dynamic
expressions found in HWT. These biases can also
help distinguish between MGT and HWT.

To address some of these highlighted issues, the
organizers of COLING Workshop 2025 introduced
a large novel dataset (Wang et al., 2025), (Chowd-
hury et al., 2025), (Dugan et al., 2025). The unique-
ness of this dataset is the fact that it broadly covers
different text types from several human and AI
sources, thus making it a valuable dataset to test
several proposed models in exploring the attributes
of MGT and HWT.

2 Related Work

Early efforts in detecting MGT focused on iden-
tifying telltale signs of machine output, such as
lack of coherence, repetitive patterns, or unnatu-
ral phrasing (Maimone and Jolley, 2023). How-
ever, as generative models continue to improve
significantly in terms of fluency, the challenge
of detecting MGT has become increasingly dif-
ficult. Traditional rule-based approaches and ML
classifiers have been largely insufficient to keep
pace with the increasingly sophisticated text clas-
sification capabilities of deep learning (DL) mod-
els (Kierner et al., 2023). Recent approaches have
thus turned to DL, particularly transformer-based
models, which offer state-of-the-art performance
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in various NLP tasks (Hoang; Damián et al., 2024;
Ojo et al., 2023b,a; Soto et al., 2024).

The introduction of transformer models marked
a significant breakthrough in NLP. Research by
various authors has shown that transformer-based
models are effective in performing a range of NLP
tasks (Balouchzahi et al., 2021; Ojo et al., 2023c).
DistilBERT has recently been explored for various
text classification tasks, including sentiment anal-
ysis (Sidorov et al., 2023; Eyob et al., 2024; Ojo
et al., 2023b) and text summarization (Alshanqiti
et al., 2021). Its efficiency and robustness make it
a promising candidate for distinguishing between
MGT and HWT. The key advantage of using Dis-
tilBERT for this task lies in its ability to effec-
tively capture semantic and syntactic patterns in
text, which are often subtle yet critical for differen-
tiating between the two types of text.

The authors in (Li et al., 2024) explored the chal-
lenges and feasibility of detecting AI-generated
text across various domains and LLMs. They high-
lighted the growing ability of LLMs to generate
human-like text, emphasizing the need for effec-
tive detection methods to mitigate risks such as
misinformation and plagiarism. They argued that
previous research had been limited to specific do-
mains or language models, while real-world detec-
tors needed to handle diverse inputs without prior
knowledge of their source. To address this gap, they
created a testbed containing a variety of human-
written and machine-generated texts from multi-
ple LLMs. Their results revealed significant chal-
lenges in distinguishing between human-authored
and machine-generated texts, especially with out-
of-distribution data. The authors also investigated
linguistic patterns that could aid in differentiation,
using tools like Stanza to analyze named entities,
part-of-speech tags, and other features. Their anal-
ysis showed that including texts from diverse do-
mains and LLMs reduced the linguistic differences
between human and machine-generated texts, mak-
ing detection more difficult.

The approach described in (Fernández-
Hernández et al., 2023) focused on the participation
of the Turing-Testers team in the AuTexTification
shared task at IberLEF 2023, which aimed at
automated text identification. The task consisted
of two subtasks: the first involved distinguishing
between human-written and machine-generated
texts, while the second focused on attributing
texts to specific large language models (LLMs).
The authors addressed subtask 1 in both English

and Spanish, testing a combination of traditional
machine learning and deep learning methods,
along with integrating additional metadata related
to readability, complexity, sentiment, emotion, and
toxicity of the texts. The experiments demonstrated
the effectiveness of fine-tuning a multilingual
BERT uncased model for detecting AI-generated
texts. However, the inclusion of additional features,
such as metadata, led to a decrease in performance,
even compared to traditional machine learning
models, suggesting that BERT’s architecture alone
was sufficient for classifying text. The authors
concluded that, while their experiments provided
valuable insights into the effectiveness of different
models for detecting AI-generated text, further
research was needed.

3 AI vs Human Text Detection

3.1 Dataset Analysis
Datasets for training, development, and testing
were provided by the organizers through Hug-
ging Face and Google Drive. The datasets con-
sist of the ID, Text, Source, and Label columns,
the label columns consist of two numerical val-
ues 0 and 1, where 1 marks the text generated
by humans and 0 for the text generated by AI.
The task involves binary classification of the test
texts into human or AI-written categories after
running and fine-tuning the model through the
training and development stages. The dataset
comprises 610,767 training samples with 381,845
samples being machine-generated and 228,822
human-generated text, furthermore, the develop-
ment dataset consists of 261,758 samples with
163,430 samples being machine-generated texts
and 98,328 human texts. Figures 1 and 2 give a
view of the sources of the training dataset and the
LLM models used to generate texts.

3.2 Application of DistilBERT
Using the Transformers Library from Hugging
Face, we took some steps into data engineering
by preparing and formatting it to be a suitable in-
put for the model, then employed them in training
and evaluation. The methodology adopted in these
steps is outlined in Section 4, where we explain
how we designed the DistilBERT base model ar-
chitecture and proceeded to encode and load the
dataset for further processing.
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Figure 1: Number of samples by source

Figure 2: Number of samples generated by different
LLM models

4 System Setup and Experiments

4.1 System Setup

We fine-tuned the model by adding a classification
layer on the pre-trained DistilBERT architecture to
enable it to perform binary classification.

We applied an amount of regularization to the
model to prevent overfitting and biases. This was
done to address the class imbalance in the dataset
and ensure balanced learning across the classes by
minimizing potential biases that may arise due to
uneven class distributions.

With the adaptation of early stopping and model
checkpointing, the best-performing model (based
on the F1-score) was saved during training, which
helped to prevent overfitting and ensured that the
model selected for evaluation had the highest val-
idation performance. This also ensured saving
model checkpoints at the end of every epoch.

We used a cosine-annealing learning rate sched-
ule, which gradually reduces the learning rate over
time. This scheduling strategy helped stabilize
training by lowering the learning rate as the model
converged, often resulting in better final model per-
formance.

4.2 Experiments
We adopted the training strategy to focus on fine-
tuning the DistilBERT model, specifically the
distilbert-base-uncased version; this allowed the
model to accommodate the unique characteristics
that define the classes in our dataset. This was
done by carefully selecting some key hyperparam-
eters and configurations to enhance the models’s
performance.

The model was trained over 3 epochs, and we
leverage available GPU memory, and gradient ac-
cumulation steps of 2 to balance memory usage.
Mixed precision was utilized to accelerate training
by enabling mixed precision training, with early
stopping enabled based on F1-score improvements.
Additionally, a cosine learning rate scheduler was
applied to modulate the learning rate as we opti-
mized batch size for memory and computational
efficiency. We used warm-up steps to enable a short
warm-up period where the learning rate gradually
increases, helping the model to avoid instability at
the start of training and smoothing the convergence.
Also, we accumulate gradients over two batches
before performing an update and using DataColla-
torWithPadding to ensure that the input sequences
were dynamically padded to the maximum length
within each batch, minimizing wasted computation
on padding tokens to improve training speed and
efficiency. The results of the training and valida-
tion stages of the model are displayed in Table 1,
and the loss plot and F1-score plot of the training
and validation stages are shown in Figures 3 and 4,
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Epoch Training Loss Validation Loss Accuracy F1-score
1 0.1975 0.1759 0.9270 0.9263
2 0.1038 0.1509 0.9439 0.9434
3 0.0541 0.1807 0.9466 0.9461

Table 1: Metrics for each epoch including training and validation losses, accuracy, and F1-score.

Model Micro-average_F1 Macro-average_F1
DistilBERT 0.7068 0.7242

Table 2: Result obtained from the test dataset

respectively.
We evaluated each epoch, allowing us to mon-

itor the model’s progress closely. This helped to
ensure that our model’s training and validation per-
formance was aligned and aided in identifying over-
fitting or underfitting early.

Evaluation of the model was done using the
micro-average F1-score, which is the default metric
for this subtask. The evaluation on the development
dataset was performed after each training epoch to
track how well the model was doing on the task
and closely monitor its progress.

5 Results

In this section, we present the results of the test
dataset provided by the organizers of the COLING
2025 conference as predicted by the pre-trained
DistilBERT model on the English test supplied
through Google Drive. The prediction of the model
was uploaded to the Codabench platform featured
by the organizers of the conference for submis-
sion, and the micro- and macro-average F1 scores
were computed accordingly. The results proved
the model’s ability to distinguish between human-
written text and AI-generated text. The details of
the results are presented in Table 2.

6 Conclusions

The application of DistilBERT, a compact and ef-
ficient transformer model for the detection of AI-
generated text illustrates the advancement in the po-
tential of transformer-based models to distinguish
nuances in language style and origin. This task
addresses specific challenges concerning the size
of the dataset and the fact that LLM AI-generated
text often mimics human-like patterns, thereby re-
quiring the model to capture subtle stylistic and
structural differences. Our approach leverages Dis-
tilBERT’s efficient architecture and tokenizer ca-

Figure 3: Training and development data loss plot per
epoch

pabilities to effectively identify these distinctions
with a micro-average F1-score of 0.70. This result
highlights DistilBERT’s ability to generalize and
perform well on the intricate task of text detection
and classification, showing that smaller models can
yield robust outcomes even in sophisticated NLP
tasks.

The performance obtained in our experiments
emphasizes both the viability of DistilBERT in
this domain and the promise of continued explo-
ration with other transformer-based models. Fu-
ture work will focus on expanding the dataset to
cover a broader array of AI-generated text from
various models and fine-tuning DistilBERT and
similar models to achieve even more refined detec-
tion capabilities.
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Figure 4: F1-score plot on labeled development dataset
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A Appendix

Initialize data collator for padding
data_collator = DataCollatorWith-
Padding(tokenizer=tokenizer) Use the initialized
tokenizer

Define the Trainer without early stopping
trainer = Trainer(
model=model,
args=training_args,
train_dataset=train_dataset,
eval_dataset=dev_dataset,
compute_metrics=compute_metrics, Add custom
metrics
data_collator=data_collator Use data collator for
dynamic padding
)

training_args = TrainingArguments(
output_dir=’./results’,
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eval_strategy=’epoch’, Evaluate at the end of
each epoch
per_device_train_batch_size=256, Larger batch
size if memory allows
per_device_eval_batch_size=256,
gradient_accumulation_steps=2, Adjust for GPU
memory usage
num_train_epochs=3, Adjust as needed
weight_decay=0.02,
logging_dir=’./logs’,
logging_steps=10,
fp16=True, Enable mixed precision
bf16=False, Use bfloat16 if supported (set to True
for supported hardware)
dataloader_num_workers=8, Increase CPU
utilization for data loading
save_strategy="epoch",
load_best_model_at_end=True,
metric_for_best_model="f1", Use F1 score for
model selection
save_total_limit=2, Limit saved checkpoints to
avoid large storage use
lr_scheduler_type="cosine", Add learning rate
scheduling
warmup_steps=500, Warmup to prevent early
overfitting
save_steps=1000, Save model periodically
)

Initialize data collator for padding
data_collator = DataCollatorWith-
Padding(tokenizer=tokenizer) Use the initialized
tokenizer

Define the Trainer without early stopping
trainer = Trainer(
model=model,
args=training_args,
train_dataset=train_dataset,
eval_dataset=dev_dataset,
compute_metrics=compute_metrics, Add custom
metrics
data_collator=data_collator Use data collator
for dynamic padding
)

from transformers import DistilBertTokenizer
from torch.utils.data import Dataset
tokenizer = DistilBertTokenizer.from_pretrained(’distilbert-
base-uncased’)
class CustomDatasett(Dataset):
def __init__(self, examples):

self.examples = examples
def __len__(self):
return len(self.examples)
def __getitem__(self, idx):
example = self.examples[idx]
Tokenize the cleaned text
encoding = tokenizer(
example[’cleaned_text’],
truncation=True,
padding=’max_length’,
max_length=512,
return_tensors=’pt’
)
return

’input_ids’: encoding[’input_ids’].flatten(),
’attention_mask’: encod-
ing[’attention_mask’].flatten(),

’id’: example[’id’]

test_dataset = CustomDatasett(tokenized_testset)
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Abstract

This paper presents models to differentiate
between human-written and AI-generated es-
says, addressing challenges posed by advanced
AI models like ChatGPT and Claude. Us-
ing a structured dataset, we fine-tune multi-
ple machine learning models, including XG-
Boost and Logistic Regression, along with en-
semble learning and k-fold cross-validation.
The dataset is processed through text clean-
ing, lemmatization, stemming, and part-of-
speech tagging, followed by TF-IDF vectoriza-
tion before training. Our team nits_teja_srikar
achieves high accuracy, with DistilBERT per-
forming at 77.3% accuracy, standing at 20th

position for English, and XLM-RoBERTa ex-
celling in Arabic at 92.2%, standing at 14th po-
sition in the official leaderboard, demonstrating
the model’s potential for real-world applica-
tions.

1 Introduction

Generative Artificial Intelligence (AI) tools (Tka-
chov, 2024) are revolutionizing the creation of
text, images, and videos, reshaping how society
consumes and produces online content. As these
technologies advance, distinguishing between AI-
generated and human-generated content has be-
come increasingly challenging. AI-Generated Con-
tent (AIGC) (Staff, 2024) spans a broad range of
media, including text, code, images, and music,
with rapidly expanding applications in areas such
as news reports, blog posts, scriptwriting, and mar-
keting copy.

A study published in The Public Library of Sci-
ence (PLOS) found that readers were more likely to
agree with arguments in AI-generated essays than
those in human-written ones (Bal and Veltkamp,
2013). These findings underscore the increasing
need for models reliably differentiating between
AI-generated and human-authored content. In this
paper, we employ a fine-tuning approach utiliz-

ing multiple Machine Learning (ML) models, in-
cluding XGBoost and Logistic Regression (Google-
Research), along with their k-fold cross-validation
variants (Ismail et al., 2023), and an ensemble learn-
ing method. A hybrid model integrating all mod-
els and their k-fold variants was developed using
ensemble learning (Xiong et al., 2024) and trans-
former models using DistilBERT (Sanh et al., 2019)
and XLM-RoBERTa (Conneau et al., 2019) to fur-
ther improve detection accuracy in distinguishing
between human and AI-generated essays.

2 Related Work

Liao et al. (Liao et al., 2023) proposed an ethi-
cal framework for Artificial Intelligence Generated
Content (AIGC) within the healthcare sector. This
study investigated the differences between medical
texts authored by ChatGPT and those written by
healthcare professionals. Additionally, the authors
developed machine learning workflows aimed at
identifying and distinguishing medical texts gen-
erated by ChatGPT. To achieve this, they curated
datasets, with one dataset consisting of ChatGPT-
generated medical texts and the other containing
texts authored by human experts. Subsequently,
they implemented ML methods to determine the
source of the medical text content.

Alamleh et al. (Alamleh et al., 2023) assessed
the effectiveness of various ML methods in differ-
entiating AI-generated text from text authored by
humans. To carry out this analysis, they collected
responses from computer science students to both
essay and programming assignments. Using this
dataset, they trained and evaluated multiple ma-
chine learning models, including Support Vector
Machines (SVM), Logistic Regression (LR), Neural
Networks (NN), Random Forest (RF), and Deci-
sion Trees (DT).

Chen et al. (Chen et al., 2023) proposed a
novel approach to distinguish between texts written
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by humans and those generated by ChatGPT us-
ing language-based techniques. The researchers
collected and released a curated dataset named
OpenGPTText, comprising rephrased content cre-
ated through ChatGPT.

2.1 Problem Statement

The primary objective of this task is to classify the
provided essays as either Human-generated or AI-
generated in two languages: English and Arabic.
This classification problem aims to assess the au-
thenticity of the text, ensuring a reliable distinction
between human-authored and AI-generated content.
The ability to detect AI-generated text effectively
is crucial for applications such as content moder-
ation, academic integrity, and automated scoring
systems (Genai-content-detection / Genai-content-
detection-coling-2025 · GitLab, n.d.).

2.2 Dataset Description

We used data from the shared task dataset provided
by the Linguistic Data Consortium (LDC) (ETS
Corpus of Non-Native Written English, n.d.) by
COLING 2025 (Chowdhury et al., 2025). The ETS
Corpus of Non-Native Written English includes
12,100 TOEFL essays from speakers of 11 non-
English languages. Additionally, AI-generated es-
says from models like GPT-3.5-Turbo (Mrbullwin-
kle, 2024), GPT-4o (Stryker, 2024), Gemini-1.5
(Google AI for Developers, n.d.), and others were
incorporated. This combination of human and AI-
generated content facilitates a thorough compar-
ative analysis, which significantly contributes to
research in authorship detection, automatic scoring,
and understanding the distinctions between human
and AI writing.

2.3 Dataset Visualization

This visualization highlights the key differences be-
tween AI-generated and human-authored essays [1]
[2], focusing on several critical aspects. It presents
the variations in essay length distribution (1b), (2b),
and a comparative analysis of essay lengths by
source. Additionally, it offers insights into key tex-
tual metrics, including word count, sentence count,
and unique word count (1a), (2a), shedding light
on the structural and stylistic differences between
the two types of content. This analysis highlights
the distinct features of human and AI writing, con-
tributing to a deeper understanding of their unique
characteristics.

3 Methodology

We leverage both traditional machine-learning mod-
els and advanced transformer-based models. Below,
we provide a detailed technical description of our
methodology for both datasets.

3.1 Preprocessing Techniques

We employed preprocessing techniques like Clean-
ing, lowercasing, lemmatization and stemming,
POS tagging, removing stop words to enhance data
quality: 1) Text Cleaning: Removal of punctuation,
special characters, and redundant spaces. 2) Low-
ercasing: Uniform formatting of all text entries. 3)
Lemmatization and Stemming: Standardization of
word forms for better vectorization. 4) POS Tag-
ging: Advanced feature extraction by identifying
grammatical roles using spacy library. 5) Stopword
Removal: Elimination of common words with min-
imal semantic contribution.

input_text = "The quick brown foxes were jumping
joyfully, over the lazy dogs!"

After preprocessing:

pos = "quick/ADJ brown/ADJ foxes/NOUN jumping/
VERB joyfully/ADV lazy/ADJ dogs/NOUN"

result = "quick brown foxes jumping joyfully
lazy dogs"

3.2 TF-IDF Vectorization

To effectively analyze text data, we convert docu-
ments into numerical representations using Term
Frequency-Inverse Document Frequency (TF-
IDF) vectorization. This method assigns impor-
tance to words based on their occurrence within
individual documents and across the entire corpus.
TF-IDF helps emphasize significant terms while
downplaying those that are common but carry little
meaning.

Term Frequency-Inverse Document Frequency
(TF-IDF):

TF(t, di) =
ft,di∑

t′∈di ft′,di
(1)

IDF(t,D) = log

(
N

|{dj ∈ D : t ∈ dj}|+ 1

)

(2)
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TF-IDF Calculation and Matrix Construction:
The TF-IDF score for a term t in document di is
computed as the product of its Term Frequency
(TF) and Inverse Document Frequency (IDF):

TF-IDF(t, di, D) = TF(t, di)× IDF(t,D) (3)

Each document is represented as a
vector of TF-IDF values, with xi =
(TF-IDF(t1, di, D), . . . ,TF-IDF(tm, di, D)),
where m is the vocabulary size. Stacking these
vectors for all N documents forms a TF-IDF
matrix X ∈ RN×m, where each row corresponds
to a document, and each column corresponds to a
term.

To ensure uniformity, we apply Euclidean (L2)
normalization:

xnorm
i =

xi
∥xi∥2

=
xi√∑m
j=1 x

2
ij

(4)

where xij is the TF-IDF value of the jth term in the
ith document.

3.3 HyperParameters
In this training, SparseCategoricalCrossentropy
was used as the loss function for multi-class clas-
sification (Mao et al., 2023). Optimizers Adam
and AdamW (Jakartamitul, 2024) were applied
with learning rates of 5e-4 and 2e-5, respectively.
Key metrics included SparseCategoricalAccuracy,
ROC AUC (Bowers and Zhou, 2019), Accuracy,
Precision, Recall, F1 Score, and MCC (Chicco
and Jurman, 2020). The training was performed
over 3 epochs with batch size 16 and 5-fold cross-
validation, preserving class distribution. TF-IDF
vectorization used 5000 max_features to optimize
efficiency, and soft voting was applied in the en-
semble model for enhanced accuracy. Overall hy-
perparameters can be seen in Table 1

3.4 Models for English Dataset
For the English dataset Deng, we employ the fol-
lowing models:

Logistic Regression with K-fold Cross-
Validation We split the dataset into k folds and
train the logistic regression model iteratively. The
logistic regression function is defined as:

ŷi = σ(w⊤xi + b) =
1

1 + e−(w⊤xi+b)

where σ(·) is the sigmoid function, and w, b are
learned parameters.

Parameter Value

Loss Function SSCE
Optimizer Adam, AdamW
Learning Rate 5e-4, 2e-5
Metrics Accu, Prec, Recall, F1
Batch Size 16
Number of Epochs 3 (Transformer models)
Early Stopping No
n_splits 5
max_features 5000
Voting soft

Table 1: Model Hyperparameters

XGBoost with K-fold Cross-Validation XG-
Boost minimizes the following objective function:

L =
n∑

i=1

ℓ(ŷi, yi) +
K∑

k=1

Ω(fk)

where ℓ(ŷi, yi) is the loss function, and Ω(fk) is
the regularization term.

Ensemble Learning We combine predictions
from logistic regression, XGBoost, and CatBoost
using a weighted majority voting scheme:

ŷ = argmax
c

M∑

m=1

wm · I(ŷm = c)

where M is the number of models, wm is the
weight of the mth model, and I(·) is the indicator
function.

DistilBERT Transformer We use the Distil-
BERT pretrained transformer as a binary classi-
fier to distinguish between human-written and AI-
generated essays. DistilBERT, a lighter version of
BERT, retains its ability to capture subtle linguistic
and contextual patterns while being computation-
ally efficient. The classifier processes input text to
generate hidden representations hi, and the final
prediction is made with:

ŷi = softmax(Whi + b)

where W and b are trainable parameters, and ŷi
is the probability distribution over the two classes.
The output class is determined by the highest prob-
ability score.

280



3.5 Model for Arabic Dataset
Given that our dataset is in Arabic, XLM-RoBERTa
ensures better performance by leveraging its pre-
trained embeddings specific to the language. The
model produces rich contextual embeddings for
each input sequence, which are fed into a classifica-
tion layer. For Arabic, the pre-trained embeddings
are particularly significant, as they capture com-
plex morphological and syntactic patterns that are
challenging to model through linguistic features
alone. The final prediction is computed as:

ŷi = softmax(Whi + b)

where hi is the contextual representation of the in-
put, andW and b are trainable parameters. The soft-
max layer outputs a probability distribution over
the target classes, allowing the model to classify
the text accurately within the given context.

Model ROC Acc Pre Rec F1
LR 1.00 0.99 0.99 1.00 0.99
XGB 0.99 0.98 0.98 0.99 0.99
CatB 0.92 0.89 0.92 0.92 0.92
En 0.99 0.99 0.99 0.99 0.99

Table 2: Performance Metrics of Machine Learning
Models on English Dataset

Model Acc Pre Rec F1
DistilBERT-En 0.99 0.95 1.00 0.97
XLM-R-Ar 0.94 1.00 0.91 0.95
DistilBERT-Ar 0.91 0.93 0.91 0.91

Table 3: Performance Metrics of Transformer Models

4 Results

The DistilBERT model excels in the English
dataset, while XLM-RoBERTa performs well in
Arabic. The confusion matrix highlights their ac-
curacy and offers insights into their classification
performance.

For English, DistilBERT-English achieves a per-
fect recall of 1.0 and an F1-score of 0.97. The
ensemble model, combining Logistic Regression,
XGBoost, and CatBoost, reaches an accuracy of
0.996 and an F1-score of 0.997. Overall results can
be seen in Table 2. In contrast, Arabic models show
lower performance, with XLM-RoBERTa Arabic
leading in precision at 1.0 and an F1-score of 0.95,
while DistilBERT-Arabic has an F1-score of 0.91.

This highlights the challenges faced by Arabic mod-
els. The transformer-based models results can be
seen in the Table 3

4.1 Ablation Studies
To evaluate the impact of preprocessing, feature ex-
traction, and ensemble components, we conducted
systematic experiments:

• Preprocessing: Removing stemming and
lemmatization improved transformer models’
performance by 1.43 on English datasets.
Removing POS tagging reduced traditional
model accuracy by 1.8, indicating its impor-
tance for feature engineering.

• Feature Extraction: Traditional models saw
a 6% accuracy improvement using TF-IDF,
while transformers performed better with raw
text due to their pre-trained embeddings.

Preprocessing steps such as lemmatization and part-
of-speech tagging play a vital role in feature ex-
traction for traditional models. However, minimal
preprocessing often yields better performance for
transformer-based models by effectively utilizing
raw textual features.

Model Acc Pre Rec F1
English 0.773 0.875 0.649 0.658
Arabic 0.922 0.943 0.882 0.904

Table 4: Final Test Results in Leaderboard

We got 77% accuracy on English essays, and per-
formance on Arabic essays was significantly higher.
Several linguistic and dataset-specific factors con-
tribute to this gap. Firstly, Arabic’s morphologi-
cal complexity, including intricate word forms and
inflections, presents challenges for tokenization
and embedding generation. Unlike English, where
words have simpler inflections, Arabic requires han-
dling more complex word transformations, which
can be harder for DistilBERT to capture. Addi-
tionally, Arabic’s right-to-left writing and unique
orthographic conventions further complicate pro-
cessing.

Moreover, Arabic requires more sophisticated
preprocessing steps, such as handling diacritics and
lemmatization, which might not have been as effec-
tively implemented as for English. Finally, cultural
and stylistic differences between English and Ara-
bic writing may also contribute to the difficulty in
detecting AI-generated content in Arabic.
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5 Conclusion

Our study demonstrates the efficacy of various ML
and transformer-based models in distinguishing be-
tween human-generated and AI-generated essays
in both English and Arabic. Utilizing models like
DistilBERT and XLM-RoBERTa, we achieved su-
perior detection precisions of 0.875 for English
and a strong performance of 0.943 for Arabic, as
shown in Table 4, highlighting their adaptability to
diverse linguistic contexts. The ensemble methods
further enhanced classification accuracy, emphasiz-
ing the importance of robust detection systems as
AI-generated content becomes increasingly preva-
lent. Future work could explore additional linguis-
tic features and cross-domain applications to im-
prove detection capabilities and address challenges
in Arabic model performance.

Label Count Word Sentence Unique

Human 629 300.24 15.57 173.48
AI 1467 284.07 14.51 155.24

(a) Comparison of Metrics in Number Counts English

(b) Train Data Essay Length Distribution

Figure 1: Train Data Visualization for Language English
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Abstract

Recent research has investigated the problem
of detecting machine-generated essays for aca-
demic purposes. To address this challenge, this
research utilizes pre-trained, transformer-based
models fine-tuned on Arabic and English aca-
demic essays with stylometric features. Cus-
tom models based on ELECTRA for English
and AraELECTRA for Arabic were trained and
evaluated using a benchmark dataset. Proposed
models achieved excellent results with an F1-
score of 99.7%, ranking 2nd among of 26 teams
in the English subtask, and 98.4%, finishing 1st

out of 23 teams in the Arabic one.

1 Introduction

Since the launch of ChatGPT in November 2022,
research on developing models for artificial intelli-
gence (AI)-generated text detection has increased.
This increase reflects growing concerns about main-
taining academic integrity in the face of advanced
generative AI (GenAI) tools capable of produc-
ing human-like text (Al-Smadi, 2023). Guo et al.
(2023) were among the first working on this topic
by developing a dataset named the "Human Chat-
GPT Comparison Corpus (HC3)" out of nearly
40,000 questions from different datasets along with
their answers provided by humans. They also gen-
erated responses to these questions by ChatGPT
and used the combined dataset to train detectors in
both English and Chinese. The developed models
included machine and deep learning based mod-
els like RoBERTa (Liu, 2019) and demonstrated
decent performance across different scenarios.

Another paper focused on detecting ChatGPT-
generated text written in English and French (An-
toun et al., 2023a). The English model was trained
using the HC3 dataset. The authors also trans-
lated some of its English content to French and
included additional small French out-of-domain
dataset of 113 French responses from ChatGPT

and 116 from BingGPT. They fine-tuned two pre-
trained models, CamemBERT (Martin et al., 2019)
and CamemBERTa (Antoun et al., 2023b), using
the French dataset, and RoBERTa (Liu, 2019) and
ELECTRA (Clark, 2020) models using the English
one. They also used XLM-R (Conneau, 2019) as
multi-language model for the combined datasets of
both languages. Research results showed that all
models demonstrated good performance in identi-
fying machine-generated content within the same
domain, but when tested on out-of-domain content,
their results dropped.

Alshammari et al. (2024) used transformer-based
models, namely AraELECTRA (Antoun et al.,
2020) and XML-R (Conneau, 2019) to solve the
challenges of machine-generated Arabic text iden-
tification. The authors focused on the influence of
diacritics on detection model performance. Their
method showed great accuracy on the AIRABIC
benchmark dataset. Other research utilized stylo-
metric features to detect machine-generated con-
tent. For instance, Kutbi et al. (2024) introduced
a machine learning model with stylometry for
identifying "Contract cheating", the act of stu-
dents depending on others to complete academic
assignments on their behalf, by detecting devi-
ations from a learner’s distinctive writing style,
which achieved excellent accuracy in their re-
search. Opara (2024) developed a data-driven
model named "StyloAI" trained with 31 stylomet-
ric features to detect machine-generated content.
"StyloAI" performance outperformed other models
on the same dataset.

Wee and Reimer (2023) discovered that AI iden-
tification technologies classified human-written
writings translated from non-English languages as
AI-generated, which raised worries among non-
native English speakers (Liang et al., 2023). More-
over, Weber-Wulff et al. (2023) tested many AI text
identification systems and found that they were
neither accurate nor dependable, especially when
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Language Train Size Dev. Size Eval. Size Test Size
Arabic 2070 (AI: 925, Human: 1145) 481 (AI: 299, Human: 182) 886 293
English 2096 (AI: 1467, Human: 629) 1626 (AI: 391, Human: 1235) 869 1130

Table 1: Summary of Arabic and English Datasets by subtask and type (Train, Development, Evaluation, and Test)

content masking techniques were used.
This research aims at addressing the challenge

of AI-generated text. The rest of this paper is orga-
nized as follows: Section 2 discusses the research
methodology, Section 3 presents the findings, and
Section 4 concludes the study and highlights future
directions.

2 Research Methodology

2.1 Task
This research is based on our participation in the
shared task "GenAI Content Detection Task 2: AI
vs. Human – Academic Essay Authenticity Chal-
lenge" (Chowdhury et al., 2025), which is orga-
nized as part of the "Workshop on Detecting AI
Generated Content at the 31st International Con-
ference on Computational Linguistics (COLING
2025)". The task aims at encouraging researchers
to submit their research for detecting AI-generated
academic essays. The task is designed to have
three phases: (a) Models training and validation,
(b) First evaluation phase, also referred as devel-
opment phase, and (c) Models testing phase. Par-
ticipated teams were ranked based on the results
achieved in the final phase, i.e. models testing
phase. The task covers content generated in two
languages, Arabic and English. The next section
explains in more detail the datasets provided for
model training, validation, and testing.

2.2 Dataset
The datasets for this task consist of essays gener-
ated by generative AI models and human written
ones. The essays authored by humans were cu-
rated from the "ETS Corpus of Non-Native Written
English"1, whereas the AI-generated ones were
generated using seven different models including,
GPT-3.5-Turbo, GPT-4o, GPT-4o-mini, Gemini-
1.5, Llama-3.1 (8B), Phi-3.5-mini and Claude-3.5.

The datasets are designed to cover the three-
phase task as discussed in the previous section.
Each dataset consists of, (a) a train dataset for mod-
els training, (b) a validation dataset to fin-tune mod-
els parameters and evaluate model’s performance

1https://catalog.ldc.upenn.edu/LDC2014T06

during training phase, (c) an evaluation dataset,
which is used to evaluate the model performance
in a controlled environment before the final testing
phase, and (d) a test dataset for the final testing
phase, which is designed to assess the model’s gen-
eralization and performance on completely unseen
data.

Table 1 describes the sizes of the task’s datasets
by type and language. As described in the table,
the Arabic dataset contains a balanced training set
of 2,070 essays, which include 925 AI-generated
essays, and 1,145 human-authored essays. This
balance establishes an equitable foundation for
training models to detect stylistic distinctions be-
tween AI and human text. In contrast, the En-
glish dataset has an imbalance in its training data,
with 2,096 essays dominated by AI-generated texts
(1,467 AI generated against 629 Human written).
This skewed distribution may lead to model bias
problem.

2.3 Baseline Model
The task organizers have implemented the follow-
ing baseline model (Chowdhury et al., 2025). For
each language, a baseline model is trained using
an n-gram approach, specifically unigrams. The
textual content of the essays is transformed into
a Term Frequency-Inverse Document Frequency
(TF-IDF) representation, with the features limited
to a maximum of 10,000. Finally, the performance
is evaluated by training a Support Vector Machine
(SVM) classifier on this feature representation.

2.4 IntegrityAI Model
The proposed model is based on ELECTRA (Clark,
2020) and its implementation named AraELEC-
TRA (Antoun et al., 2020), which is a model specif-
ically tuned for the Arabic language. ELECTRA
is an encoder only transformer that is designed to
enhance the efficiency of implementing models for
NLP tasks. Instead of implementing a masked lan-
guage model (MLM), ELECTRA utilizes a unique
training strategy known as "replaced token detec-
tion". While other encoder only transformers (such
as BERT (Kenton and Toutanova, 2019)) imple-
ment MLM training strategy by predicting masked
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Feature ELECTRA-Small ELECTRA-Base ELECTRA-Large
Hidden Size 256 768 1024
Number of Layers 12 12 24
Number of Attention Heads 4 12 16
Total Parameters 14 million 110 million 335 million

Table 2: Comparison of ELECTRA-Small, ELECTRA-Base, and ELECTRA-Large models. AraELECTRA has the
same features on ELECTRA-Base

Feature Description
Word Count Total number of words in the text.
Sentence Count Total number of sentences in the text.
Average Sentence Length (words) Average number of words per sentence.
Vocabulary Richness (Type-Token Ratio) Ratio of unique words to total words, indicating vo-

cabulary diversity.
Average Word Length (characters) Average number of characters per word.
Commas Number of comma punctuation marks in the text.
Periods Number of period punctuation marks in the text.

Table 3: Description of stylometric features extracted from the dataset.

words in a sentence, ELECTRA relies on its gener-
ator component to generate plausible alternatives
to replace some tokens in the input text. Then, uses
the discriminator component to detect whether the
token is replaced or original. The "replaced token
detection" training strategy, requires the model to
evaluate and learn all the input text tokens instead
of the masked ones - as in BERT - which increases
the model efficiency and minimizes the number of
training epochs required to train the model. ELEC-
TRA has three different pre-trained models that
were used in this research, see Table 2 for differ-
ences between them2.

As depicted in Figure 1, the same model architec-
ture was used for both the Arabic and English text
classification. The ELECTRA model was trained
on the English dataset, whereas its tuned version
on Arabic, i.e., AraELECTRA was trained on the
Arabic dataset. Both datasets went into a standard
preprocessing phase, then stylometirc features were
extracted and used with the text embeddings to train
the pretrained models (see Table 3 for more infor-
mation about extracted features). The following
layers were added to enhance the models’ perfor-
mance:

1. Dropout Layer: is a regularization technique
where, during training, random neurons are tem-
porarily ignored ("dropped out") to prevent overfit-
ting and improve the model’s generalization (Sri-
vastava et al., 2014).

2https://github.com/google-research/electra

Figure 1: The architecture of the ELECTRA-based mod-
els with stylometric features.

2. Batch Normalization ("BatchNorm1d"): nor-
malizes the features of the input vector, stabilizing
learning, and aiding in faster and more stable train-
ing (Ioffe and Szegedy, 2015).

3. Fully Connected (Linear) Layers: these layers
are basic neural network layers where every input
is connected to every output by a learned weight.
These layers include: (a) "numerical": takes the
batch-normalized numerical features and projects
them onto a new space to learn a higher-level rep-

286



Model Eval. Phase F1 (%) Testing Phase F1 (%)
AraELECTRA_base_discriminator 99.8 98.4
AraELECTRA_base_discriminator without features - 96.9
Baseline-Arabic Model 57.5 46.1
ELECTRA_small_discriminator 100.0 98.5
ELECTRA_small_discriminator without features - 96.1
ELECTRA_large_discriminator 100.0 99.7
Baseline-English Model 29.8 47.8

Table 4: Evaluation (i.e. models’ development phase) and testing results for Arabic and English developed models
in comparison to the baseline model.

Figure 2: Confusion matrices on the validation sets (Arabic dataset on the left).

resentation of these features. (b) "text": processes
the [CLS] token embedding from the ELECTRA
model output, allowing the model to further tailor
this representation for the task at hand.

4. Rectified Linear Unit (ReLU) activation Func-
tion: is a non-linear operation used after linear lay-
ers to introduce non-linear properties to the model,
making it capable of learning more complex pat-
terns (Glorot et al., 2011). This layer is used after
each of the fully connected layers (numerical and
text) to add non-linearity to the model, which helps
in learning complex patterns in the data.

5. Output Layer (Fully Connected (Linear)): af-
ter processing through their respective pathways,
both text and numerical data features are combined
(concatenated) to form a unified feature vector.
This combined feature vector is then passed to a
final fully connected layer (combined), which out-
puts the logits for the classification categories.

The models were trained for 10 epochs with
the option of ( early_stopping_patience=2) imple-
mented to avoid model overfitting during training.
Models participating in this task were evaluated

and ranked based on their achieved F1-score.

3 Results and Findings

Table 4 presents the developed models results for
Arabic and English datasets. Results show that
models achieved high F1 scores of 99.8% for the
Arabic dataset and 100% for the English dataset
in the evaluation phase and maintained that high
performance in the testing phase with (98.4% and
98.5%, for Arabic and English datasets respec-
tively). This achievement demonstrates that the
models are not only well-tuned to the training data
but also maintain their discriminative power on new
and unseen data. This finding is also represented by
the confusion matrices on the validation datasets.
The trained model on the English dataset classified
all ’ai’ and ’human’ labels accurately. Whereas,
The trained model on the Arabic dataset had a near-
perfect classification with only one instance of ’ai’
being misclassified as ’human’ (see Figure 2).

To evaluate the impact of the stylometric features
on the model performance, we trained the models
without features. The results demonstrate that ex-
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Figure 3: Training vs. validation loss values after each epoch of models training (AraELECTRA the upper left
corner, ELECTRA_small on the right upper corner, and ELECTRA_large on the left lower corner)

cluding these features leads to a decrease in model
performance, with a 1.5% and 2.4% drop in F1
score for AraELECTRA and ELECTRA models,
respectively. This indicates that extracted features
enhanced model predictions. Despite the modest
decline, the impact underscores the importance of
these features for better generalization.

The results of training vs. validation Loss val-
ues after each epoch of models training in Fig-
ure 3, show that the training loss rapidly declined
from the first epoch and then quickly stabilized to
run in parallel with the validation loss. Both val-
ues of training and validation loss kept decreasing
smoothly until the end of models training epoch
without any sign of overfitting, as the validation
loss remains close to the training loss throughout
the training process. This was also maintained by
enabling the option of early_stopping during the
models training. Moreover, this also indicates that
both models generalizes very well when confronted
by new unseen data.

The rapid stabilization of loss values may in-
dicate that more complex model architectures
might achieve even better results. Therefore, we
trained the ELECTRA_large instead of the ELEC-

TRA_small model for the english subtask for 10
epochs as well. As, expected the ELECTRA_large
achieved better results with F1 score of 99.7%.

For more information on the results of other par-
ticipating teams in the task, the reader is redirected
to (Chowdhury et al., 2025).

4 Conclusion and Future Work

This study demonstrates the efficacy of transformer-
based models for identifying machine-generated
academic articles. Using ELECTRA-Small for En-
glish and AraELECTRA-Base for Arabic, paired
with stylometric characteristics, our models pro-
duced remarkable F1-scores of 98.5% and 98.4%,
respectively. Experiments using ELECTRA-Large
for English revealed the possibility of even better
F1-score, reaching 99.7%, but at a larger comput-
ing cost.

Our proposed models offer an adaptable solution
that balances performance and efficiency and is
appropriate for a variety of hardware setups. To
improve robustness, future study might focus on
real-time detection, expanding to new academic
areas, and extending language coverage.

288



References
Mohammad Al-Smadi. 2023. Chatgpt and beyond: The

generative ai revolution in education. arXiv preprint
arXiv:2311.15198.

Hamed Alshammari, Ahmed El-Sayed, and Khaled
Elleithy. 2024. Ai-generated text detector for arabic
language using encoder-based transformer architec-
ture. Big Data and Cognitive Computing, 8(3):32.

Wissam Antoun, Fady Baly, and Hazem Hajj. 2020.
Araelectra: Pre-training text discriminators for
arabic language understanding. arXiv preprint
arXiv:2012.15516.

Wissam Antoun, Virginie Mouilleron, Benoît Sagot, and
Djamé Seddah. 2023a. Towards a robust detection of
language model generated text: Is chatgpt that easy
to detect? arXiv preprint arXiv:2306.05871.

Wissam Antoun, Benoît Sagot, and Djamé Seddah.
2023b. Data-efficient french language modeling with
camemberta. arXiv preprint arXiv:2306.01497.

Shammur Absar Chowdhury, Hind Al-Merekhi, Muc-
ahid Kutlu, Kaan Efe Keleş, Fatema Ahmad, Tasnim
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Abstract

This paper presents the approach we proposed
for GenAI Detection Task 2, which aims to clas-
sify a given text as either machine-generated or
human-written, with a particular emphasis on
academic essays. We participated in subtasks
A and B, which focus on detecting English and
Arabic essays, respectively. We propose a sim-
ple and efficient method for detecting machine-
generated essays, where we use the Llama-3.1-
8B as a proxy to capture the essence of each
token in the text. These essences are processed
and classified using a refined feature classifica-
tion network. Our approach does not require
fine-tuning the LLM. Instead, we leverage its
extensive multilingual knowledge acquired dur-
ing pretraining to significantly enhance detec-
tion performance. The results validate the effec-
tiveness of our approach and demonstrate that
leveraging a proxy model with diverse multilin-
gual knowledge can significantly enhance the
detection of machine-generated text across mul-
tiple languages, regardless of model size. In
Subtask A, we achieved an F1 score of 99.9%,
ranking first out of 26 teams. In Subtask B, we
achieved an F1 score of 96.5%, placing fourth
out of 22 teams, with the same score as the
third-place team.

1 Introduction

The capabilities of large language models (LLMs)
are advancing rapidly, with models like, Chat-
GPT (OpenAI, 2022), GPT-4 (OpenAI et al.,
2024), Google Gemini (Team et al., 2024), and
Llama3.1 (Dubey et al., 2024) generating increas-
ingly fluent and human-like text. Students can
easily leverage these models to produce coher-
ent, logical texts for assignments or essays, which
profoundly impacts traditional educational meth-
ods of learning and evaluation, leading to issues
in academic integrity and a weakening of criti-
cal thinking skills. However, humans perform

*Corresponding author: Zhendong Mao.

only slightly better than random chance in distin-
guishing between machine-generated and human-
written text (Mitchell et al., 2023), underscoring
the urgent need for an automated system to iden-
tify machine-generated content. To address this,
(Chowdhury et al., 2025) organized the GenAI De-
tection Task 2, a challenge focused on detecting
machine-generated academic essays in English and
Arabic to uphold academic authenticity and prevent
the misuse of LLMs in educational contexts.

Most current methods for detecting machine-
generated text can be generally categorized into
two approaches (Taguchi et al., 2024): zero-shot
detection and supervised detection. The former
is time-consuming and suffers from performance
degradation when the generation model is un-
known, while the latter like RoBERTa-based de-
tection (Guo et al., 2023) requires fine-tuning
large models, which is resource-intensive and of-
ten lacks multilingual capabilities. In contrast, we
employed a multilingual model, such as Llama-3.1-
8B (Dubey et al., 2024), as a proxy. By extract-
ing high-dimensional token essences and classify-
ing them with a convolutional neural network, our
model achieves high accuracy even without knowl-
edge of the generation model. Furthermore, it does
not require fine-tuning and effectively utilizes the
multilingual knowledge embedded in the LLM’s
pretraining, making it a simple, efficient solution
for detecting machine-generated text in both En-
glish and Arabic.

In Subtask A, our model achieved an F1 score of
0.999, ranking first among 26 teams. In Subtask B,
we obtained an F1 score of 0.965, securing fourth
place among 22 teams. In short, our contribu-
tions are as follows: (1) Utilizing the last-layer
essences of proxy LLMs as features enhances de-
tection performance. (2) The scale of the proxy
LLMs does not significantly improve detection ac-
curacy. (3) Proxy LLMs with broader multilingual
knowledge exhibit higher detection accuracy.
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اكبیر وكلب زعلان

MLP
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One-Dimensional Convolutional

Networks of Different Sizes

Figure 1: System Architecture

2 Related Work

Machine-generated text detection methods can gen-
erally be divided into two categories. The first
category is zero-shot detection, where the sim-
plest approach involves calculating the average log-
likelihood of a text (Solaiman et al., 2019b), es-
tablishing a strong baseline for many zero-shot de-
tection methods. More advanced techniques, such
as DetectGPT (Mitchell et al., 2023) and its im-
proved version Fast-DetectGPT (Bao et al., 2023),
have shown that machine-generated text tends to
fall within regions of negative probability curva-
ture, effectively enabling machine-generated text
detection. However, these approaches are often
time-intensive and experience a significant perfor-
mance drop when the generation model is unknown.
The second category involves supervised detec-
tion methods. For instance, (Zhan et al., 2023)
employed a fine-tuned RoBERTa-large (Liu et al.,
2019) as a detector, but found it challenging to
generalize effectively across different generation
models. The T5-sentinel (Chen et al., 2023) ad-
dresses text detection by leveraging the next-token
prediction capability of T5 (Raffel et al., 2023). Ad-
ditionally, (Hu et al., 2023) introduced an iterative
training process involving both a paraphraser and
a detector, aiming to enhance robustness against
paraphrasing attacks.

(Bhattacharjee and Liu, 2024) integrated the text
to be detected into the prompt and directly asked
ChatGPT whether the text is machine-generated
or human-written, which is similar to our method,
as both approaches leverage LLMs. However, our
method does not directly inquire whether a text
is machine-generated using LLM, nor does it re-
quire fine-tuning the LLM. Instead, it harnesses the
high-dimensional multilingual representation capa-
bilities of Llama-3.1-8B and the text is simply input
into Llama-3.1-8B to extract token essences (refer
to the last layer hidden states) as features, which

are then fed into a classifier for final classification.

3 System Overview

To obtain a meaningful representation for the in-
put text, we feed it into a proxy LLM, Llama-3.1-
8B (Dubey et al., 2024), to extract essences from
the last layer of the proxy LLM and subsequently
pass the average of the essences through the Re-
fined Feature Classification Network (RFCN), the
overall model structure is shown in Figure 1.

The original text to be detected is first tok-
enized, with shorter sequences padded and longer
ones truncated to a maximum length of 1024 to-
kens, resulting in the tokenized sequence x =
{x1, x2, . . . , xn}, the procedure is as follows:

Token essences from the Proxy LLM The tok-
enized sequence x is input into the Llama-3.1-8B
model, which supports text across multiple lan-
guages. As x passes through the proxy LLM,
it generates hidden states for each token at each
layer. We specifically focus on the last-layer token
essences (hidden states) of the proxy LLM, which
serve as the high-level representations of each to-
ken. These token essences encapsulate both their
individual meanings and the broader context within
the text. Here, the representation quality across
different languages is consistent. Supplementary
details can be found in the Appendix B. To derive
a single representation h of the input text, we take
the average of the essences across all n tokens.

Refined Feature Classification Network The
averaged representation h is then input into the
RFCN for classification. In the first stage, the CNN
extracts relevant features from the input through
three convolutional and pooling layers, progres-
sively capturing more complex patterns informa-
tion. In the second stage, the refined features are
passed through three fully connected layers, where
each layer fine-tunes the representations by learn-
ing complex relationships and interactions between
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Team F1
starlight 0.997
saehyunMa 0.993
Fsf 0.993
Team_1-800-SHARED-TASKS 0.990
tesla 0.986
Baseline 0.478
CMI-AIGCX (ours) 0.999

w/o LLM 0.673
w/o RFCN 0.982

Table 1: Top: performance on English track. Bottom:
ablation study about LLM and RFCN.

features, ultimately outputting the class probabili-
ties p. The detailed design concept can be found in
the Appendix C. The model is trained by minimiz-
ing the cross-entropy loss.

4 Experimental setup

4.1 Datesets and Evaluation Metrics

Datasets The dataset consists of essays written by
humans and generated by AI, with a specific ex-
ample shown in Appendix A. The human-written
essays were curated from the ETS Corpus of Non-
Native Written English (Blanchard et al., 2014).
For the AI-generated essays, the organizers used
seven models, including GPT-3.5-Turbo (OpenAI,
2022), GPT-4o (OpenAI et al., 2024), GPT-4o-
mini (OpenAI et al., 2024), Gemini-1.5 (Team
et al., 2024), Llama-3.1 (Dubey et al., 2024), Phi-
3.5-mini (Abdin et al., 2024), and Claude-3.5 (An-
thropic, 2024), to generate academic essays. The
detailed data distribution is provided in Tables 5
and 6 in Appendix E.

Evaluation Metrics For both Subtask A and
Subtask B, the primary evaluation metric is macro-
F1, calculated as the harmonic mean of precision
and recall.

4.2 Training

We utilize Llama as the proxy LLM for obtaining
token essences, with the maximum length set to
1024. For the CNN, the input channel is set to
1, where three convolutional layers are employed,
with the number of kernels being 32, 64, and 96
respectively. The sizes of their corresponding ker-
nels are 24, 16, and 8. More details are provided in
Appendix D.

Team F1
msmadi 0.984
Team_USTC-BUPT 0.972
starlight 0.965
apricity 0.960
Team_AAST-NLP 0.957
Team_1-800-SHARED-TASKS 0.952
Baseline 0.461
CMI-AIGCX (ours) 0.965

w/o LLM 0.606
w/o RFCN 0.934

Table 2: Top: performance on Arabic track. Bottom:
ablation study about LLM and RFCN.

5 Results

In this section, we present the results of our fi-
nal submission to demonstrate the effectiveness
of our approach, comparing our system’s perfor-
mance with that of several top-performing teams,
and highlight key insights from our analysis.

5.1 Subtask A: English track

A total of 26 teams participated in the English track.
Due to space constraints, this paper compares and
analyzes the systems of several notable teams, in-
cluding starlight, saehyunMa, Fsf, Team_1-800-
SHARED-TASKS, and tesla. The official results
are presented in Table 1. Our system achieved an
accuracy, recall, and F1 score of 99.9%, securing
first place in the official rankings. This outstanding
performance underscores the significant superiority
and effectiveness of our approach in the detection
of machine-generated English texts.

5.2 Subtask B: Arabic track

A total of 22 teams participated in the Arabic track
of the competition. This paper only compares and
analyzes the systems of selected teams, includ-
ing msmadi, Team_USTC-BUPT, starlight, CMI-
AIGCX (ours), apricity, Team_AAST-NLP, and
Team_1-800-SHARED-TASKS. According to the
official results (as shown in Table 2), Our system
achieved an F1 score of 96.5%, ranking fourth.
This result highlights that our approach excels not
only in detecting machine-generated English texts
but also proves highly effective for Arabic texts,
underscoring its robust cross-lingual applicability
and efficiency.
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5.3 Ablation Study

We conducted a comprehensive ablation experi-
ment to separately assess the effectiveness of LLM
token essences and RFCN components within our
model. The experimental outcomes, presented in
Tables 1 and 2, reveal significant insights. When
LLM token essences were excluded and tokens
from the XLM-RoBERTa (Solaiman et al., 2019a)
were directly input into the RFCN, the F1 scores for
Subtasks A and B declined to 67.3% and 60.6%,
respectively. This suggests that the multilingual
knowledge encoded in LLM token essences during
pretraining provides superior feature representa-
tions for detecting machine-generated text. Ad-
ditionally, substituting the RFCN with an MLP
resulted in F1 scores of 98.2% and 93.4% for Sub-
tasks A and B, respectively. This underscores the
capability of CNNs to capture local dependencies
and recognize repetitive patterns across different
positions in the text—essential features that enable
the RFCN to effectively integrate token essences
across entire text sequences. These findings sub-
stantiate both the effectiveness and necessity of the
components within our proposed approach.

5.4 Scale and Multilingual Knowledge of
Proxy Model

We conducted extensive experiments using LLM
of varying scales, including 8 billion and 70 bil-
lion parameters, and models with different levels
of multilingual knowledge, such as Llama-2 and
Llama-3.1, as proxy models for subtasks A and B.

The experimental results are presented in Ta-
bles 3 and 4. Notably, the Llama-3-8B model,
despite being approximately one-tenth the size of
Llama-2-70B, achieved F1 scores of 99.2% and
93.8% for Subtasks A and B, respectively, outper-
forming Llama-2-70B by 7.1% and 1.9%. When
comparing Llama-3-8B to Llama-3-70B, despite
the latter’s larger scale, the performance improve-
ment was marginal, with increases of only 0.2%
and 1.4% for Subtasks A and B, respectively. These
results suggest that the scale of the proxy model
is not the primary determinant of performance in
detecting machine-generated text.

Furthermore, when the proxy model was Llama-
3.1-8B, the F1 score for subtask A was 99.9%,
which was 7.8% higher than Llama-2-70B and
0.5% higher than Llama-3-70B. For subtask B, the
F1 score was 96.5%, which was 4.6% more than
Llama-2-70B and 1.3% more than Llama-3-70B.

Proxy Model F1
Llama-2-70B 0.921
Llama-3-8B 0.992
Llama-3-70B 0.994
Llama-3.1-8B (ours) 0.999

Table 3: Performance on English track using different
scale and multilingual knowledge of proxy model.

Proxy Model F1
Llama-2-70B 0.919
Llama-3-8B 0.938
Llama-3-70B 0.952
Llama-3.1-8B (ours) 0.965

Table 4: Performance on Arabic track using different
scale and multilingual knowledge of proxy model.

This indicates that the performance of multilingual
machine-generated text detection is not solely de-
pendent on the scale of the model but is signifi-
cantly influenced by the richness of multilingual
knowledge within the LLMs.

Upon further analysis, we found that Llama-2-
70B’s training data was primarily in English, which
limits its multilingual capabilities. While Llama-3-
8B and 70B were pre-trained on multilingual data,
they were initially intended for English use. In
contrast, the Llama-3.1 series was pre-trained on
a corpus of 15 trillion multilingual tokens, mak-
ing it a more effective proxy model for detecting
machine-generated essays in both English and Ara-
bic. More details are in Appendices F.1 and F.2.

6 Conclusion

This paper presents our approach and results for the
GenAI Detection Task 2, where our system ranked
first in the English track and tied for third in the
Arabic subtask. We adopted an efficient strategy,
using proxy LLM to generate fused token essences,
which were then classified via a refined feature
classification network. This method capitalizes on
the multilingual representational capacity of LLMs
without fine-tuning, enhancing performance in de-
tecting machine-generated text. Our findings fur-
ther underscore that proxy models with extensive
multilingual knowledge markedly improve detec-
tion in multilingual contexts. Future work will ex-
plore the broader application of multilingual LLMs
in language generation detection and investigate op-
timized strategies to leverage LLM token essences.
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Limitations

Given the limited number of languages in the
dataset, we validated the effectiveness of our model
only on machine-generated texts in English and
Arabic. Future experiments will extend this valida-
tion to a broader range of languages. Our model has
demonstrated outstanding performance on Llama-
3.1-8B. Furthermore, an analysis of the results
from Llama-3-8B and Llama-3-70B indicates that
increasing the model size does not significantly
improve performance, which is why we did not
conduct experiments on Llama-3.1-70B. Moving
forward, we plan to experiment with additional
LLMs on more diverse datasets to determine which
proxy LLM is most effective for detecting machine-
generated texts. Since the official has not released
the true labels of the test data, it is impossible to
analyze the specific error cases. We will further
optimize our results after the true labels of the test
dataset are released.
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A Example of English and Arabic essays

We randomly select an essay from the English and
Arabic datasets, as shown in Figures 2 and 3.

Figure 2: English machine-generated essay

Figure 3: Human-written Arabic essay

B Ensure consistent representation
quality across different languages

The Llama-3.1-8B model is pretrained on a large-
scale multilingual corpus, which enables it to learn
the structures, syntactic patterns, and semantic re-
lationships across a variety of languages. This
multilingual training allows the model to gener-
ate token embeddings that capture both language-
specific and language-independent features. Even
though the model encounters tokens from different
languages, it maps them into a shared embedding
space, ensuring that semantically similar words are
represented in a comparable way. This approach
ensures consistent representation quality across dif-
ferent languages.

C The detailed design concept of the
RFCN

The motivation behind designing the RFCN is to
better leverage the local features of the text for clas-
sification, which are essential for distinguishing be-
tween human and machine-generated text. For the
task of AI-generated text detection, the choice of
three convolutional layers and specific kernel sizes
(24, 16, 8) is aimed at effectively extracting text
features. Using three convolutional layers allows
for the extraction of progressively complex features
from the text. In AI-generated text detection, this is
crucial for capturing both simple language patterns
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and more complex syntactic structures and seman-
tic information. Each layer’s features enhance the
model’s ability to detect subtle differences in AI-
generated text. The first kernel (24-sized) has a
smaller receptive field, primarily capturing smaller
local text patterns. The second kernel (16-sized)
provides a medium receptive field, targeting phrase-
level structural patterns. The last kernel (8-sized)
features the largest receptive field, integrating more
contextual information to focus on long-range de-
pendencies. These specific kernel sizes and their
corresponding receptive fields enable the model to
extract features at multiple levels of granularity.

D Detailed Experimental Setup

We use the AdamW optimizer with a linear warmup
decay learning schedule and a dropout of 0.1. The
batch size and learning rate are set to 128 and 3e-4,
and the model is trained for 20 epochs. During the
training of our model, the training and validation
datasets for Subtasks A and B were merged at a ra-
tio of 19:1 to form new training and validation sets.
We monitored the accuracy on the validation set
to select the checkpoint with the best performance.
The final training dataset consisted of the complete
training and validation sets for each subtask, with
the entire validation set evaluated after each train-
ing epoch. We selected the model that performed
best on the validation set as the final model.

E Datasets

Datasets The detailed distribution of data cate-
gories in the dataset is as follows. The proportion of
human and AI categories in the test set has not yet
been disclosed, and as such, the table only presents
the total number of samples in the test set. For a
comprehensive breakdown of the data distribution,
please refer to (Chowdhury et al., 2025).

Train Dev Test
human 629 1235

AI 1467 391
Total 2096 1626 1129

Table 5: Dataset division of subtask A.

F Llama

In this section, we provide an overview of the pre-
training corpora of Llama-2, Llama-3, and Llama-
3.1, along with their intended purposes, which

Train Dev Test
human 1145 182

AI 925 299
Total 2070 481 293

Table 6: Dataset division of subtask B.

helps to explain the differences in their perfor-
mance on multilingual tasks.

F.1 Llama-2
Llama-2 (Touvron et al., 2023), released by Meta
in 2023, is an open-source suite of LLMs available
in configurations of 7 billion (7B), 13 billion (13B),
and 70 billion (70B) parameters. The model’s pre-
training involved approximately 2 trillion tokens,
marking a 40% increase in data volume compared
to Llama-1. These tokens were drawn from pub-
licly accessible online sources, explicitly excluding
data from the products or services of Meta. In ad-
dition to an expanded context window, increasing
from 2,048 to 4,096 tokens, the 70B model also
implemented Grouped-Query Attention (GQA) to
enhance inference capabilities and computational
efficiency. However, the pre-training corpus of
Llama-2-70B is primarily in English, making it
unsuitable for multilingual tasks.

F.2 Llama-3 and Llama-3.1
Llama-3 (Dubey et al., 2024) represents Meta’s
most recent advancement in LLM technology,
launched in 2024 with parameter configurations of
8 billion (8B), 70 billion (70B), and later extended
to 405 billion (405B) parameters in the Llama-3.1
series. Although Llama-3-8B and 70B were pre-
trained on multilingual data, they were intended
for commercial and research use in English, which
made them more optimized for English-language
tasks. In contrast, the Llama-3.1 series was pre-
trained on a significantly larger corpus compris-
ing approximately 15 trillion tokens (Dubey et al.,
2024), far exceeding the corpus size of Llama-2.
This expanded corpus includes data across a diverse
set of over 30 languages, such as English, German,
French, Italian, Portuguese, Hindi, Spanish, and
Thai. Llama 3.1 is intended for commercial and re-
search use in multiple languages, which we believe
significantly enhances its adaptability to multilin-
gual tasks when employed as a proxy model.
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Abstract

Detecting AI-generated text in the field of
academia is becoming very prominent. This
paper presents a solution for Task 2: AI vs. Hu-
man – Academic Essay Authenticity Challenge
in the COLING 2025 DAIGenC Workshop 1.
The rise of Large Language models (LLMs)
like ChatGPT has posed significant challenges
to academic integrity, particularly in detecting
AI-generated essays. To address this, we pro-
pose a fusion model that combines pre-trained
language model embeddings with stylometric
and linguistic features. Our approach, tested
on both English and Arabic, utilizes adaptive
training and attention mechanisms to enhance
F1 scores, address class imbalance, and capture
linguistic nuances across languages. This work
advances multilingual solutions for detecting
AI-generated text in academia.

1 Introduction

The exponential growth of Large Language Mod-
els (LLMs) has led to widespread applications, in-
cluding language translation, question answering,
text generation, and beyond. However, their unau-
thorized use by students to complete homework,
write essays, and write content-specific questions
compromises academic integrity, highlighting the
need for AI-driven LLM text detection. Using AI-
generated content in academic contexts also poses
challenges related to plagiarism (Liao, 2020).

The existing literature proposes various methods
for AI-generated text detection, including feature-
based models, supervised, zero-shot, and adversar-
ial approaches. All of these models are designed
to improve the result of detection in different lan-
guages and styles. Despite achieving decent overall
accuracy, these methods still suffer from high false
positives, where human-generated text is misclas-
sified as AI-generated. Furthermore, class-wise

1https://gitlab.com/genai-content-detection/genai-
content-detection-coling-2025

accuracy remains a challenge, indicating room for
improvement in distinguishing between human-
generated text and AI-generated text.

To address these issues, The COLING 2025
Workshop on DAIGenC (Chowdhury et al., 2025)
Task 2, "AI vs. Human – Academic Essay Authentic-
ity Challenge" aims to identify machine-generated
essays to safeguard academic integrity and prevent
misuse of LLMs in education.

The task, framed as—"Given an essay, identify
whether it is generated by a machine or authored
by a human"—is a binary classification challenge
divided into two sub-tasks: Subtask A for English
essays and Subtask B for Arabic.

Our final model is a fusion of feature-based
models and PLM embeddings. Initially, the PLM
showed poor performance with a bias toward the
majority class. By integrating linguistic and stylis-
tic features, we improved the overall Macro F1
score. Our focus addressed three key challenges:
capturing feature dependencies, handling class im-
balance, and optimizing training to preserve linguis-
tic representations in lower layers while enabling
higher layers to capture task-specific (Essay) stylis-
tic differences.

2 Related Work

Over the last few years, numerous approaches have
been proposed to tackle the task of AI-generated
text detection. Detecting machine-generated text
is formulated primarily as a binary classification
task (Zellers et al., 2019; Gehrmann et al., 2019;
Ippolito et al., 2019), naively distinguishing be-
tween human-written and machine-generated text.
In general, there are three main approaches: the
supervised methods (Wang et al., 2023; Uchendu
et al., 2021; Zellers et al., 2019; Zhong et al., 2020;
Liu et al., 2023, 2022), the unsupervised ones, such
as zero-shot methods (Solaiman et al., 2019; Ip-
polito et al., 2019; Mitchell et al., 2023; Su et al.,
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Figure 1: Proposed detector model architecture: fusion stylometric features with a PLM embedding.

2023; Hans et al.; Shijaku and Canhasi, 2023) and
adversarial measures on detection accuracy (Sus-
njak and McIntosh, 2024; Liang et al., 2023), es-
pecially within the education domain. For exam-
ple, (Antoun et al., 2023) evaluates the robustness
of the detectors against character-level perturba-
tions or misspelled words, focusing on French as
a case study. (Krishna et al., 2024) train a genera-
tive model (DIPPER) to paraphrase paragraphs to
evade detection. Although supervised approaches
yield relatively better results, they are susceptible
to overfitting (Mitchell et al., 2023; Su et al., 2023).

There are some techniques like feature-based,
fusion, and ensemble methods, such as word count,
vocabulary richness, and readability concatenated
ML, Neural based or finetuned (Solaiman et al.,
2019; Kumarage et al., 2023; Shah et al., 2023;
Nguyen-Son et al., 2017; Mindner et al., 2023; Ku-
marage and Liu, 2023).

3 Proposed Model

We use a fusion model that combines stylometric
features with PLM embeddings, fine-tuned together
for binary classification of AI vs. human text.

3.1 Stylometric Features
The stylometric features aim to capture different
stylistic signals within a given text. As mentioned
in Table 1, the stylometric features capture stylis-
tic signals in three categories: Phraseology (how
the author organizes words and phrases), Lexical
Diversity (measures how varied the author’s vocab-
ulary), and Syntactic Diversity (author structured
sentences and conveying emotions), definition of
these features mentioned in Section A.2.1

3.2 Model
For each text input instance, we first extract the
stylometric features as vector sF ∈ RF where F

is the number of stylometric features as mentioned
in Table 1 then apply LIME (Local Interpretable
model-agnostic Explanations) to select the most
distinguishing feature as a vector sf ∈ Rf , where f
is the number of important features. These features
help distinguish between human and AI-texts.

To capture the dependencies within the stylo-
metric features, we apply a self-attention mecha-
nism over the stylometric features, producing an
attention-weighted vector satt = Attention(sf ).
This attention function assigns weights to each
stylometric feature based on its relevance to the
dependency between the features.

In parallel, we obtain the CLS token embedding
from the final hidden layer of the PLM, denoted
as hCLS. This embedding captures the semantic
meaning of the entire input text.

Next, we concatenate the attention-weighted sty-
lometric vector satt with the CLS token embedding
hCLS to create a combined feature vector fconcat,
defined equation 1. This vector is then passed
through the classification network which is layer-
wise freezing during fine-tuning. Let the PLM
layers be represented as l1, l2, . . . , ln, where l1 is
the lowest layer and ln is the highest. We freeze the
parameters θl1 , . . . , θlk of the lower layer, which
are initialized with pre-trained weights that pre-
serve general linguistic representations, and update
θlk+1

, . . . , θln for higher layers, as in equation 2,
Here, k is a hyperparameter that determines how
many of the lower layers of the pre-trained model
remain frozen, retaining their general linguistic rep-
resentations while the higher layers are fine-tuned.

fconcat = [satt;hCLS] (1)

Lfine-tune =
n∑

i=k+1

L(θli) (2)

The parameters θlk+1
, . . . , θln transform fconcat
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Stylometry Analysis Feature Sets

Phraseology
Word count, Sentence count, Paragraph count, Mean, Standard deviation
of word count per sentence, Word count per paragraph, Total punctuation
count, Exclamation count and Sentence count per paragraph

Lexical Diversity
Syllables count, Comma count, Stopwords count, Unique words count,
Lexical Diversity, Type token ratio, Flesch reading ease, Flesch Kincaid
grade and Gunning fog

Syntactic Diversity Sentiment polarity, Sentiment subjectivity, Proportion of nouns, Proportion
of verbs, Proportion of adjectives and Proportion of adverbs

Table 1: Different stylometric feature categories and corresponding feature sets (Mindner et al., 2023) (defined in
A.2.1 and for detail result A.3)

into r, which is then passed through the final layer
ln for classification.

The final layer ln generates the output represen-
tation r, which is then passed through a softmax
activation function to compute the class probabil-
ities pθ(y|r), where y ∈ 0, 1 indicates the class
of the text (0 for "human-written" and 1 for "AI-
generated"). The softmax function is defined as:

pθ(y|r) =
exp(WT

y r+ by)∑
y′ exp(W

T
y′r+ by′)

(3)

To address class imbalance, we apply focal loss,
which modifies the cross-entropy loss by focusing
more on difficult-to-classify examples. The focal
loss for an input r and label y is given by:

Lfocal = −α(1− pθ(y|r))γ log(pθ(y|r)) (4)

Here, α is a balancing factor for class importance,
and γ is a focusing parameter that down-weights
easy examples. The focusing parameter γ is typi-
cally set between 0 and 5, with higher values mak-
ing the model focus more on hard-to-classify in-
stances. Specifically, γ controls the rate at which
the modulating factor (1 − pθ(y|r))γ reduces the
loss for well-classified examples. The model is
trained using focal loss and optimized through
backpropagation.

In the testing phase, each text input instance is
passed to the the trained model and the output r is
processed by the softmax function to predict the
class ŷ = argmaxy pθ(y|r).

Model performance is evaluated using accuracy,
Macro precision, Macro recall, and Macro F1-score
which are discussed in Results section.

4 Experiments

4.1 Dataset

For each task, there are three datasets provided
by (Chowdhury et al., 2025): Train, Dev and Test.
Training and development data with labels (AI or
human) for the development phase and for the eval-
uation phase, testing data without labels for both
tasks. All descriptions with respect to the size of
data set is mentioned in Table 2.

Data Train Dev w/o label

#AI #Human #AI #Human #Dev #Test

English 1467 629 391 1235 567 1130

Arabic 925 1145 299 182 293 886

Table 2: Dataset count distribution across training, de-
velopment, and testing set.

4.2 Experimental Setup

For both Subtasks, the hyperparameters include an
epoch size ranging from 50 to 250, while the batch
size is fixed at 32, determined by the available GPU
resources. Further details of the experimental setup
are presented in Section A.1.

4.3 Feature and Model Selection

To improve model interpretability, we use LIME as
mentioned (Ribeiro et al., 2016) for feature selec-
tion, helping identify the most influential features
for detecting AI-generated text. Feature details of
LIME are presented in Appendix A.2.1.

For subtask A (English essays), calculate the lin-
guistic and stylometric characteristics mentioned in
Table 1. LIME highlights such as average sentence
length, number of stop words, type token ration,
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model Feature F1

Baseline (n-gram) - 0.478
RoBERTa-base - 0.462
BERT-base-uncased - 0.567
DeBERTa-base - 0.617
BERT-base-uncased Yes 0.818
RoBERTa-base Yes 0.796
DistilBERT-base-uncased Yes 0.931
DeBERTa-base Yes 0.978

Table 3: model Performance of Macro F1 on test Data
with and without Features for Subtask A English

etc., are the top 12 most discriminative character-
istics. For subtask B (Arabic essays), 11 features
such as Sentiments and Flesch reading ease are
highly discriminative features after applying LIME.
However, certain features, such as part-of-speech
(POS) tags are less straightforward in Arabic due
to its rich morphology, lack of strict word order,
and complex inflectional system compared to lan-
guages like English.. Details of features are given
in Section A.3.

For this experiment, we consider pretrained lan-
guage models such as RoBERTa (Liu, 2019), BERT
(Devlin, 2018), DeBERTa (He et al., 2020), and
DistilBERT (Sanh, 2019) for Subtask A, which fo-
cuses on English essays. For Subtask B, we use
multilingual pretrained language models, includ-
ing XLM-RoBERTa (Wiciaputra et al., 2021) and
AraBERT (Antoun et al., 2020), both of which are
transformer-based models designed for understand-
ing the Arabic language.

5 Results and Analysis

Table 3 (for English) and Table 4 (for Arabic) show
the results of the test dataset. The baseline re-
sults were provided by the organizer, while all
other results are based on our experimental findings.
For Subtask A, our proposed model, the fusion
of DeBERTa-base and the symmetry characteris-
tics, achieves the highest score of 0.978 on testing
dataset. For Subtask B, our proposed model, Fu-
sion of AraBERT and Stylometry features, achieves
the best performance with an F1 score of 0.9429.
Notably, in Subtask A, other models also show
competitive performance when combined with fea-
tures. In Subtask B, AraBERT without features
achieves an impressive F1 score of 0.9214, lever-
aging its design tailored to the Arabic language

to effectively capture its unique linguistic features.
Such Arabic-specific models are optimized for the
language’s morphology and syntax, often providing
slight performance advantages in specialized tasks.
Figure 2 illustrates the confusion matrix for the de-
velopment dataset using our proposed models for
both subtasks. It can be observed that Arabic data
tend to be misclassified more frequently compared
to English data.

Table 5 highlights the strong performance of
our final models, which secured 10th position in
Subtask A (English) and 13th position in Subtask
B (Arabic) in the official task rankings.

model Feature F1

Baseline (n-gram ) - 0.4605
XLM-RoBERTa-base - 0.9188
AraBERT v02 - 0.9214
XLM-RoBERTa-base Yes 0.9414
AraBERT v02 Yes 0.9429

Table 4: model performance of Macro F1 on Test Data
with and without Features for Subtask B Arabic

Figure 2: Performance Metrics on development Dataset

Task Acc. P R F1 Rank

A-English 0.978 0.968 0.984 0.975 10
B-Arabic 0.942 0.949 0.919 0.932 13

Table 5: Leadboard Score of Our Final model

6 Conclusion

The unethical misuse of LLMs in academic con-
texts poses challenges to integrity, highlighting the
need for effective AI-generated text detection. Our
fusion model, combining stylometric features with
PLM embeddings, addresses 3 key challenges iden-
tifying highly discriminative ones using LIME, fo-
cal loss for addressing class imbalance and apply
layer-wise freezing during fine tuning to capture
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task-specific stylistic differences in essays. These
strategies have significantly improved model per-
formance. For Subtask A (English), our DeBERTa
+ features model achieved a Macro F1 score of
0.978, while for Subtask B (Arabic), the AraBERT
+ features model scored 0.9429. Future work may
refine these techniques to further enhance model’s
classwise F1 and generalization.
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A Example Appendix

A.1 Details of Experimental Setups
As mention in Table 6, We employ two experi-
mental setups. In the first, we fine-tune the Pre-
Trained Language model (PLM) independently for
each subtask over 50 epochs, using the Adam op-
timizer with a learning rate of 2 × 10−5 and L2
regularization (weight decay 0.01). The second
setup uses the PLM for training with batch nor-
malization, and 0.5 dropout. The model is trained
with a 2 × 10−5 learning rate, L2 regularization
of 0.01, and early stopping after 25 epochs. Fo-
cal loss addresses class imbalance, emphasizing
hard-to-classify examples. All experiments are im-
plemented in PyTorch (Paszke et al., 2019), for
efficient training and handling of large datasets.

Hyperparameter Setup: Fine-tuning
PLM

Epochs 10-250
Batch Size 5
k 6 layer
Learning Rate 2× 10−5

Optimizer Adam
L2 Regularization Weight decay: 0.01
Loss Function Focal Loss

Table 6: Hyperparameter settings for Setup 1: Fine-
tuning PLM.

Figure 3: LIME Explanation for Subtask B as men-
tioned in (Ribeiro et al., 2016)

A.2 Stylometry Analysis Feature Sets
A.2.1 Phraseology
The phraseology features analyze the structure of
the text, such as word, sentence, and paragraph
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counts, along with punctuation-related features like
exclamation counts. These features help in under-
standing how the text is organized and how fre-
quently punctuation marks are used.

A.2.2 Lexical Diversity
• Type-Token Ratio (TTR): A measure of

lexical variety, ratio of UWC and WC, where
UWC is the number of unique words and
WC is the total word count.

• Flesch Reading Ease (FRE): A readability
test:

FRE = 206.835−1.015×
(
WC

SC

)
−84.6×

(
SC

Syllables

)

• Flesch-Kincaid Grade (FKG): A readability
metric indicating the U.S. school grade level
required to understand the text:

FKG = 0.39×
(
WC

SC

)
+11.8×

(
Syllables
WC

)
−15.59

• Gunning Fog Index (GFI): A readability test
estimating the years of formal education re-
quired to understand the text:

GFI = 0.4×
(
WC

SC
+ 100× Complex Words

WC

)

where complex words are those with three or
more syllables.

A.2.3 Syntactic Diversity
Sentiment Polarity measure of the emotional
tone of the text, ranging from -1 (-ve) to 1
(+ve).Sentiment Subjectivity measure of how sub-
jective or opinion-based the text is, usually ranging
from 0 (objective) to 1 (subjective).

A.3 Features Analysis of English & Arabic
Table 8 and Table 7 compare linguistic and stylo-
metric features between AI-generated and human-
written essays in English and Arabic. For instance,
in English essays, AI texts exhibit higher average
word counts (321.37 vs. 254.0) and sentence counts
(13.22 vs. 9.0). Similarly, in Arabic essays, AI
texts display longer average word counts (215.11
vs. 251.17) but fewer unique words (136.84 vs.
169.37). Other features, such as readability scores
(e.g., Flesch Reading Ease), sentiment metrics, and
part-of-speech proportions, indicate stylistic differ-
ences, highlighting AI’s more mechanical and less
nuanced language use compared to humans.
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Figure 4: Distribution of features for AI and Human labels.

# Feature Max Min Avg

AI Human AI Human AI Human

1 num_words 1555 664 45 54 215.11 251.17
2 num_sentences 223 38 2 1 13.34 7.13
3 avg_sentence_length 453 524 5.94 5.60 17.39 73.09
4 num_syllables 1356 592 54 51 202.34 239.95
5 num_characters 6759 2996 164 199 1042.74 1130.41
6 num_stopwords 444 196 0 9 44.75 61.10
7 num_unique_words 254 442 8 42 136.84 169.37
8 flesch_reading_ease 117.26 116.45 -336.55 -382.23 105.15 53.02
9 flesch_kincaid_grade 172.50 190.00 -2.00 -1.70 2.64 22.80
10 avg_word_length 8.23 6.77 3.64 3.22 4.87 4.42
11 type_token_ratio 0.92 0.91 0.01 0.44 0.66 0.70
12 comma_count 23 57 0 0 0.14 0.73
13 period_count 222 97 2 0 13.33 7.72
14 exclamation_count 1 14 0 0 0.00 0.18
15 lexical_diversity 0.92 0.91 0.01 0.44 0.66 0.70

Table 7: Feature Statistics for AI and Human Texts for Arabic Essay (Subtask B).

# Feature Max Min Avg

AI Human AI Human AI Human

1 #words 471.0 254.0 321.37 449.0 174.0 332.21
2 #sentences 19.0 9.0 13.22 30.0 3.0 13.68
3 avg. sentence length 33.22 17.78 24.48 92.0 12.74 26.16
4 #syllables 770.0 372.0 504.96 680.0 218.0 467.32
5 #characters 2412.0 1254.0 1609.69 2212.0 703.0 1518.70
6 #stopwords 169.0 82.0 118.84 209.0 77.0 141.71
7 #unique words 243.0 89.0 149.73 251.0 101.0 168.19
8 flesch reading ease 69.31 2.85 34.67 81.93 13.35 53.25
9 flesch kincaid grade 17.8 8.3 13.71 25.6 5.5 11.17
10 gunning fog 18.68 9.72 13.89 26.74 6.72 12.52
11 #comma 42.0 10.0 22.42 38.0 1.0 15.72
12 #period 23.0 9.0 13.52 31.0 4.0 14.58
13 #exclamation 0.0 0.0 0.0 3.0 0.0 0.03
14 type token ratio 0.602 0.312 0.466 0.663 0.352 0.508
15 lexical diversity 0.602 0.312 0.466 0.663 0.352 0.508
16 sentiment polarity 0.380 -0.023 0.155 0.355 -0.138 0.130
17 sentiment subjectivity 0.709 0.208 0.445 0.722 0.284 0.472
18 pos proportion noun 0.330 0.171 0.255 0.322 0.144 0.230
19 pos proportion verb 0.180 0.064 0.113 0.193 0.067 0.119
20 pos proportion adj 0.179 0.049 0.112 0.176 0.038 0.089
21 pos proportion adv 0.088 0.006 0.040 0.098 0.011 0.048

Table 8: Linguistic and Stylometric Features Comparison in English Essays.
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Abstract

In today’s digital landscape, distinguishing
between human-authored essays and content
generated by advanced Large Language Mod-
els such as ChatGPT, GPT-4, Gemini, and
LLaMa has become increasingly complex. This
differentiation is essential across sectors like
academia, cybersecurity, social media, and ed-
ucation, where the authenticity of written mate-
rial is often crucial. Addressing this challenge,
the COLING 2025 competition introduced Task
2, a binary classification task to separate AI-
generated text from human-authored content.
Using a benchmark dataset for English and
Arabic, developing a methodology that fine-
tuned various transformer-based neural net-
works, including CNN-LSTM, RNN, Bi-GRU,
BERT, DistilBERT, GPT-2, and RoBERTa. Our
Team_CNLP-NITS-PP achieved competitive
performance through meticulous hyperparam-
eter optimization, reaching a Recall score of
0.825. Specifically, we ranked 18th in the En-
glish sub-task A with an accuracy of 0.77 and
20th in the Arabic sub-task B with an accuracy
of 0.59. These results underscore the potential
of transformer-based models in academic set-
tings to detect AI-generated content effectively,
laying a foundation for more advanced methods
in essay authenticity verification.

1 Introduction

Large Language Models (LLMs), such as Chat-
GPT 1 have made remarkable advances in gen-
erating human-like text responses, leading to di-
verse and sophisticated outputs tailored to specific
prompts. While these advancements open up exten-
sive practical applications, they also present chal-
lenges, including concerns over academic integrity
and questions surrounding actual authorship. Con-
siderable research has been devoted to distinguish-
ing Machine-Generated Texts (MGT) from Human-
Written Texts (HWT). This has primarily involved

1https://chatgpt.com/

model-based techniques (Wang et al., 2023; Bhat-
tacharjee et al., 2023) and statistical analysis meth-
ods to examine distinct text characteristics (Hans
et al., 2024). Several platforms like GPTZero (Tou-
vron et al., 2023) and Sapling have effectively dif-
ferentiated MGT from HWT.

Detection of MGT has commonly employed a bi-
nary classification approach to distinguish between
MGT and HWT. However, advancements in LLMs
have blurred these distinctions, challenging the ef-
ficacy of straightforward classification techniques.
For instance, in statistical detection, the linguistic
features of an MGT might closely resemble those
typically found in HWT, leading to potential mis-
classification. Similarly, model-based approaches
often need help to generalize effectively; they are
typically trained on specific datasets or models and
may not perform as accurately as newer models
emerge with distinct characteristics. Additionally,
many detection systems need more transparency.
Although some detection tools attempt to integrate
explanatory elements, they often fail to deliver in-
sightful interpretations, as observed in evaluations
of models like GPTZero (Touvron et al., 2023).

2 Related Work

Zero-shot detection methods leverage statistical at-
tributes to differentiate MGT from HWT. Research
in this area has explored various Language Model
(LM) driven features such as entropy (He et al.,
2023), average log probability scores (Solaiman
et al., 2019), and perplexity (Wu et al., 2023) as in-
dicators. As LMs advance, generating increasingly
sophisticated text, recent zero-shot detection meth-
ods (Mitchell et al., 2023) have evolved to capture
high-level characteristics in generated content.

One notable zero-shot detection model, Binoc-
ulars (Hans et al., 2024), uses LMs to make next-
token predictions across text positions. By analyz-
ing the log perplexity ratio relative to baseline text,
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Binoculars identifies nuanced discrepancies that
help distinguish MGT from HWT effectively. This
technique represents an essential advancement in
zero-shot detection, adapting to the sophisticated
language features characteristic of current LLM
outputs.

3 Methodology

3.1 Problem Statement

This research aims to develop a classification sys-
tem that can identify machine-generated essays,
uphold academic integrity, and mitigate the mis-
use of LLMs in educational contexts. The system
receives as input a set of essays authored by both
human writers (including native and non-native
speakers) and by LLMs in both English and Arabic
languages.

This task is defined as a binary classification
problem, aiming to classify each essay as machine-
generated or human-authored. The problem can be
formally stated as follows:

• Input: A text sample E consisting of n to-
kens, where E = {w1, w2, . . . , wn}.

• Output: A binary label y ∈ {0, 1}, where:

– y = 0 denotes a human-authored essay,
– y = 1 denotes a machine-generated es-

say.

To approach this classification task, features
F (E) = {f1, f2, . . . , fm} are extracted from each
essayE, capturing various linguistic, syntactic, and
semantic characteristics. These features may in-
clude lexical patterns, syntactic structures, token
frequency distributions, and transformer-based em-
beddings tailored to English and Arabic text prop-
erties.

The classification model f : E → y seeks to as-
sign a probability P (y = 1|E) that represents the
likelihood of the text E being machine-generated.
The model’s performance is evaluated on a large
corpus of annotated text samples, aiming to achieve
robust classification across different linguistic pro-
files and LLM-generated writing styles.

3.2 Dataset Description

The dataset comprises essays authored by humans
alongside texts generated by various AI models
(Chowdhury et al., 2025). Human-written essays
were sourced from the ETS Corpus of Non-Native

Written English 2. For AI-generated content, we
utilized outputs from seven distinct open and closed
LMs, including GPT-3.5-Turbo, GPT-4o, GPT-4o-
mini, Gemini-1.5, Llama-3.1 (8B), Phi-3.5-mini,
and Claude-3.5. Tables 1,2 present the dataset
statistics for English and Arabic. Additionally, Fig-
ures 1 and 2 provide a visual comparison between
human and AI-generated essays for English and
Arabic datasets, respectively.

Label English
Train Count Dev Count

Human 629 1235
AI 1467 391

Total 2096 1626

Table 1: Dataset Label Counts for English Train and
Development

Label Arabic
Train Count Dev Count

Human 1145 182
AI 925 299

Total 2070 481

Table 2: Dataset Label Counts for Arabic Train and
Development

3.3 System Description

This paper presents our approach to the MGT De-
tection Task 2, aimed at detecting AI-generated
content. The task involves classifying whether a
given text is machine-generated or human-written,
with our solution applied to both Subtask A (En-
glish texts) and Subtask B (Arabic academic es-
says). For Subtask A, we used the DistilBERT
model, while for Subtask B, we employed the
XLM-RoBERTa model. In addition, we used a
rule-based method to extract semantic features like
average line length, vocabulary richness, word den-
sity, POS tags, and stop word frequency to enhance
the model’s ability to detect AI-generated text. The
DistilBERT model generates contextual embed-
dings and is followed by a pre-classifier layer to
refine the output. We added a fully connected layer
to incorporate additional features, using ReLU ac-
tivation and dropout layers to prevent overfitting.
The final output is obtained by concatenating the
features and passing them through a classification

2https://catalog.ldc.upenn.edu/LDC2014T06
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layer with a sigmoid activation to generate prob-
abilities. Our model was trained and used on a
system with an Intel Xeon CPU, 64GB RAM, and
an NVIDIA Quadro GPU. Finally, we achieved an
accuracy of 0.771 in Subtask A and Subtask B with
an accuracy of 0.59. This result demonstrates the
effectiveness of combining transformer-based mod-
els with additional feature-based enhancements in
identifying AI-generated content.

Parameter Value
Activation Function Sigmoid
Optimizer AdamW
Loss Function binary_crossentropy
Learning Rate 2 × 10−5

Batch Size 16
Number of Epochs 05
Dropout 0.3
ModelCheckpoint Yes
EarlyStopping Yes
Patience 2

Table 3: Hyperparameters utilized across all experi-
ments

Model for English Language
To classify human-written versus AI-generated es-
says, we utilize the DistilBERT transformer model
for Sub Task A. DistilBERT is a streamlined ver-
sion of the original BERT model, designed for
computational efficiency without compromising
the core interpretative capabilities of BERT. This
optimized model is well-suited for tasks requiring
nuanced linguistic analysis and rapid processing.
DistilBERT’s architecture enables the capture of
complex linguistic patterns and contextual informa-
tion, essential for distinguishing subtle differences
between human-authored and AI-generated con-
tent.

The classifier processes the input text to produce
hidden representations hi for each token. However,
in this model, the final prediction is based on the
hidden representation of the [CLS] token, designed
to capture the aggregated semantic and syntactic
information from the entire sequence. The predic-
tion is computed by applying the softmax function
to the [CLS] token’s hidden state, as shown below:

ŷi = softmax(Wh[CLS] + b) (1)

Here, h[CLS] represents the hidden representation
of the [CLS] token. The parameters W and b are
trainable components of the model. The softmax
function generates a probability distribution across
the two classes: Human-written and AI-generated.
The final classification decision is based on the
class with the highest probability (ŷi).

Model for Arabic Language

To classify human-written versus AI-generated es-
says in Arabic (Sub Task B), we adopted the XLM-
RoBERTa model. XLM-RoBERTa is chosen for its
pre-trained language-specific embeddings, which
enhance its performance across multiple languages.
This model generates detailed contextual embed-
dings for each input sequence and passes them
through a classification layer for predictions. To
improve classification accuracy, we incorporated
additional semantic features, such as vocabulary
richness, average sentence length, and stop word
frequency, which helped capture the distinctions
between AI-generated and human-authored essays.

The final prediction is derived from a weighted
combination of the model’s contextual embeddings
and the extracted semantic features. This allows
for a robust and accurate classification outcome.

Error Analysis: We utilized the XLM-Roberta
model, which was trained on data from 100 lan-
guages, including Arabic. However, this model
was not explicitly fine-tuned for the Arabic lan-
guage, which may limit its performance on tasks
that require a deep understanding of Arabic syntax
and semantics.

3.4 Results Analysis

Among state-of-the-art transformer-based models,
DistilBERT demonstrated strong performance on
the English dataset, while XLM-RoBERTa proved
effective for the Arabic dataset. The DistilBERT
model achieved high results on English text clas-
sification, with a recall of 0.82, an F1-score of
0.77, and an accuracy of 0.77, highlighting the im-
proved performance achieved through ensemble
techniques. In comparison, models for the Arabic
dataset showed relatively lower performance, with
XLM-RoBERTa emerging as the best performer.
XLM-RoBERTa achieved a precision of 0.55, an
F1-score of 0.55, and an accuracy of 0.59. These
results underscore the challenges in achieving com-
parable performance with Arabic models and indi-
cate areas for further optimization in multilingual
transformer-based text classification.

Model Acc Pre Rec F1
DistilBERT-En 0.77 0.784 0.82 0.77
XLM-RoBERTa-Ar 0.59 0.55 0.56 0.55

Table 4: Test Results given by Leaderboard
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Figure 1: Visual Comparison of English Training and
Development Datasets

Figure 2: Visual Comparison of Arabic Training and
Development Datasets

4 Conclusion

This study demonstrates the effectiveness of
transformer-based models, such as DistilBERT and
XLM-RoBERTa, distinguishing between human-
written and AI-generated essays across English
and Arabic. Our Team CNLP-NITS-PP achieved
a high detection recall of 0.825 for English and
an accuracy of 0.590 for Arabic, indicating these
models’ adaptability to diverse linguistic contexts.
Ensemble methods further improved classification
accuracy, underscoring the importance of robust
detection systems as AI-generated content contin-
ues to proliferate. Future research could investigate
additional linguistic features and cross-domain ap-
plications to enhance detection performance and
address the specific challenges observed with Ara-
bic models.

5 Future Work

We utilized the XLM-Roberta model, which was
trained on data from 100 languages, including Ara-
bic. However, this model was not explicitly fine-

tuned for the Arabic language, which may limit
its performance on tasks that require a deep under-
standing of Arabic syntax and semantics. We plan
to explore models specifically fine-tuned on Arabic
datasets for future work. These specialized mod-
els are expected better to understand the nuances
and complexities of the Arabic language, poten-
tially leading to improved accuracy in detecting
AI-generated content in Arabic texts. By focus-
ing on optimized models for Arabic, we aim to
enhance the overall performance of our approach
in this specific context.
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Abstract

This paper assesses the performance of "RA"
in the Academic Essay Authenticity Chal-
lenge, which saw nearly 30 teams participating
in each subtask. We employed cutting-edge
transformer-based models to achieve our re-
sults. Our models consistently exceeded both
the mean and median scores across the tasks.
Notably, we achieved an F1-score of 0.969
in classifying AI-generated essays in English
and an F1-score of 0.957 for classifying AI-
generated essays in Arabic. Additionally, this
paper offers insights into the current state of
AI-generated models and argues that the bench-
marking methods currently in use do not accu-
rately reflect real-world scenarios.

1 Introduction

Large Language Models (LLMs), as advanced arti-
ficial intelligence (AI) systems, have been trained
on vast amounts of text data and can generate, sum-
marize and comprehend human languages with im-
pressive fluency (Naveed et al., 2024). As these
models are based on deep learning architectures,
primarily transformer, they can learn complex lan-
guage patterns and respond end-to-end with im-
pressions very similar to human interaction. Re-
cently, models such as GPT-4, Mistral (Jiang et al.,
2023), LLaMA (Touvron et al., 2023), etc have
enabled significant advances in AI language pro-
cessing for natural language understanding and gen-
eration tasks.

Their promise, however, raises serious ethical
and social concerns about honesty, transparency,
and misuse (Abdurahman et al., 2024). A major
area where AI could create change is education.
AI offers personalized learning, providing students
with tailored resources that enhance effectiveness.
However, the accessibility of writing tools ques-
tions academic integrity, as students may bypass
essential learning processes that promote critical
thinking, creativity, and problem-solving skills.

Addressing these challenges is crucial for max-
imizing AI’s benefits while minimizing its risks.
The Academic Essay Authenticity 2024 Shared
Task (Chowdhury et al., 2025) focuses on creating
systems to distinguish human-written text from AI-
generated content and provides a validation dataset.
Our model builds on recent efforts by fine-tuning
multiple language models using an ensemble ap-
proach. This paper covers data analysis, pipeline,
results, related work, and future directions, high-
lighting real-world improvements.

2 Related Work

This section examines recent advancements in de-
tecting content generated by large language models
(LLMs). With the rapid adoption of LLMs and as-
sociated challenges, researchers have increasingly
focused on this area. Numerous studies have intro-
duced systems employing both deep learning and
traditional machine learning to address the authen-
ticity and reliability concerns of AI-generated con-
tent across various fields. The widespread use of
AI-generative models has fueled the development
of methods to detect text generated by these mod-
els, especially to safeguard integrity in domains
such as education. Broadly, classification meth-
ods fall into two categories: white-box and black-
box approaches. White-box methods require direct
model access and include techniques like word-
level probability analysis, perturbations (Mitchell
et al., 2023), and local rank perturbations. In con-
trast, black-box methods work without model ac-
cess and include supervised learning with linguistic
features (Prova, 2024), supervised learning with
pretrained LMs (Wang et al., 2023), and regener-
ation techniques. Recent years have also seen the
creation of various datasets aimed at advancing AI-
generated text detection (Fraser et al., 2024), along-
side shared tasks dedicated to developing novel, ro-
bust approaches (Sarvazyan et al., 2023; Fivez et al.,
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2024; Molla et al., 2023). However, a research gap
persists in detecting AI-generated text in Arabic.
The datasets for Arabic are often sourced from var-
ious resources, lacking cohesion and presenting
limited challenge. Notably, a specialized dataset
for Arabic was created to aid model development
but contains only 1,000 examples (Alshammari and
EI-Sayed, 2023).

3 Dataset & Task Description

The shared task on Academic Essay Authenticity
Challenge1consists of two main subtasks. Each
subtask will be discussed in details in the following
subsections. The provided dataset primarily com-
prises essays created either by a human or through
promopting a generative language model. The sub-
sequent subsections will present an overview of
the distribution for each dataset, emphasizing the
challenges posed by imbalances and a complete
description of each dataset.

3.1 Subtask A: English Academic Essay
Authenticity

The first subtask is a binary classification problem
where essays given are classified into two distinct
classes: "Human-Generated", and "AI-Generated".
Table 1 illustrates the data distribution for the dif-
ferent classes within the dataset. The dataset com-
prises essays written by both human authors and AI
systems. The human-authored essays have been cu-
rated from the ETS Corpus of Non-Native Written
English. For the AI-generated content, we utilized
seven diverse models, both open-source and propri-
etary, including GPT-3.5-Turbo, GPT-4o, GPT-4o-
mini, Gemini-1.5, Llama-3.1 (8B), Phi-3.5-mini,
and Claude-3.5.

Training Validation
Human 629 1235
AI 1467 391
Overall 2096 1626

Table 1: Subtask A’s Dataset Distribution.

3.2 Subtask B: Arabic Academic Essay
Authenticity

The second subtask is a binary classification prob-
lem where essays given are classified into two
classes: "Human-Generated", and "AI-Generated".

1https://codalab.lisn.upsaclay.fr/competitions/20118

Table 2 illustrates the data distribution for the dif-
ferent classes within the dataset.

Training Validation
Human 1145 182
AI 925 299
Overall 2070 481

Table 2: Subtask B’s Dataset Distribution.

3.3 Data Preprocessing

For both subtasks, no additional data preprocessing
steps were applied beyond those inherent to the
models themselves. This decision was based on
the rationale that AI models, unlike humans, ex-
hibit distinctive patterns in their writing, such as
the frequency of punctuation marks and spelling
accuracy, among other aspects, which can serve as
discriminative features for our models.

4 Methodology

4.1 Language Models

Several language models were experimented with
through the process of fine-tuning, driven by their
remarkable performance in the context of our spe-
cific topic, We finetuned RoBERTa (Liu et al.,
2019), XLM-RoBERTa (Conneau et al., 2020),
mBERT and DeBERTa (He et al., 2021) for sub-
task A. All of the models showed similar perfor-
mance on the validation set but for mBERT which
has a slightly less performance. As for subtask B,
we fine-tuned AraBERT (Antoun et al., 2020), Ar-
BERT and MarBERT (Abdul-Mageed et al., 2021).
AraBERT showed superior performance in terms
of F1-score on all of the subtask as will be shown
in the results section.

4.2 Loss Function

In the experimentation with various loss functions
to optimize model performance, several options
were tested, including Cross-Entropy Loss, Focal
Loss, Tversky Loss, and Dice Loss. Each of these
loss functions was evaluated based on their ability
to handle class imbalance and improve the model’s
predictive accuracy. It was found that Focal Tver-
sky Loss (Abraham and Khan, 2018) and Dice Loss
(Li et al., 2020) produced the best results in terms
of balancing sensitivity and specificity. However,
Dice Loss was ultimately chosen for its superior
performance, as it consistently outperformed the
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others in handling overlapping classes and achiev-
ing higher overall performance during the valida-
tion phase. Therefore, Dice Loss was selected as
the final loss function for the model.

Dice Loss = 1− 2 ·∑ ytrue · ypred + ϵ∑
y2pred +

∑
y2true + ϵ

(1)

4.3 Majority Voting

Majority voting is an ensemble technique where
multiple classifiers make predictions, and the final
prediction is based on the most frequent class label.
This method helps mitigate issues like overfitting
and bias by combining the strengths of different
models, leading to improved accuracy and robust-
ness. It reduces the impact of errors from individual
classifiers, providing a more reliable and general-
ized prediction. Equation 2 illustrates majority
voting.

ŷ = arg max
c∈{c1,c2,...,ck}

n∑

i=1

δ(yi = c) (2)

4.4 Experiment Settings

The training procedure was conducted using Kag-
gle’s 2 free-to-use platform, which provides 29 GB
of RAM, a 16 GB NVIDIA P100 GPU, and Python.
The autofit functionality from ktrain (Maiya, 2022)
was utilized, incorporating a triangular learning
rate policy (Smith, 2017).

Hyperparameter Task 3 Task 6
Epochs 5 5
Learning Rate 2e-5 1e-5, 2e-5
Batch Size 8 8, 4
Max length 350 350
Optimizer Adam Adam
Early Stopping Patience 3 3
Reduce On Plateau 2 2
Loss Function Dice Loss Dice Loss

Table 3: Training Hyperparameters. Parameters shown
for RoBERTa, DeBERTa and XLM-RoBERTa for tasks
A and AraBERT for task B, respectively.

5 Results

5.1 Subtask A

Table 4 illustrates our ensemble-based model’s per-
formance on the test set . The Ensemble-based

2https://www.kaggle.com/

model used a majority voting scheme for De-
BERTa, Roberta and XLM-RoBERTa. Our ap-
proach ranked 12th in the overall rankings leader-
board.

Model Precision Recall F1-
Score

Top-3 Ensemble 0.975 0.964 0.969

Table 4: Results For Subtask A.

This straightforward, quick-to-train, and easy-to-
implement online learning upon approach secured
12th place in Subtask A. We opted for a relatively
simple model to demonstrate that current basic
methods can effectively handle datasets, though
they may encounter challenges in real-world appli-
cations.

5.2 Subtask B
Table 5 illustrates our ensemble-based model’s per-
formance on the test set . The Ensemble-based
model used a majority voting scheme for differ-
ent fine-tuned version of AraBERT. Our approach
ranked 6th in the overall rankings leaderboard.
This straightforward, quick-to-train, and easy-to-

Model Precision Recall F1-
Score

Top-3 Ensemble 0.956 0.959 0.957

Table 5: Results For Subtask A.

implement online learning upon approach secured
6th place in Subtask B. We opted for a relatively
simple model to demonstrate that current basic
methods can effectively handle datasets, though
they may encounter challenges in real-world appli-
cations.

6 Discussion and Future Work

The relative success of our model highlights the
potential for language models to serve as effec-
tive tools for detecting AI-generated text. How-
ever, we believe that the current benchmarking and
fine-tuning approaches have certain limitations, par-
ticularly because they overlook the complexities
present in real-life scenarios. Unlike controlled
experimental settings, practical applications of AI
detection face a range of unpredictable variables
that make straightforward classification difficult.

In recent years, various tactics have emerged
among internet users to bypass AI detectors. Some
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of these strategies involve adding "human" fea-
tures to the text, such as intentional spelling mis-
takes, varied linguistic complexity, shifts between
active and passive voice, or even missed punctua-
tion marks. Other methods aim to modify the gen-
erated text from the model’s perspective, employ-
ing techniques like repetitive paraphrasing, con-
textual word substitutions, random alterations (in-
cluding word swaps or deletions), and sentence-
level rearrangements. More advanced strategies in-
clude combining outputs from multiple models or
utilizing auto-completion to produce hybrid texts,
adding further layers of complexity.

This phenomenon has been explored extensively
in the literature concerning English essays (Perkins
et al., 2024). Yet, to our knowledge, it remains
largely unexplored in the context of Arabic lan-
guage detection. Given the linguistic richness
and structural complexity of Arabic, this language
poses unique challenges for models fine-tuned on
existing datasets, potentially requiring new and spe-
cialized approaches for effective detection.

Developing a comprehensive dataset that encom-
passes all these approaches and beyond is an excit-
ing direction for us. Additionally, we believe that
multilingual language models, despite their impres-
sive capabilities, exhibit a distinct linguistic signa-
ture. This opens up opportunities for research into
the multilingual aspect, where data from various
sources—such as generative models and multiple
languages—can be utilized to train our detectors,
allowing us to observe the effects of multilingual
data.

7 Conclusion

This paper introduces an approach for detecting
academic authenticity using an ensemble of lan-
guage models. Despite its simplicity, the method
achieves high performance after only a few epochs.
While this is advantageous, it also has drawbacks.
The straightforward nature of the approach, when
trained on benchmark datasets, may not accurately
represent its performance in real-world scenarios.
We discuss several factors that could challenge the
model’s effectiveness and call on researchers to
address these challenges in future work.
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Abstract
This paper describes a simple yet effective
method to identify if academic essays have
been written by students or generated through
the language models in English language. We
extract a set of style, language complexity, bias
and subjectivity, and emotion-based features
that can be used to distinguish human-written
essays from machine-generated essays. Our
methods rank 6th on the leaderboard, achieving
an impressive F1-score of 0.986.

1 Introduction

The emergence of large language models (LLMs)
such as ChatGPT, GPT-4, Claude, and other simi-
lar applications has revolutionized text generation,
creating highly coherent and human-like essays.
While these advancements hold promise for edu-
cational tools and creative writing, they also pose
significant challenges to academic integrity. Specif-
ically, misusing machine-generated essays in ed-
ucational settings threatens to undermine genuine
learning and assessment. To address this issue,
the task of distinguishing between human-authored
and machine-generated essays has gained critical
importance. This binary classification task focuses
on identifying English-language essays as machine-
generated or human-written. The task’s details are
outlined in the task overview paper (Chowdhury
et al., 2025).

An ideal text detector should be accurate, easy to
train and should be robust to any adversarial attacks.
It should be easy to train, inference should be fast
and probably is agnostic to the machine learning
model that is used to generate the text.

Our approach involves identifying key textual
features based on style and statistical counts of
specific words, words involving complexity, bias,
affect, and moral features. By transforming the
text into various feature spaces and using the trans-
formed vectors to train simple classical ML algo-
rithms.

Participation in this task revealed several key in-
sights. Our system achieved 6th position on the
leaderboard. However, challenges persist in distin-
guishing highly sophisticated machine-generated
texts from essays written by proficient human au-
thors, particularly in cases where LLMs simulate
idiosyncratic human writing styles. This highlights
the need for further exploration of subtle linguistic
markers and the inclusion of diverse training data.
Quantitatively, our system achieved an F1 score of
0.986 on the test set, achieving 6th position on the
leaderboard. We have made our codebase publicly
available 1 to facilitate future research in this area.
We hope this encourages further innovation and
collaboration in safeguarding academic integrity
through advancements in machine-generated text
detection.

2 Related Work

Ever since Large Language Models have started
to generate coherent, human like text, the task of
identifying machine generated task has gained sig-
nificant attention. As the complete list of works for
detecting machine generated text is exhaustive, we
list some of the key works that attempt to identify
machine generated text.

Primarily, the methods can be broadly catego-
rized into 3 categories: Methods involving lan-
guage specific features with simple ML models.
These models usually use a simple Bag of Words
or extract specific linguistic features and train tra-
ditional classification models like Logistic Regres-
sion, SVM, Random Forests or a simple neural
network on the extracted feature values. The ad-
vantages with these kind of models is that they are
quick to train and evaluate.

Methods involving fine-tuning a transformer (en-
coder or decoder only) models. These models usu-
ally use a transformer encoder architecture like

1https://github.com/saradhix/COLING25_DAIGen_Task2
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BERT, RoBERTa or a decoder only architecture
like GPT to learn a classifier. This involves fine-
tuning the model on both the classes of data. As the
models are originally pretrained on large quantities
of text, these models can understand the structure
of the text.

Methods that have the text generation model
available. These methods use a language model and
compute per-token probability and per-token ranks
in the predicted next token distribution. These
methods use these probabilities to train a simple
classifier that are used to train classifier models.
The primary disadvantage of these methods is that
they require the text generation model to compute
the token probabilities. In the real-world, access to
the model that is used to generate the text may not
be possible.

The creators of GPT model Solaiman et al.
(2019) develop a simple model that uses tf-idf fea-
tures on unigrams and bigrams fed to a logistic re-
gression model for identifying text generated from
GPT-2 models with an accuracy of 88%.

Uchendu et al. (2020) train simple models on
psychological features with simple neural network
architectures to determine if an article is written by
a human or a language model.

Zellers et al. (2019) develop a model on top of
GROVER model that can identify fake news ar-
ticles written by GPT-2. Solaiman et al. (2019)
fine-tune RoBERTa model for the task to identify
the texts generated by the largest variant of the
GPT-2 model with an accuracy of 95%.

Fagni et al. (2021) show that a fine-tuned
RoBERTa model can spot machine generated
tweets from human tweets with over 90% accu-
racy.

Gehrmann et al. (2019) develop a tool GLTR 2

that uses the per-token probability and per-token
rank in the predicted next token distribution and the
entropy of the predicted next token to determine if
the text is human written or machine-generated.

Mitchell et al. (2023) introduced DetectGPT, a
zero-shot detection method that leverages the cur-
vature of a language model’s probability function
to identify machine-generated text without requir-
ing any training data. This approach demonstrated
effectiveness across various LLMs and datasets.

Yang et al. (2023) introduced DNA-GPT, a
training-free detection technique that utilizes di-
vergent n-gram analysis. By comparing regener-

2http://gltr.io/

ated text segments with original ones, this method
effectively identified discrepancies indicative of
machine generation, offering a promising direction
for explainable detection.

Wang et al. (2023) developed M4, a benchmark
dataset with texts generated from various gener-
ators, domains, and languages. Their empirical
study revealed that existing detectors often misclas-
sify machine-generated text as human-written, par-
ticularly when encountering unseen generators or
domains, indicating significant room for improve-
ment.

Bao et al. (2023) presented Fast-DetectGPT, an
efficient zero-shot detection method that reduces
computational costs associated with previous ap-
proaches like DetectGPT. By introducing condi-
tional probability curvature, this method offers a
scalable solution for real-time detection applica-
tions.

Li et al. (2024) presented MAGE, a comprehen-
sive testbed evaluating detection methods across
diverse domains and LLMs. They fine-tune a Long-
former Beltagy et al. (2020) that can detect machine
generated content with 86.61% on unseen models.

Dugan et al. (2024) propose RAID, a benchmark
designed to evaluate the robustness of machine-
generated text detectors against adversarial attacks
and unseen models. Their study demonstrated that
many detectors can easily be circumvented, set-
ting a new standard for evaluating and improving
detection methodologies.

3 System Overview

We formulate the problem of identifying the given
essay in English as human-written vs. machine-
generated as a binary text classification problem.
We identify a comprehensive set of linguistically
motivated and statistical features for text analysis.
We transform the essay into this feature space and
use the feature matrix to train classical machine
learning algorithms.

We use a set of style, language complexity, bias
and subjectivity, and emotion-based features of the
text to train machine learning models on these fea-
tures. These features capture the style, syntax, flu-
ency and other psycholinguistic characteristics of
the text. The features have been used to identify
fake news (Horne et al., 2019). The code to extract
these features has been packaged into a Python
package that is easy and fast. 3

3https://github.com/BenjaminDHorne/NELAFeatures
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These features fall broadly into these categories:

1. Style: These include the fraction of quote
characters, exclamation, number of words that
are all capitalized, number of stop words, and
counts of various parts of speech tags and
counts of special characters. 50 features are
identified in this category.

2. Complexity: Type token Ratio, average word
length, word count, Flesch Kincaid Grade
level, smog index, Coleman Liau Index and
Lix scores. There are 7 features in this cate-
gory.

3. Bias: Fraction of bias words, assertatives, fac-
tives, hedges, report verbs, positive opinion
words, negative opinion words. There are 8
features in this category.

4. Affect: These include a fraction of positive
opinion words, neutral opinion words, nega-
tive opinion words, Valence Arousal Domi-
nance (VAD) scores of positive, negative, and
neutral words, word level and sentence level
sentiment scores. There are 9 features in this
category.

5. Moral: These features include counts of
words that indicate Harm Virtue and Vice,
Fairness Virtue and Vice, Authority Virtue
and Vice, Purity Virtue and Vice, and Gen-
eral Morality. There are 11 features in this
category.

We deliberately avoided methods involving
finetuning transformer-based models because we
wanted to develop a lightweight, fast, and scalable
model for detecting machine-generated texts.

4 Experimental Setup

The task organizers have shared a dataset that can
be used to train the various machine-learning mod-
els. The dataset contained a predefined split to be
used for training and evaluation.

The organizers shared the unlabeled test set for
making predictions with the trained models. As
the test set labels are not publicly released, we do
not know the exact number of essays that were
machine-generated vs written by Human in the test
set.

Table 1 mentions the number of samples present
in each of the splits provided by the organizers.

Human Machine Total
Train 629 1467 2096
Dev 1235 391 1626
Test Unknown Unknown 1130

Table 1: Samples in various splits of the dataset

We used the same split as provided by the orga-
nizers. We trained multiple ML algorithms after
transforming the text through feature extraction.
We used the NELA-features python package to ex-
tract features from the text.

We experimented with 4 different machine learn-
ing algorithms: Logistic Regression, Random For-
est, Randomized Decision Trees(Extra Trees), and
XGBoost. We used scikit-learn for training our
models. We have used the default hyperparame-
ters provided by the scikit-learn while training our
models.

The official metric for this task is the macro F1
score.

5 Results

The official test set results scored on CodaLab have
been presented below in Table 3.

Features Model F1 (macro)
All Logistic Regression 0.9949
All Random Forest 0.9729
All Extra Trees 0.9859
All XGBoost 0.9355

Table 3: Results on the official test set

Since only 1 submission is considered for the
final evaluation, we used the model that gave the
best F1-score on the development set.

Table 2 shows the results of different models
with different feature combinations on the develop-
ment set.

From the results of the development set, we ob-
serve that the complexity features were most help-
ful for this task. Using just the complexity features
alone gave very good results, with an F1 score of
0.9916 using Logistic Regression model. Style fea-
tures gave an F1-score of 0.9442 using XGBoost.
Complexity features again gave high performance
of F1-score of 0.9916 with Logistic Regression
model. Moral and Affect features did not perform
as much as the other feature group.

We can observe that models trained with all con-
catenated features gave higher accuracy and F1
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Model → LR RF ExtraTrees XGB
Feature Group ↓ Acc. F1 Acc. F1 Acc. F1 Acc. F1
Style 0.8204 0.7970 0.9699 0.9603 0.9668 0.9565 0.9569 0.9442
Complexity 0.9938 0.9916 0.9477 0.9247 0.9520 0.9315 0.9428 0.9184
Bias 0.2405 0.1939 0.6470 0.6250 0.6648 0.6486 0.7165 0.6846
Affect 0.2970 0.2724 0.7841 0.7533 0.7608 0.7322 0.8272 0.7883
Moral 0.2405 0.1939 0.5480 0.4967 0.5467 0.4944 0.5806 0.5294
All 0.9932 0.9908 0.9938 0.9916 0.9969 0.9958 0.9711 0.9614

Table 2: Dev Set Accuracy and Macro-F1 scores

metric than using any one of the feature groups.
Motivated by the high performance of ‘All fea-

tures’ with Extra Trees model, we trained a model
using all the training and development data. We
used this model to make inferences on the test data.

However, after the shared task deadline has
passed, the organizers have allowed for submitting
the predictions of other models on the official test
set for comparison. Table 3 show that Logistic Re-
gression model with all the features has performed
the best on the test set with an F1-score of 0.9949
that might have placed us in 3rd position.

The official test set results place us in the 6th
position of the leaderboard with an accuracy of
0.9876 and a macro F1 score of 0.9859.

6 Discussion

From the trained models, we found the most im-
portant features that are useful for discriminating
between machine-generated essays and human-
written essays. Table 4 lists the top discriminatory
features. We visualize the distribution of the fea-
ture values in the human-written and ai-generated
classes as histograms to understand them in greater
detail. Here are some of the observations:

• Human essays use more stop words than
machine-generated essays.

• Human essays have less average word length
compared to the essays generated by AI.

• Machine-generated essays have lower read-
ability scores like the Coleman Liau Index,
Lix Readability Index, Smog Index, and the
Flesch Kincaid Grade level. This is because
humans tend to write shorter sentences and
use fewer words per sentence.

• Compared to machine-generated essays, the
usage of coordinating conjunctions is slightly
more in human-written essays.

Rank Feature
1 Fraction of stop words
2 Average Word Length
3 Fraction of punctuations
4 Coleman Liau Index
5 Lix Readability Index
6 Fraction of Existential there
7 Smog Index
8 Fraction of Coordinating Conjunctions
9 Flesch Kincaid Grade Level
10 Type Token Ratio

Table 4: Top 10 most important features

• Human essays have more occurrences of exis-
tential ’there’ usage than AI-generated essays.

Section A, shows the histogram of the top 10
features among both the classes. We can observe
the differences in the distribution of the top 10
features.

7 Conclusion

We conclude that the NELA features can be used to
identify machine-generated text with high accuracy,
as shown through the evaluation of the test set.

We feel that our model is robust to adversarial
inputs through perturbations. As a future work, we
plan to evaluate our model by adversely perturbing
the input. We plan to explore the robustness of our
methods to domain shifts.

References
Guangsheng Bao, Yanbin Zhao, Zhiyang Teng, Linyi

Yang, and Yue Zhang. 2023. Fast-detectgpt: Effi-
cient zero-shot detection of machine-generated text
via conditional probability curvature. arXiv preprint
arXiv:2310.05130.

Iz Beltagy, Matthew E Peters, and Arman Cohan. 2020.
320



Longformer: The long-document transformer. arXiv
preprint arXiv:2004.05150.

Shammur Absar Chowdhury, Hind AL-Merekhi, Muc-
ahid Kutlu, Kaan Efe Keleş, Fatema Ahmad, Tasnim
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A Appendix

Figures 1 to 10 show the histograms of the top
features across the two classes of the essays.

Figure 1: Histogram of the fraction of stopwords

Figure 2: Histogram of Average Word Length

Figure 3: Histogram of the fraction of all punctuation
words
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Figure 4: Histogram of Coleman Liau Index

Figure 5: Histogram of Lix Readability Index

Figure 6: Histogram of Fraction of Existential ’there’

Figure 7: Histogram of Smog Index

Figure 8: Histogram of Fraction of Coordinating Con-
junctions

Figure 9: Histogram of Flesch Kincaid Grade Level

Figure 10: Histogram of Type Token Ratio
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Abstract

This paper presents a comprehensive overview
of the first edition of the Academic Essay Au-
thenticity Challenge, organized as part of the
GenAI Content Detection shared tasks collo-
cated with COLING 2025. This challenge
focuses on detecting machine-generated vs
human-authored essays for academic purposes.
The task is defined as follows: “Given an essay,
identify whether it is generated by a machine or
authored by a human.” The challenge involves
two languages: English and Arabic. During
the evaluation phase, 25 teams submitted sys-
tems for English and 21 teams for Arabic, re-
flecting substantial interest in the task. Finally,
five teams submitted system description papers.
The majority of submissions utilized fine-tuned
transformer-based models, with one team em-
ploying Large Language Models (LLMs) such
as Llama 2 and Llama 3. This paper outlines
the task formulation, details the dataset con-
struction process, and explains the evaluation
framework. Additionally, we present a sum-
mary of the approaches adopted by participat-
ing teams. Nearly all submitted systems out-
performed the n-gram-based baseline, with the
top-performing systems achieving F1 scores
exceeding 0.98 for both languages, indicating
significant progress in the detection of machine-
generated text.

1 Introduction

The rapid progress in Artificial Intelligence (AI)
and the proliferation of generative content pro-
duced by LLMs have introduced transformative op-
portunities across various domains — yet they also
pose profound challenges (Wu et al., 2023). One
such challenge lies in the detection and prevention
of misuse of LLMs in contexts such as fake news,
misinformation, disinformation, and academic dis-
honesty (Tang et al., 2024). For instance, the
volume of AI-generated news on misinformation-
prone websites surged by 457% between January

1, 2022, and May 1, 2023, with a corresponding
increase of 57.3% on mainstream platforms (Han-
ley and Durumeric, 2024). These issues pose sub-
stantial barriers to the broader adoption of LLMs,
thereby limiting their potential across various ap-
plications. Effectively detecting LLM-generated
content is crucial for leveraging the capabilities of
these models while mitigating associated risks.

Researchers have responded to these challenges
through a variety of approaches. Previous methods
include classification algorithms designed to distin-
guish between AI-generated and human-authored
text (Guo et al., 2023), as well as watermarking
techniques (Szyller et al., 2021; He et al., 2022;
Kirchenbauer et al., 2023). These watermarking
approaches strategically embed imperceptible sig-
natures within generated texts, enabling model-
specific identification while maintaining human-
indistinguishable quality. Other recent efforts have
focused on the creation of question-answering
datasets such as M4 (Wang et al., 2024b), gen-
erated by humans and ChatGPT in both English
and Chinese and the associated shared task (Wang
et al., 2024a).

Within academic settings, concerns surrounding
the potential misuse of LLMs have intensified, par-
ticularly regarding academic dishonesty involving
AI-assisted essay writing and problem-solving. Re-
cent research has made considerable progress in
the development of datasets and benchmarking ef-
forts to address these issues. For instance, Yu et al.
(2023) introduced the CHEAT dataset, which fo-
cuses on abstracts from IEEE Xplore, while Wang
et al. (2024b) developed a comprehensive multi-
lingual dataset. Additionally, Dugan et al. (2024)
presented a robust dataset designed to address the
challenge of detecting machine-generated text.

Despite these efforts, large-scale initiatives in
academic contexts remain limited. Hence, this
shared task aims to bridge this gap by tackling the
task of distinguishing AI-generated essays from
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human-authored ones. The challenge attracted sub-
stantial interest, with 99 teams registered to ac-
cess the dataset and 56 teams actively participating
in the development and evaluation phases. In the
evaluation phase, 25 teams submitted systems for
English, and 21 teams participated for Arabic. Fur-
thermore, five teams submitted system description
papers. The majority of participating systems em-
ployed transformer-based models, while one team
utilized state-of-the-art LLMs such as Llama 2 and
Llama 3. Notably, most submissions outperformed
the traditional n-gram-based baseline, signaling
substantial progress in AI-generated content detec-
tion methodologies.

The subsequent sections of this paper are struc-
tured as follows: Section 2 provides a comprehen-
sive review of related work. Section 3 presents
the task formulation and dataset setup. Section
4 presents empirical results and offers a compre-
hensive overview of participating systems. Finally,
Section 5 concludes with a summary of findings
and future directions.

2 Related Work

The detection of AI-generated text relies on an-
alyzing statistical patterns and linguistic features
that distinguish human and machine writing styles.
Zaitsu and Jin (2023) highlight that AI-generated
text tends to use repetitive sentence patterns and
a limited vocabulary, prioritizing clarity over the
nuanced variations of human writing. Similarly,
Weber-Wulff et al. (2023) report that such texts of-
ten exhibit lower syntactic complexity and reduced
lexical diversity, making them identifiable through
these markers. Additionally, Gallé et al. (2021)
report that higher predictability in word n-gram is
a key indicator of machine generated text.

Machine learning approaches have become cen-
tral to AI-generated text detection. Darda et al.
(2023) explored traditional classification algo-
rithms such as Support Vector Machines (SVM)
and Random Forest. Vora et al. (2023) propose a
multimodal approach that uses BERT to analyze
syntactic and semantic features of text and CNN
architectures for image. Mikros et al. (2023) inves-
tigated using stylometric features and transformer-
based models. Their findings showed that ensemble
techniques, particularly those employing majority
voting, outperformed individual classifiers.

There has also been effort to combine different
machine learning approaches. For instance, deep

learning architectures can extract features from text,
while traditional classifiers make predictions based
on these features, leveraging the strengths of both
techniques (Bhattacharjee et al., 2023). Incorporat-
ing user feedback further enhances hybrid models,
enabling them to adapt to real-world usage patterns
(Rashidi et al., 2023).

Despite advancements in detection methodolo-
gies, significant limitations persist. Weber-Wulff
et al. (2023) reveal that many detection tools strug-
gle with high rates of false positives and false neg-
atives, indicating a need for further refinement. Ac-
cording to Perkins et al. (2024), humans naturally
incorporate varying sentence lengths and struc-
tures in their writing, creating what researchers
call “burstiness”—a key feature that distinguishes
human-authored content from AI-generated text.
This variation in writing style, along with oc-
casional grammatical inconsistencies and stylis-
tic irregularities, represents the natural “imper-
fections” that make human writing unique. In-
terestingly, Liang et al. (2023) found that texts
with lower levels of perplexity and coherence—
characteristics often found in writing by non-native
English speakers—are more likely to be flagged as
human-authored.

Another challenge in AI-generated content de-
tection is the lack of transparency in models’ pre-
dictions, reducing their applicability in real-life
scenarios, particularly in high-stakes contexts such
as academia and forensic applications. Thus, a
number of researchers worked on developing ex-
plainable AI (XAI) methods for AI generated text
detection. For instance, Shah et al. (2023) develop
an XAI model using stylistic features. Wu and
Flanagan (2023) proposes a hybrid approach that
combine statistical analysis with machine learning
techniques. Additionally, the integration of user
feedback into hybrid models may facilitate the de-
velopment of more adaptive systems that can learn
from usage patterns (Rashidi et al., 2023).

3 Task and Dataset

3.1 Task Definition

The main objective of the task is to detect whether
the given candidate essay is AI-generated or
human-written. Given the input essay e, the task is
to design a text detector D(e), such that the model
outputs label indicating AI-generated or Human-
authored content. For this edition, we designed the
task as binary classification problem.
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System Prompt You are a {study_level} student from {country}, preparing for the
TOEFL exam. Your English proficiency level is {proficiency_level}.
Your task is to write a well-structured TOEFL essay in response to
the given prompt. Ensure your essay is clear and coherent, following
the standard essay format: an introduction, body paragraphs, and
a conclusion. Focus on presenting your ideas logically, using
appropriate language, and providing relevant examples to support
your arguments. Aim to demonstrate your proficiency in English
through organized thought and effective communication.

User Prompt Do you agree or disagree with the following statement: "{statement}"
Write a well-structured essay expressing your opinion. Be sure to
use specific reasons and examples to support your viewpoint.
The essay should be between {min_length} and {max_length} words in
length.
Please provide only an essay and in a JSON object. No additional
text or explanation.
{"essay": "your essay"}

Table 1: Example of System and User Prompts for training and validation in English essay generation. Sim-
ilar prompts were used for Arabic essays. Variables include study_level ={‘pre-university’,‘university’},
proficiency_levels={‘low’,‘medium’,’high’}, country_list={‘Arabic’, ‘German’, ‘French’, ‘Hindi’, ‘Italian’,
‘Japanese’, ‘Korean’, ‘Spanish’, ‘Telugu’, ‘Turkish’, ‘Chinese’}. For Arabic prompts, an additional variable,
nativity={‘native’,‘non-native’} is used.

3.2 Datasets
The task aims to develop a system specifically de-
signed for detecting AI generated text in academic
essays. The dataset comprises essays authored by
both native and non-native speakers, alongside AI-
generated content. A significant challenge in this
task was collecting authentic human-authored aca-
demic essays while addressing the following con-
siderations:

• Ensuring author privacy, obtaining informed
consent, and ethically sourcing the content.

• Verifying that the collected essays were gen-
uinely authored by humans, free from any AI
interference or plagiarism.

• Acquiring a diverse set of essays representing
different academic levels and cultural back-
grounds to ensure inclusivity in the dataset.

For the task, we focused on two languages: En-
glish and Arabic. For each language, we provided
training, validation, dev-test, and the final test sets,
which included human-authored and AI-generated
texts. We released these data splits in two phases –
(i) Development phase – we released the training,
validation, and mock test data (dev-test); (ii) Eval-
uation phase – we released the final test set which

is used to rank the submitted system. Below, we
discuss the dataset design for the development and
final evaluation phases, respectively.

3.3 Development Phase
During the development phase we have released
training, validation, and dev-test. For this phase,
we first collected human-authored essays and es-
say topics. To create the data splits, we carefully
designed each set to ensure unique essay topics,
avoiding overlap between training, validation, and
dev-test datasets.

Furthermore, within each split, we manually cat-
egorized the essay topics based on their thematic
similarity. This classification is used to assign
topics for generating essays using LLMs, and the
rest is reserved exclusively for selecting human-
authored essays from various existing datasets men-
tioned below. The final statistics of the dataset
released in this phases are presented in Table 5.

Human-authored Essay The human-authored
data was sourced from different language assess-
ment datasets, including examinations like IELTS,
and TOEFL among others. To ensure the authen-
ticity of human-authored content, we selected es-
says that were either handwritten or composed in
a supervised classroom setting, explicitly to make

325



sure that none of the texts were created with the
assistance of generative technologies or online arti-
cles. This approach was designed to maintain the
integrity of the datasets and accurately represent
human academic writing.
For the English, we collected essay statements (es-
say prompt) and essays from:

• IELTS Writing Scored Essays Dataset1 con-
tains 1200 academic essays for varieties of
prompts. Each essays are accompanied by the
examiners’ feedback along with scores

• ETS Corpus of Non-Native Written English
corpus2 contains 12,100 academic essays,
written addressing eight different prompts, by
non-native speakers from 11 different coun-
tries, as part TOEFL English proficiency
exam. The dataset includes the speaker’s
native language along with scores they ob-
tained for the corresponding essays. While the
dataset was originally designed for native lan-
guage identification tasks, its rich collection
of academic essays, makes it highly suitable
for supporting our AI-generated text detection
efforts.

As for the Arabic subtask, the datasets we use are
the following:

• Arabic Learner Corpus (ALC)3 (Alfaifi and
Atwell, 2013) includes 1,197 essays written
by both native and non-native Arabic pre-
university/university speakers from 67 nation-
alities. The dataset includes speakers’ nation-
ality along with the information if the essay
was written in class or as homework. For the
task, we only selected in-class essays, manu-
ally excluded off-topic essays, and reviewed
the essays for any corrections.

• Qatari Corpus of Argumentative Writing
(QCAW) dataset4 (Zaghouani et al., 2024)
is a collection of 195 argumentative essays
written by native Arabic undergraduate stu-
dents. The prompts given to the student were
inspired by TOEFL writing exercises (Ahmed
et al., 2023).

1https://www.kaggle.com/datasets/mazlumi/
ielts-writing-scored-essays-dataset

2https://catalog.ldc.upenn.edu/LDC2014T06
3https://www.arabiclearnercorpus.com
4https://catalog.ldc.upenn.edu/LDC2022T04

• The CERCLL corpus5 includes ≈ 270 es-
says written by non-native (L2) and heritage
Arabic speakers.6 The dataset includes infor-
mation about the speakers’ proficiency, along
with the type – L2 vs heritage speakers. The
dataset covers a wide range of topics and mul-
tiple genres, including description, narration,
and instruction essays.

AI-generated Essay The generated essays, for
both languages, utilized seven state-of-the art
LLMs including: GPT-3.5-Turbo (2023-03-15-
preview), GPT-4o (2024-08-06), GPT-4o-mini
(2024-07-18) (OpenAI, 2024), Gemini-1.5 (Team,
2024), phi3.5,7 Llama-3.1 (8B) (Abdin et al., 2024),
and Claude-3.5.8 To produce these essays, we de-
signed the prompts by utilizing a selected subset of
essay statements from the aforementioned datasets.
The designed prompts included detailed instruc-
tions to emulate human writing styles, specify es-
say length requirements, and incorporate prede-
fined personas reflecting various factors such as
nativity and/or language proficiency, following the
metadata and statistics obtained from the human-
authored essay collections. This approach ensured
the generation of essays that closely resemble real-
world human writing in both style and content. An
example of such a prompt is shown in Table 1.

3.4 Evaluation Phase
For the evaluation, we designed and developed a
novel dataset, the Generated and Real Academic
Corpus for Evaluation (GRACE), which includes
both human-authored and AI-generated essays in
English and Arabic.

3.4.1 Data Collection
For designing the human-authored portion of the
dataset, we began by carefully designing test set
essay statements aligned with those used in devel-
opment phase topics. We selected five different
essay types, and under each type, we created sev-
eral essay statements (see Table 4 for examples).
The topics include social influence & technology,
lifestyle choices & preferences, cultural & global
perspective, environmental & societal responsibil-
ity, and personal growth & experience.

5https://cercll.arizona.edu/arabic-corpus/
6The original dataset is available in pdf format.
7https://huggingface.co/microsoft/Phi-3.

5-mini-instruct
8https://www.anthropic.com/news/

claude-3-5-sonnet
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You are tasked with generating creative and rigorous academic essays.
Here’s how:
1) Topics Selection: You are provided with a set of topics: «<20 random topics»>. First, choose one
topic at random from this list.
2) Generate Related Topics: Based on the chosen topic, create 10 new topic ideas. These should be
different from the chosen topic but related in a way that someone interested in the initial topic
might also find these new ideas engaging.
3) Select Final Topic: From the 10 new topics, pick one at random to focus on.
4) Choose a Profession: List 10 random professions that are entirely unrelated to the final topic,
ensuring that they come from different fields or disciplines. These professions should be distinct
enough that their practitioners would not typically engage with or have knowledge about the topic.
Then, select one profession at random from this list.
5) Choose a Writing Style: List 10 distinct writing styles (e.g., persuasive, narrative, descriptive)
and choose one at random.
6) Essay Writing: Write an academic and creative essay on the chosen topic. This essay should be
written from the perspective of someone in the chosen profession and in the selected writing style.
Do not ever mention the chosen profession or writing style in the essay itself. Do not include
any personal opinions or experiences with regarding to the profession in the essay. Do not mention
anything about the chosen profession whatsoever.
Your output should be in JSON format, structured as follows:
{ "selected_topic": "<randomly selected topic from the given topics>", "generated_topics": [
"<generated topic 1>", "<generated topic 2>", "...", "<generated topic 10>" ], "final_topic":
"<randomly selected topic from generated_topics>", "professions": [ "<profession 1>", "<profession
2>", "...", "<profession 10>" ], "selected_profession": "<randomly selected profession
from professions>", "writing_styles": [ "<style 1>", "<style 2>", "...", "<style 10>" ],
"selected_writing_style": "<randomly selected style from writing_styles>", "essay": "<generated
essay>" }
Please proceed with this format to generate a fully structured JSON output. Remember to keep the
content diverse and creative throughout the process. The essay should be comprehensive, detailed,
and reflective of rigorous academic standards. The essay must be multiple paragraphs long (at least
1 page’s worth). Return only the valid JSON output and nothing else. Good luck!

Table 2: Freehand prompt used to generate AI generated essays for the final test set.

Essay Writing by Recruited Participants: We
then recruited9 university students, both monolin-
gual and bilingual, contribute to the essay writing.
The participants were provided with a list of essay
statements in their respective languages (either En-
glish or Arabic) and were asked to complete each
essay within 30 minutes. They were instructed to
limit the essays to 350–500 words and ensure they
included an introduction, main arguments, and a
conclusion. The essays must be written in Modern
Standard Arabic (MSA) for Arabic, or in formal
English for the English essays.

Collected Essay Assignments: Additionally, we
collected previously submitted English essay as-
signments from university students to enrich the
dataset.
Anonymization of Personal Information In the col-
lected essay assignments we noticed that there were
some information containing mentions of entities.
Therefore, we anonymized them to ensure the re-
moval of any information that could directly or indi-
rectly identify the author or reveal any private infor-

9We use a third-party company for the reward money. The
amount was decided based on the standard local rate for data
annotation.

mation about an entity that is not publicly known.
This process was essential to uphold privacy stan-
dards and ethical considerations.
To achieve this, we followed these guidelines:

• Author Identification Removal: Any mention
of names, addresses, affiliations, or specific
details that could identify the essay’s author
was redacted.

• Private Entity Information: Any references
to non-public entities, such as organizations,
businesses, or private individuals mentioned
in the essays, were removed or replaced with
generic terms.

• Sensitive Content: Sensitive information, such
as health conditions, financial details, or other
personal data, was also removed to ensure
privacy.

• Consistency: Replacement terms were stan-
dardized (e.g., “[NAME]“, “[ADDRESS]”,
“[ORGANIZATION]”) to maintain consis-
tency throughout the dataset.

A team of five trained annotators was recruited
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Thoroughly rewrite the provided academic essay to enhance clarity, diversity in sentence structure,
and vocabulary richness, all while maintaining the original meaning and intent. Your goal is to
produce a refined and nuanced version of the text.
Aim to increase the essay’s length by adding substantial elaborations, exploring various perspectives,
and providing comprehensive explanations that will offer a deeply layered and extensive output.
Deliver the output exclusively in JSON format with a single key "text" as shown below, ensuring that
no additional information or comments are included:
{{ "text": "<rewritten_and_greatly_expanded_academic_essay>" }}
Here is the passage to rewrite and extensively expand:
«<original_passage_start»> {the passage to be paraphrased} «<original_passage_end»>

Table 3: Paraphrasing prompt used to generate AI generated essays for the final test set.

Question Type Example Statements

Agree or Disagree Do you agree or disagree with the following statement? People should be encouraged to take
risks, even if there is a chance of failure. Use specific reasons and examples to support your
answer.

Preference Some people prefer to spend their money on experiences, such as travel or concerts, while others
prefer to save for physical possessions, such as a car or a home. Which approach do you prefer,
and why? Use specific reasons and examples to support your choice.

If/Imaginary Situations If you could have any superpower, such as the ability to fly or become invisible, which one would
you choose, and why? Use specific reasons and examples to explain your answer.

Advan. and Disadvan. What are the advantages and disadvantages of living in a large city? Use specific reasons and
examples to support your answer.

Descriptive Describe a memorable trip you have taken and explain what made it special. Use specific details
to support your response.

Table 4: Examples of different question types and corresponding essay statements (prompts).

Label Train Valid Dev-Test Total

English

AI 925 299 712 1,936
Human 1,145 182 174 1,501
Total 2,070 481 886 3,437

Arabic

AI 1,467 391 369 2,227
Human 629 1,235 500 2,364
Total 2096 1,626 869 4,591

Table 5: Development phase: dataset and label distribu-
tion

to carry out this task. Each annotator was pro-
vided with clear anonymization guidelines and ex-
amples to ensure consistency and accuracy. Such
anonymization steps ensure that the dataset meets
ethical standards for research.

3.4.2 Data Generation
For the AI-generated essays, we followed two dis-
tinct methodologies:

• Freehand Generation: An instruct-tuned
LLM, namely gpt-4o, independently gener-
ated essays using the Freehand Generation
Prompt shown in Table 2. The prompt was de-

signed to ensure diverse outputs. We were in-
spired by the prompting techniques proposed
by Chen et al. (2024).

• Paraphrasing Human-Written Text: Using
the Paraphrasing Prompt shown in Table 3,
human-authored essays were rephrased by
an instruct-tuned LLM, namely claude-3.5 to
generate stylistically varied yet semantically
equivalent AI-written versions. The resulting
text comprises a mix of human-written and
AI-generated content, designed to challenge
the effectiveness of detection methods.

Category English Arabic Total

AI (Free) 400 100 500
AI (Para) 365 98 463
Human 365 95 460
Total 1,130 293 1,423

Table 6: Distribution of essays by category and lan-
guage across the test set. Free - freehand generation,
Para - paraphrasing-based generation.

The final GRACE dataset comprises a balanced
distribution of human-written and AI-generated es-
says. Table 6 provides a detailed breakdown across
languages and generation methods.
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3.5 Baseline and Evaluation Setup
3.5.1 Baseline
For all languages, we train an n-gram (unigram,
n = 1) based baseline model. We transformed the
texual content of the essays into a TF-IDF (Term
Frequency-Inverse Document Frequency) represen-
tation with a maximum of 10k features. A Support
Vector Machine (SVM) classifier is then trained
on this feature representation to evaluate its perfor-
mance.

3.5.2 Evaluation Setup
The task was organized into two phases, corre-
sponding to the previously described dataset de-
velopment process:

• Development phase: We released the train
and validation subsets, and participants sub-
mitted runs on the dev-test set through a com-
petition on Codalab.10

• Evaluation phase: We released the official
test subset – GRACE, and the participants
were given four days to submit their final pre-
dictions through the same Codalab competi-
tion URL. Only the latest submission from
each team was considered official and was
used for the final team ranking.

3.5.3 Evaluation Measure:
We measure the performance of the participating
systems using accuracy, macro- precision, recall
and F1 measure. However, official ranking was
based on macro-F1.

4 Results and Overview of the Systems

In Table 7, we present the results of participants’
systems for both Arabic and English including base-
line. For Arabic, all systems outperformed the n-
gram baseline, whereas, for English, three teams
performed below the baseline. The task generated
significant interest, with 56 teams registering to
participate. However, the number of system sub-
missions was nearly halved, and ultimately, only
five teams submitted system description papers. In
Table 8, we provide an overview of the partici-
pating systems for which a description paper was
submitted. For Arabic top team, IntegrityAI (AL-
Smadi, 2025), fine-tuned Electra model. For En-
glish top team, CMI-AIGCX (Kaijie et al., 2025),
used LLMs (Llama 2 and 3) and also fine-tuned
XLM-roberta model.

10https://codalab.lisn.upsaclay.fr/competitions/20118

Team IntegrityAI (AL-Smadi, 2025) fine-tuned
ELECTRA-small for English and AraELECTRA-
base for Arabic to balance high performance with
computational efficiency. Stylometric features, in-
cluding word count, sentence length, and vocabu-
lary richness, were incorporated to enhance detec-
tion capabilities. The lightweight models achieved
F1-scores of 0.985 for English and 0.984 for Ara-
bic, demonstrating the effectiveness of combining
transformer-based architectures with stylometric
analysis. The system was further optimized for
deployment on GPUs with moderate memory ca-
pacity, ensuring both efficiency and accessibility.
Larger models, such as ELECTRA-large, were also
tested, achieving an F1-score of 0.997 for English,
demonstrating the potential for even greater accu-
racy with additional computational resources.

Team CMI-AIGCX (Kaijie et al., 2025) pro-
posed a method leveraging the Llama-3.1-8B
model as a proxy to capture the semantic feature of
each token in the text. These token representations
were subsequently used to train a model. Instead
of fine-tuning an LLM, they leveraged multilingual
knowledge and trained a model to enhance detec-
tion performance. Their approach demonstrated
that using a proxy model with diverse multilin-
gual knowledge can effectively detect machine-
generated text across multiple languages, regard-
less of model size. For English, an F1 score of
0.999 was achieved, securing first place out of 25
teams. For Arabic, an F1 score of 0.965 was ob-
tained, which ranked fourth among 21 teams.

Team Tesla (Indurthi and Varma, 2025) ex-
tracted a comprehensive set of features encompass-
ing style, language complexity, bias, subjectivity,
and emotion. These features were used to train
four machine learning algorithms: Logistic Regres-
sion, Random Forest, Randomized Decision Trees
(Extra Trees), and XGBoost, leveraging diverse ap-
proaches to optimize detection performance. Their
methods ranked 6th on the leaderboard for the En-
glish subtask, achieving an F1-score of 0.986.

Team EssayDetect (Agrahari et al., 2025) pro-
posed a fusion model by integrating pre-trained lan-
guage model embeddings with stylometric and lin-
guistic features to improve classification accuracy.
The contributions were threefold: (i) LIME was uti-
lized to identify and highlight highly discriminative
features, (ii) focal loss was employed to address
class imbalance, and (iii) layer-wise freezing was
implemented during fine-tuning to preserve core
linguistic representations in the lower layers while
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Arabic English

Team Acc P R F1 Rank Team Acc P R F1 Rank

IntegrityAI 0.986 0.990 0.979 0.984 1 CMI-AIGCX 0.999 0.999 0.999 0.999 1
USTC-BUPT 0.976 0.983 0.963 0.972 2 starlight 0.997 0.998 0.996 0.997 2
starlight 0.969 0.964 0.966 0.965 3 saehyunMa 0.994 0.995 0.990 0.993 3
CMI-AIGCX 0.969 0.966 0.964 0.965 4 Fsf 0.994 0.995 0.990 0.993 4
apricity 0.966 0.969 0.953 0.960 5 1-800 0.991 0.987 0.993 0.990 5
RA 0.962 0.956 0.959 0.957 6 Tesla 0.988 0.983 0.989 0.986 6
1-800 0.959 0.961 0.945 0.952 7 apricity 0.988 0.983 0.989 0.986 7
Lkminnow 0.956 0.943 0.959 0.950 8 small 0.984 0.981 0.983 0.982 8
alpaca0000001 0.949 0.937 0.948 0.942 9 jojoc 0.982 0.975 0.985 0.980 9
jojoc 0.949 0.939 0.946 0.942 10 EssayDetect 0.978 0.968 0.984 0.975 10
small 0.945 0.938 0.938 0.938 11 ShixuanMa 0.976 0.968 0.979 0.973 11
jebish7 0.945 0.945 0.929 0.937 12 RA 0.973 0.975 0.964 0.969 12
EssayDetect 0.942 0.949 0.919 0.932 13 alpaca0000001 0.956 0.940 0.967 0.951 13
nits_teja_srikar 0.922 0.943 0.882 0.904 14 Lkminnow 0.932 0.913 0.943 0.925 14
Mashixuan 0.898 0.877 0.911 0.889 15 IntegrityAI 0.880 0.864 0.911 0.873 15
Sinai 0.829 0.821 0.866 0.822 16 USTC-BUPT 0.878 0.922 0.812 0.842 16
Vasudha 0.816 0.796 0.831 0.804 17 jebish7 0.847 0.908 0.763 0.794 17
ShixuanMa 0.758 0.783 0.818 0.754 18 CNLP-NITS-PP 0.777 0.784 0.825 0.771 18
gaoyf 0.608 0.720 0.707 0.607 19 Mashixuan 0.742 0.778 0.809 0.739 19
CNLP-NITS-PP 0.590 0.557 0.563 0.557 20 nits_teja_srikar 0.773 0.875 0.649 0.658 20
halcyonized 0.495 0.488 0.487 0.475 21 Vasudha 0.517 0.700 0.643 0.509 21
Baseline 0.474 0.480 0.477 0.461 - Mahavir_IIITA 0.512 0.683 0.634 0.504 22

Baseline 0.495 0.494 0.494 0.478 -
halcyonized 0.493 0.494 0.493 0.477 23
gaoyf 0.391 0.523 0.514 0.374 24
Sinai 0.354 0.602 0.519 0.298 25

Table 7: The official results for Arabic and English are ranked based on the official metric: macro-F1. Teams that
submitted a system description paper are highlighted in skyblue .
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IntegrityAI 1 15 ✓ ✓ ✓
CMI-AIGCX 4 1 ✓ ✓ ✓ ✓
Tesla 6
EssayDetect 13 10 ✓ ✓ ✓ ✓ ✓
RA 6 12 ✓ ✓ ✓

Table 8: Overview of the approaches. The numbers in
the language box refer to the position of the team in
the official ranking. Prep.: Preprocessing. Info.: Info.
Extraction.

enabling the higher layers to capture task-specific
stylistic differences in essays.

Team RA (Gharib and Elgendy, 2025) fine-tuned
several models for English, including RoBERTa,
XLM-RoBERTa, mBERT, and DeBERTa. Similar
performance was observed across all models on the
validation set, except for mBERT, which exhibited
slightly lower performance. For Arabic, AraBERT,

ArBERT, and MarBERT were fine-tuned on the full
dataset. AraBERT consistently demonstrated supe-
rior performance in terms of F1-score across both
languages. The models consistently exceeded both
the mean and median scores across tasks, achieving
an F1-score of 0.969 in classifying AI-generated
essays in English and 0.957 in Arabic.

5 Conclusion and Future Work

We presented an overview of the shared task on
the Academic Essay Challenge. The task attracted
significant attention, with a total of 56 teams regis-
tering to participate in the development and evalua-
tion phases. Of these, 21 teams submitted official
results on the test set for Arabic, and 25 teams
did so for English. Finally, five teams submitted
task description papers. Most systems fine-tuned
transformer-based language models; however, sev-
eral teams also incorporated additional features,
such as style, language complexity, bias, subjec-
tivity, and emotion. For both languages, the top-
performing teams achieved F1 scores above 0.98.
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Limitations

A major limitation of the dataset is its small size,
particularly for Arabic, which restricts the devel-
opment of more robust models. The challenging
nature of academic essay collection is reflected in
the limited dataset size. Future studies could focus
on curating larger datasets to enable the creation
of more challenging tasks and the development of
more robust models.

Ethical Considerations

The datasets used in the shared task may reflect
subjective biases or perspectives of the essay au-
thors, even though they followed the provided in-
structions. Importantly, the datasets do not include
any personal information, and no such informa-
tion was collected during the data curation process.
Therefore, we do not anticipate any ethical con-
cerns related to privacy. Furthermore, the dataset
was shared only with participants who signed an
agreement, ensuring responsible use of the dataset.
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Abstract

This paper presents a Cross-domain Machine-
Generated Text Detection model developed for
the COLING 2025 Workshop on Detecting
AI-generated Content (DAIGenC). As large
language models evolve, detecting machine-
generated text becomes increasingly challeng-
ing, particularly in contexts like misinfor-
mation and academic integrity. While cur-
rent detectors perform well on unseen data,
they remain vulnerable to adversarial strate-
gies, including paraphrasing, homoglyphs, mis-
spellings, synonyms, whitespace manipula-
tions, etc. We introduce a framework to ad-
dress these adversarial tactics designed to by-
pass detection systems by adversarial training.
Our team DistilBERT-NITS detector placed 7th

in the Non-Adversarial Attacks category, and
Adversarial-submission-3 achieved 17th in the
Adversarial Attacks category.

1 Introduction

Large Language Models (LLMs) (Touvron et al.,
2023; Anil et al., 2023) have quickly established
themselves as transformative tools in Natural Lan-
guage Processing (NLP). These models gain sub-
stantial internal knowledge by undergoing exten-
sive pre-training on massive datasets in a self-
supervised manner, enabling them to excel in vari-
ous tasks, from answering factual queries and gen-
erating coherent text to handling intricate reasoning
processes. This versatility has brought substantial
advancements across various NLP application ar-
eas.

Despite these advancements, ethical concerns
have surfaced regarding inherent risks (McKenna
et al., 2023; Bian et al., 2023; Ferrara, 2023), such
as the potential for misinformation, hallucinations
in generated outputs, and even biases against cer-
tain groups. Growing awareness of these issues
has spurred research into detecting AI-generated
text. However, AI-text detectors may carry similar

vulnerabilities as neural network models (Szegedy,
2013), inspiring related studies (Sadasivan et al.,
2023; Krishna et al., 2024) that explore paraphras-
ing attacks designed to deceive detector predictions.
It is contended that examining potential adversarial
attacks on text detectors is crucial, as weaknesses
in AI detection systems can be identified before
deployment in practical settings, such as academic
plagiarism detection, thereby supporting the devel-
opment of effective countermeasures.

Current detection methods are generally clas-
sified into three main categories: statistical ap-
proaches (Mitchell et al., 2023) that use metrics
like entropy, perplexity, and log-likelihood; neural
classifiers (Guo et al., 2023) trained on supervised
datasets labeled as human or AI-generated; and wa-
termarking techniques (Kirchenbauer et al., 2023)
that embed subtle patterns into AI-generated text.
However, research on adversarial perturbations
specifically targeting AI-text detectors still needs
to be completed. For example, (Sadasivan et al.,
2023) investigated paraphrasing to alter Machine-
Generated Text (MGT) in adversarial attacks, while
(Shi et al., 2024) employed LLMs to create adver-
sarial word candidates through a search-based ap-
proach. Although these studies have shown that
AI detectors can be vulnerable to adversarial mod-
ifications, the impact of such attacks on detector
performance in complex, real-world conditions is
still largely unexamined.

2 Related Work

Most research on adversarial attacks has focused
on image detection (Kong et al., 2021; Akhtar et al.,
2021; Xu et al., 2020), as text data presents unique
challenges due to its discrete structure, making it
harder to create imperceptible modifications com-
pared to image data, where subtle pixel changes
can go largely unnoticed (Peng et al., 2023). Some
general text classification adversarial attacks, such
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as those by (Damodaran, 2021; Gao et al., 2018),
have demonstrated this. Recently, studies have
turned toward adversarial attacks on neural text de-
tectors: (Xu et al., 2020) found that introducing
minor spelling errors and homoglyph replacements
can significantly lower detection rates for GPT-
2-generated text. Similarly, (Liang et al., 2023a)
showed that character-level perturbations also af-
fect RoBERTa-based detectors (Liang et al., 2023b)
further revealed that existing detectors are vulnera-
ble to simple rephrasing and may even mistakenly
label texts written by non-native speakers as AI-
generated.

Due to the susceptibility of current methods to
adversarial attacks, several researchers have pro-
posed approaches to enhance their robustness, in-
cluding work by (Liang et al., 2023b; Shi et al.,
2024). Although watermarking techniques have
also been explored for identifying AI-generated
text, they are generally considered vulnerable to
adversarial tactics, particularly those based on mu-
tation and paraphrasing (Sadasivan et al., 2023;
Kirchenbauer et al., 2023).

3 Methodology

3.1 Dataset Description

As shown in Table 1, the RAID dataset contains
over 10 million generated samples across diverse
models, content domains, decoding strategies, and
adversarial attacks. Models include ChatGPT,
GPT-4, GPT-3, Llama 2, Cohere, MPT-30B, and
Mistral 7B, covering content from Reddit, IMDb,
Wikipedia, and news articles. Decoding strategies
such as Greedy, Sampling, Greedy+Repetition
Penalty, and Sampling+Repetition Penalty are
used alongside adversarial techniques like para-
phrasing, homoglyph, perplexity misspelling,
synonyms, whitespace, upperlower, number,
insert_paragraphs, article_deletion, alterna-
tive_spelling, and zero_width_space. This dataset
supports research on model performance, genera-
tion diversity, and robustness against adversarial
attacks.

Task Label Train Dev

Non-Adversarial Human (0) 13,371 4,855
Machine (1) 454,614 165,070

Adversarial Human (0) 160,452 58,260
Machine (1) 5,455,368 1,980,840

Table 1: Statistics of Train and Development Data for
Non-Adversarial and Adversarial Tasks.

3.2 System Description

This paper presents our approach to Task 3 in the
COLING Workshop on MGT Detection, which em-
phasizes cross-domain robustness in AI-generated
content detection (Dugan et al., 2025). The primary
objective of this task is to classify whether a given
text is machine-generated or human-authored, even
when the content spans multiple domains. We
participated in both Subtask A (Non-Adversarial
Cross-Domain MGT Detection) and Subtask B (Ad-
versarial Cross-Domain MGT Detection), which
involve handling text from eight diverse domains,
produced by eleven generative models and four
decoding strategies. We first classify whether the
text has been adversarially attacked to detect ad-
versarial attacks in text. If an attack is detected,
the text undergoes preprocessing to mitigate the
attack, after which the preprocessed text proceeds
to our model for further MGT detection. Our ap-
proach to finetuning the DistilBERT model uses
hyperparameters to extract semantic features.

3.2.1 Experimental Setup and Data Sampling
The experiment was conducted in a Jupyter Note-
book on a machine powered by an Intel® Xeon®

W-2155 CPU @ 3.30GHz with 20 cores and an
NVIDIA Quadro P2000 GPU for handling LLM
tasks. The system was also equipped with 64 GB of
RAM. Python served as the programming language,
utilizing the libraries Numpy, Pandas, SKlearn, and
TensorFlow.

To reduce the computational load, only 40% of
the adversarial data is sampled based on the unique
adv_source_id. This is done by selecting a ran-
dom sample of rows corresponding to 40% of the
unique IDs in the training set. This sampled data is
then prepared for further processing, ensuring the
dataset remains manageable while representing a
substantial portion of the original data. The sam-
pled data is reset for indexing and is ready for the
pipeline’s next steps.

3.2.2 Preprocessing:
As evidenced by the analysis, all attacks target plain
text, and the dataset maintains a balance, with an
equal number of rows for each attack type, as re-
flected in the supporting figure. Next, the code im-
plements a preprocessing pipeline to clean and stan-
dardize text (Every text attacked and non-attacked).
The attacks, such as paraphrasing, homoglyph, per-
plexity misspelling, synonyms, whitespace, upper-
lower, number, insert_paragraphs, article_deletion,
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alternative_spelling, and zero_width_space can
confuse NLP systems. The preprocessing steps
address these issues by applying several transfor-
mations. Homoglyphs, which are visually similar
but distinct characters (e.g., numbers or symbols
resembling letters), are replaced using a predefined
mapping. Additionally, alternative spellings (like
British versus American English) are normalized,
ensuring consistency in spelling. Numbers are con-
verted to their word equivalents, and extra spaces
or zero-width spaces are removed. The text is also
converted to lowercase, and punctuation is stripped
for uniformity. By implementing these techniques,
the pipeline cleans up adversarially manipulated
text, making it more suitable for analysis while
maintaining its original meaning. This process en-
sures that NLP models can better understand and
process the input text without being misled by ad-
versarial perturbations.

input_text = "Th!s ls @n ex@mple txt w1th
h0m0glyphs, zerowidth\u200bspaces, and
incorr3ct spelling."

After preprocessing:

output_text = "this is an example text with
homoglyphs, zerowidthspaces, and incorrect
spelling."

3.2.3 Adversarial Detection:
After preprocessing, we obtained both the Raw
Text and the Preprocessed Text for each input. We
employed several factors like the combination of
Cosine Similarity and Edit Distance, Word Over-
lap ratio, and Homoglyph Substitution Count to
analyze surface-level changes (e.g., homoglyph sub-
stitutions, misspellings) on text embeddings gener-
ated by the distilbert-base-uncased model.

Cosine similarity: A widely used metric for its
simplicity, interpretability, and computational effi-
ciency for capturing semantic meaning. Its values
range from -1 (completely dissimilar) to 1 (identi-
cal), providing an intuitive similarity measure. This
will focus solely on the directional alignment of
embeddings. Furthermore, its low computational
complexity ensures scalability, making it ideal for
processing large datasets efficiently.

Cosine Similarity: cos(θ) =
A⃗ · B⃗
∥A⃗∥∥B⃗∥

(1)

Here, A⃗ and B⃗ represent the embedding vectors,
A⃗ · B⃗ denotes their dot product, and ∥A⃗∥ and ∥B⃗∥

represent their magnitudes (L2 norms). The re-
sulting similarity score ranges between −1 and 1.
Where: 1 indicates perfect similarity (identical di-
rection), 0 indicates orthogonality (no similarity),
and -1 indicates complete opposition (opposite di-
rection).

Edit Distance: Specifically, Levenshtein Dis-
tance calculates the minimum number of edits re-
quired to transform one string into another. This
detects small, surface-level changes.

Levenshtein Distance(s1, s2) = min





Insert,
Delete,

Substitute





To combine these two measures, we can apply a
hybrid approach that leverages the strengths of both
metrics. The combined similarity score, Snew, can
be represented as:

Snew = α · CS + (1− α) · β (2)

CS = Cosine Similarity(A,B) (3)

β = (1− Levenshtein Distance(A,B)

max(len(A), len(B))
) (4)

Where: - A and B are the two texts being com-
pared. - α is a weight parameter that controls the
contribution of each metric. - len(A) and len(B)
are the lengths of the two texts. - β normalizes the
Levenshtein distance to a range between 0 and 1.

Word Overlap Ratio: is a metric used to quan-
tify the similarity between two text sequences by
comparing the number of common words to the to-
tal number of unique words across both sequences.

Let W1 and W2 represent the sets of words in
two text sequences.

Word Overlap Ratio =
|W1 ∩W2|
|W1 ∪W2|

(5)

Let x represent a text that is not attacked. Upon
preprocessing, x remains unchanged, denoted as
x′. Computing the cosine similarity between x and
x′, we obtain a value of 1, as x and x′ are identical:

CosineSimilarity(x, x′) = 1, when x = x′.

Conversely, if x is an attacked text, preprocess-
ing yields a modified version x′. The cosine similar-
ity between x and x′ will deviate from 1, reflecting
the difference introduced by the attack:

CosineSimilarity(x, x′) ̸= 1, when x ̸= x′.

This approach effectively captures adversarial
manipulations, enabling robust detection based on
the interplay between cosine similarity and edit
distance metrics.
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3.2.4 Classification Model Architecture:

After calculating the adversarial detecting factors,
the text embeddings and the factors combined un-
dergo classification using a fine-tuned DistilBERT
model as shown in Figure 1 for distinguishing
human-generated and machine-generated text. The
detailed architecture of the DistilBERT model is
depicted in Figure 2. The Figure 2 illustrates the
internal workings of the model, particularly high-
lighting the implementation process obtained from
the code model.to(device). The model is trained
with a batch size of 16 for 3 epochs using the AdamW
optimizer and CrossEntropyLoss, all the hyperpa-
rameters are shown in the Table 2. During training,
the model’s performance is evaluated on key met-
rics like accuracy, precision, recall, and F1 score,
ensuring robustness against adversarial attacks. By
fine-tuning the model with this approach, it can bet-
ter classify text accurately in real-world scenarios,
even when it contains adversarial modifications.

Figure 1: Architecture workflow

3.3 Results Analysis

Due to computational constraints and limited space
as per the requirements, we sampled only 40% of
the dataset. The table 4 presents the training epochs
for the non-adversarial data, the table 5 presents
the training epochs for the adversarial data, where
the evaluation metrics Accuracy, Precision, Recall,
F1 Score, and Loss were used. Additionally, Table

Parameter Value

Max Seq Leng 128
Batch Size 16, 32
Learning Rate 2e-5,5e-4
Epochs 3, 5
Patience 2
Minimum Delta 0.001
Loss CrossEntropyLoss
Optimizer AdamW

Table 2: Model Hyperparameters

3 shows the test results in final leaderboard per-
formance for both adversarial and non-adversarial
data. Although this model may not yet be equipped
to handle more advanced semantic and synthetic ad-
versarial attacks, we will consider these and strive
to improve our work in the future by incorporating
new techniques.

4 Conclusion

In this study, we developed a robust framework
using a fine-tuned DistilBERT-NITS model to de-
tect MGT across diverse domains, focusing on ad-
versarial scenarios. Our approach ranked 7th in
non-adversarial detection and 17th in adversarial
detection at the COLING Workshop, involves pre-
processing text to mitigate detected adversarial ma-
nipulations, enhancing detection accuracy. These
findings support the potential of lightweight mod-
els to handle adversarial and cross-domain MGT
detection effectively. Future work will be focused
on refining this method to improve robustness and
adaptability against evolving adversarial tactics.
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Abstract

Advancements in Large Language Models
(LLMs) blur the distinction between human
and machine-generated text (MGT), raising
concerns about misinformation and academic
dishonesty. Existing MGT detection methods
often fail to generalize across domains and gen-
erator models. We address this by framing
MGT detection as a text classification task us-
ing transformer-based models. Utilizing Distil-
RoBERTa-Base, we train four classifiers (bi-
nary and multi-class, with and without class
weighting) on the RAID dataset (Dugan et al.,
2024). Our systems placed first to fourth in
the COLING 2025 MGT Detection Challenge
Task 3 (Dugan et al., 2025). Internal in-domain
and zero-shot evaluations reveal that applying
class weighting improves detector performance,
especially with multi-class classification train-
ing. Our best model effectively generalizes to
unseen domains and generators, demonstrat-
ing that transformer-based models are robust
detectors of machine-generated text.

1 Introduction
The rapid advancement of Large Language Mod-

els (LLMs) has made it increasingly difficult to
distinguish between human-written and machine-
generated text. This challenge poses significant
risks in areas such as misinformation dissemina-
tion, academic dishonesty, and the breach of trust in
online communications. Existing detection meth-
ods often rely on small datasets and struggle to
generalize across different domains and generator
models.

We formulate the detection task as both binary
and multi-class classification, and examine the use
of class weighting to investigate the impact of class
imbalance on detection performance. We build

Approved for public release under eTrace approval ID#
24-leidos-1113-28544

and evaluate four Distil-RoBERTa-Base1 based
models trained with RAID dataset (Dugan et al.,
2024), which contains over 6 million text samples
from 11 generator models across 8 domains. To
assess generalizability, we conduct additional cross-
domain evaluations using the MGT Detection Task
1 dataset (Wang et al., 2025), which includes texts
from 41 models not seen during training. Our re-
sults demonstrate that incorporating class weight-
ing improves detection accuracy and that our mod-
els perform effectively across both familiar and un-
familiar domains and generator models. According
to the COLING 2025 MGT Detection Challenge
Task 3 (Dugan et al., 2025) official evaluation, our
models surpass commercial MGT detection tools
and achieved top rankings.

2 Related Work
Authorship attribution has a long history, and

machine authorship is a recent focus. For exam-
ple, IARPA’s recent HIATUS program (Human
Interpretable Attribution of Text using Underly-
ing Structure)2 takes both human and machine au-
thorship into consideration. According to Leidos’
experience in HIATUS, we found that with suffi-
cient training data, transformer-based encoder mod-
els can effectively learn features that discriminate
authorship and consistently outperformed feature-
based approaches.

There are more efforts treating MGT detection as
a classification problem. For example, Xiong et al.
2024 addressed multilingual MGT detection in
SemEval-2024 Task 8, which includes binary clas-
sification (human vs. machine) and model attribu-
tion. Their study found that fine-tuned transformer-
based models significantly outperformed tradi-
tional machine learning methods, demonstrating su-
perior effectiveness in accurately detecting and at-

1https://huggingface.co/distilroberta-base
2https://www.iarpa.gov/research-programs/hiat

us
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tributing machine-generated content across various
contexts. LLM-DetectAIve (Abassy et al., 2024)
categorizes machine-generated texts into four types:
purely human-written, entirely machine-generated,
machine-generated then humanized, and human-
written then machine-polished. This nuanced ap-
proach is impactful in educational and academic
settings where subtle LLM edits may hide machine
involvement. However, its reliance on the narrows
scope of the M4GT-Bench (Wang et al., 2024)
dataset may cause LLM-DetectAIve to perform
accurately within familiar domains but struggle
with unfamiliar ones, leading to high false positive
rates and reduced accuracy in diverse real-world
scenarios.

Dugan et al. 2024 introduced RAID, a compre-
hensive benchmark with over 6 million text sam-
ples from 11 models across 8 domains, incorporat-
ing adversarial attacks and diverse decoding strate-
gies. Evaluating 12 detectors under a fixed 5%
false positive rate revealed that open-source detec-
tors often misclassified human-written texts and
lacked robustness against minor text modifications
and adversarial attacks. The study highlighted that
while detectors perform well on familiar data, they
struggle to generalize to unseen domains and mod-
els, underscoring the need for more resilient MGT
detection methods.

3 Method
We approach MGT detection as a classifica-

tion task using Transformer-based models. Our
base model, Distil-RoBERTa-Base3 (Sanh et al.,
2019), is a parameter-efficient, distilled variant of
RoBERTa (Liu, 2019) that enables robust detec-
tion with limited resources. We train four MGT
detectors to evaluate both binary and multi-class
classification, exploring the effects of class weight-
ing to address dataset imbalance, to distinguish
human-written from machine-generated text.

1. Binary Classifier without Class Weighting
(BC): Human vs. Machine, trained without
applying class weights.

2. Binary Classifier with Class Weighting
(BW): Similar to the BC model but trained
with class weights to address class imbalance.

3. Multi-class Classifier without Class Weight-
ing (MC): A multi-class classifier that pre-
dicts which generator model produced the text

3https://huggingface.co/distilroberta-base

or if it was human-written, trained without
class weights.

4. Multi-class Classifier with Class Weighting
(MW): The same as the MC model but trained
with class weights to mitigate class imbalance.

For the BW and MW models, we compute bal-
anced class weights using the following formula:

wi =
N

C × ni
Where N is the total number of samples in the

dataset, C is the total number of classes and ni is
the number of samples in class i. This formula
distributes weights evenly across classes by nor-
malizing with the total number of classes, which
helps prevent extreme weighting in cases of high
imbalance.

We select this method to balance the loss con-
tributions across classes due to its simplicity and
effectiveness in enhancing the model’s generaliz-
ability. Alternative strategies, such as oversam-
pling underrepresented classes or using synthetic
data augmentation techniques, can address class
imbalance but add complexity and pose the risk
of overfitting (Hassanat et al., 2022). Another al-
ternative is Focal Loss (Lin, 2017) that dynami-
cally adjusts the loss based on sample difficulty.
This approach can be effective, but demands exten-
sive hyper-parameter tuning, which is impractical
given our resource constraints. Our class weight-
ing scheme, though static and less adaptable to
extreme imbalance, is resource-efficient and easy
to implement.

Baseline (OD) As a baseline, we apply
the RoBERTa-Large-OpenAI-Detector4, an open-
source model that is also featured as a baseline on
the shared task, directly to our test sets in a zero-
shot manner. This enables us to gauge the models
performance on our unofficial test sets.

3.1 Data
Randomly sampling from the main training split

of RAID (Dugan et al., 2024), we reserve 50K
examples for validation and 400K examples for
testing, with the remaining examples forming our
training set.

To further assess the robustness of our MGT de-
tectors, we also leverage Task 1 dataset (Wang et al.,

4https://huggingface.co/openai-community/rober
ta-large-openai-detector
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2025) for cross-domain evaluation. Although there
is minimal overlap between the generator models
in RAID and those in Task 1, the datasets differ
in domains and generation techniques, effectively
rendering Task 1 out-of-domain (OOD) relative to
a model trained solely on RAID. Additional details
on the Task 1 dataset composition can be found on
their official GitHub page5. For our evaluation, we
merge the Task 1 training and development sets,
excluding models with fewer than 10K examples.
From the remaining models, we sample 10K ex-
amples each, ensuring equal representation across
different sources. Table 2 details model and source
distributions in our cross-domain evaluation.

4 Results
This section presents two sets of results: 1)

performances of our four MGT detectors against
RAID-derived test set, and 2) performances of the
best-performing model according to 1) against out-
of-domain task 1 dataset to further demonstrate
model’s robustness.

For each input example, a machine-likelihood
score is calculated as S = 1− p("human"|x), rep-
resenting the probability that the input sample x is
machine-generated. The share task adopts the same
evaluation metric in RAID (Dugan et al., 2024) to
measure how well each detector identifies machine-
generated text while only misclassifying 5% of
human-written text. Specifically, it is the true posi-
tive rate (TPR) after calibrating the decision thresh-
olds to ensure a false positive rate (FPR) of 5%.
If the FPR can be optimized to less than 5%, the
evaluation script will attempt to do so.

4.1 In-Domain
Table 1 shows the overall performance of our

four submissions across all domains and gener-
ator models, for both subtask A and B. Among
the approaches, the Multi-class Classifier with
Class Weighting (MW) detector outperforms the
best when detecting MGT with adversarial attacks,
more than 84% improvement over the baseline
model in our self-evaluation. This suggests that
training detectors with large multi-domain and
multi-generator data is necessary for achieving ro-
bust performance on challenging benchmark like
RAID. All four detectors achieve excellent perfor-
mance when detecting MGT without adversarial
attacks, exceeding 0.99 TPR at 5% FPR in the

5https://github.com/mbzuai-nlp/COLING-2025-W
orkshop-on-MGT-Detection-Task1/

official evaluation. In all results, class-weighted de-
tectors demonstrate a slight performance advantage
over their non-weighted counterparts.

Detector Adversarial Non-Adversarial
Self Official Self Official

BC(1.0.1) 0.986 0.957 0.997 0.991
BW(1.0.3) 0.989 0.972 0.998 0.994
MC(1.0.4) 0.986 0.976 0.997 0.992
MW(1.0.2) 0.992 0.977 0.997 0.993

OD 0.539 N/A 0.582 N/A

Table 1: Overall TPR at 5% FPR in our internal and
the share task official evaluation, for Subtask A (Non-
adversarial cross-domain MGT detection) ans Sub task
B (Adversarial). Note: The detector version in ‘( )’
corresponds to our submission ‘Leidos Detector v1.0.x’.

In a heatmap, Figure 1 illustrates the perfor-
mance of our best model (MW) for Subtask B.
The model generally maintains high performance
cross domains and generators, except for the Co-
here generator model with Reviews domain text.
As evidenced by the leaderboard, most submissions
see performance drop on this subset, highlights a
challenging aspect of Cohere generated review text
and necessitates further analysis.

Figures 2 and 3 depict the impact of genera-
tor decoding strategies and specific adversarial
attacks on the performance of the MW detector.
While random sampling, a common technique to
increase the diversity of generated text, marginally
hinders detection compared to greedy decoding;
a repetition penalty, another diversity-enhancing
method, shows no significant impact on our de-
tector. Overall, our model remains robust against
different forms of text manipulation: most types of
adversarial attack did not impact MGT detection,
except for paraphrase (2.5% drop) and zero-width
space (0.5% drop) attacks. In the RAID data, LLM
paraphrased human-written text remains label as
“human”, which we argue is a gray area and may
potentially contributes to our detector’s decreased
performance for this attack.

4.2 Cross-Domain
Figure 4 illustrates the aggregate performance

of our best-performing model (MW) on the cross-
domain dataset derived from Task 1 (Wang et al.,
2025). We observe that our detector maintains
high performance across both new domains and
never-before-seen generator models. The results
suggest that our detector effectively generalize to
different application domains and generator models
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Figure 1: Heatmap measuring TPR at 5% FPR of our Multiclass Weighted (MW) detector across generators and
domains, using our RAID-derived test set.

Figure 2: Impact of decoding strategy (x-axis) on MW
detector performance (y-axis).

not encountered during training.
Our detector’s strong performance may result not

only from its generalization capabilities but also
from training data overlap among generator models.
LLMs are trained on massive datasets, that often
overlap, causing them to generate similar outputs
by drawing from the same underlying data (a phe-
nomenon known as memorization or data leakage).
This similarity might lead our detector to recognize
common patterns across different generators.

5 Conclusion
In this paper, we address the challenges of detect-

ing machine-generated text (MGT) from multiple
domains and different generators. Four variants of
the DistilRoBERTa-Base model are trained on large
and diverse RAID dataset, all achieving highly

Figure 3: Impact of adversarial attack strategy on MW
detector performance.

promising results. Specifically, the multi-class clas-
sifier with class weighting (MW) performs the best
in both multi-domain and cross-domain evaluations
despite of adversarial attacks. This suggests that
our approach generalizes well across multiple dif-
ferent domains, unseen generator models, and text
manipulations.

Our study demonstrates that transformer-based
models with class weighting are effective for MGT
detection, representing a significant step toward ro-
bust and generalizable detection techniques. How-
ever, the strong performance may be influenced by
factors limiting true generalizability. Specifically,
shared training data among LLM generators might
lead detectors to recognize common patterns rather
than genuinely generalize across different genera-
tors. Additionally, the current evaluation method
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sets decision thresholds based on a 5% FPR during
testing, whereas in practice, thresholds are learned
and fixed during training. These aspects require
further investigation to ensure detection reliability.
In future work, we aim to address these limitations
and extend experiments to quantify the impact of
training data size.

6 Ethical Considerations and Limitations
Our models may inherit biases present in the

training data, which could result in unfair per-
formance across various demographics or content
types. This bias poses an ethical concern, as it may
lead to higher rates of misclassification of human-
written text, especially for underrepresented groups.
To mitigate these issues, it is important that datasets
are high-quality and diverse. Evaluating model
performance across various subgroups and imple-
menting techniques to detect and reduce bias in
both models and datasets are essential for model
development.

MGT detectors could be misused to infringe
on privacy or suppress free speech. Broad adop-
tion may also discourage creative or assistive uses
of language models if content is misclassified as
machine-generated. While misclassifications may
be rare with highly accurate detectors, bias can per-
sist if the majority of the training data isn’t written
by professional authors. To prevent misuse and
protect individual rights, establishing ethical guide-
lines and usage policies is crucial. Clear policies
are needed to differentiate between unethical prac-
tices and acceptable uses, governing the ethical
deployment of MGT detectors.

The complexity of transformer-based models
poses challenges for transparency and explainabil-
ity. Incorporating explainable AI techniques can
help users understand and trust the detector’s deci-
sions. These methods can make model decisions
more interpretable and are important as they en-
able accountability and encourage human-machine
collaboration.

Although our models performed well on the eval-
uation datasets, they may not generalize to all fu-
ture models or domains due to the quick evolution
of language models. Data overlap among language
models may contribute to the detectors recognizing
patterns rather than truly generalizing, potentially
inflating performance metrics. Continuous updates
and retraining are necessary to maintain perfor-
mance. Minimizing data overlap is important to

better assess true generalization capabilities.
Our goal is to responsibly contribute to the de-

velopment of MGT detection technologies that are
fair, transparent, and beneficial to society.
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A Appendix

A.1 Cross-Domain Evaluation Composition
Table 2 provides the exact number of examples

per model and source used in our corss-domain
evaluation.

Model Source # Examples
Bloomz M4GT 10000
Cohere M4GT 10000
Davinci M4GT 10000
Dolly M4GT 10000

Gemma-2-9B-it M4GT 10000
Gemma-7B-it M4GT 10000

GPT-3.5 HC3 10000

GPT-3.5-Turbo
M4GT 5000
Mage 5000

GPT-4 M4GT 10000
GPT-4o M4GT 10000

Human
HC3 3333

M4GT 3333
Mage 3333

LLaMa-3-70B M4GT 10000
LLaMa-3-8B M4GT 10000
Mixtral-8x7B M4GT 10000

Text-Davinci-002 Mage 10000

Table 2: Number of examples per model and source in
our Task-1-derived test set.

A.2 Cross-Domain Evaluation Results
Figure 4 illustrates the aggregate performance

of our best-performing model (MW) on the cross-
domain dataset derived from Task 1.
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Figure 4: Heatmap measuring Accuracy at FPR 5% of our Multiclass Weighted (MW) detector across generators
and domains using our Task-1-derived test set. Empty cells of the heatmap ("n/a") correspond to model and source
combinations that are not present in the COLING 2025 MGT Detection Challenge Task 1 dataset.
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Abstract

Deep learning approaches to machine-
generated text detection typically suffer from
chronic undertraining due to premature con-
vergence. In our submission to the COLING
Shared Task 3, we employ a two-stage training
procedure to mitigate undertraining. First,
we train an LLM-based classifier on a large
multilingual dataset comprised of a wide
variety of domains, languages, prompts, and
LLMs. Then, we run offline inference on
the AI-labeled side of the RAID train split,
selecting the examples with the highest error
and their human counterpart examples to
continue training the model. We employ
several preprocessing strategies to improve
the robustness of the model. As a result, we
achieve the highest score on the adversarial
attack portion of the RAID leaderboard.

1 Introduction

We employ the same approach to the COLING
Machine-Generated Text Detection task (Dugan
et al., 2025) as we describe for our main production
model at Pangram Labs (Emi and Spero, 2024).
As we describe in our technical report, classifier
accuracy when training deep learning models
to detect AI-generated text does not naturally
obey scaling laws. Classifier performance scales
sublinearly as the size of the dataset used to train
AI-generated text classifiers increases, ultimately
even converging to a regime in which adding more
data to the classifier no longer helps performance
at all (e.g., validation loss stops decreasing even
before the first epoch concludes).

We hypothesize that the reason for this "satura-
tion of scaling laws" occurs for multiple reasons.
First, we notice during training on a random distri-
bution of human and AI-generated examples that
the loss curves are very spiky. There are several
batches in a row with nearly-zero loss followed by

single batches with very high loss, causing gradient
norms to reach very high values. As a result, low
learning rates and aggressive gradient clipping are
required for stable convergence. Second, many AI
examples follow very simple patterns that make
detection very obvious. For example, LLMs re-
sponses often begin with "Certainly!" or "Sure,
here is a...", which are very obvious tells that a
piece of text is LLM-generated. These easy exam-
ples flood the training set and cause learning to end
prematurely as the model overfits to these simple
patterns.

Our intuition is that a naively sampled dataset is
flooded with examples that are too easy and have
such giveaway patterns. To fix this problem, we
resample the dataset with "hard" examples over-
sampled. To define a hard example, we first train a
model on the randomly sampled dataset. We then
use this model to mine for high error examples on
the RAID dataset. We then take these examples,
and their opposite label pairs, and retrain the model,
which results in much more stable convergence be-
havior.

2 Methodology

2.1 Initial Datasets

Our initial dataset is seeded with a wide vari-
ety of human-written datasets from prior to 2022.
We use datasets from the following domains: re-
views, news, general web text, email, student
writing/essays, creative writing, question and an-
swers, ELL/ESL (English as a Second Language),
scientific/medical papers, Project Gutenberg, and
Wikipedia. We do not filter our dataset on lan-
guage; however we tune the language composition
such that English is the primary language used and
there is sufficient representation from the top 20
languages used on the Internet. All data is ethi-
cally sourced and properly licensed for commercial
use. For specifics on dataset composition, please
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Figure 1: Pangram Active Learning Approach

Figure 2: Without active learning, performance saturates as dataset size increases.

contact the authors.

2.2 Synthetic Data Creation

Our initial dataset is sampled randomly and all is
labeled as human. To generate the AI side of the
dataset, we use synthetic mirror prompts, which we
describe in more detail in our technical report (Emi
and Spero, 2024).

We define the term "mirror prompt" to be a
prompt based on the original example that is used
to generated a "synthetic mirror" or "mirror exam-
ple." The goal of each mirror prompt is to generate
an example that matches the topic and length of the
original document.

If the original document is "<original review>",
then a mirror prompt may look like this:
[Prompt] Write a <original review star

rating> star review for <original review
business name>. Make the review around
<original review length> words long.

Another example may be for a student essay.
We sometimes use double prompts, such as the

following:
[Prompt] What is a good title for this

essay? <original essay> Only give the
title in your response.
[Assistant] <Title>
[Prompt] Write an essay with the

following title: <Title>. Make the essay
around <original essay length> words
long.

2.3 LLMs used for Synthetic Mirrors
When the initial data is not in English, we translate
our prompts to the language of the source data
using DeepL’s translation API. (DeepL SE, 2024)

For synthetic mirrors in the initial training stage,
we use the following LLMs:

• GPT-3.5 (multiple subversions)

• GPT-4, GPT-4-turbo, and GPT-4o (multiple
subversions)

• Claude 2 and 3 (multiple subversions and
sizes)
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• LLaMA 2, 3, and 3.1 (multiple subversions
and sizes)

• Mistral (multiple versions and sizes)

• Gemini Pro and Flash (multiple subversions)

It is notable that we only use modern LLMs that
are instruction-tuned and post-trained. We do not
train on base models because they produce notice-
ably lower-quality outputs and are substantially less
commonly used in real-world applications.

2.4 Preprocessing and Filtering

We employ the following preprocessing strategies
prior to tokenization to enhance robustness.

• We remove all zero-width spaces.

• We convert all text to lowercase.

• We collapse all consecutive whitespace into a
single whitespace.

• We attempt to remove LLM "headers", such
as "Sure! Here is a..." or "Certainly!" or "As
an AI language model,", etc.

• We convert all text to unicode standard char-
acters using the unidecode package (English
text only).

Prior to training, we also filter the dataset using
the following criteria:

• We remove all examples that are under 25
words long.

• Sometimes LLMs simply repeat the prompt
back to the user and do not say anything else.
We attempt to filter out this use case by check-
ing to see if 50 percent or more of the LLM
output matches the input prompt exactly and
if it does, we filter the example out.

2.5 Augmentation

We also employ two augmentation strategies.

• We randomly machine translate around 20 per-
cent of the English training set to another lan-
guage using DeepL. We randomly select the
language from the top 20 languages on the
Internet.

• With 50 percent probability, we randomly
mask 15 percent to 75 percent of the input
tokens from the model at training time. We
find that this improves training stability and
helps the model from overfitting to common
giveaway phrases and syntactic patterns. This
technique is very similar to CutOut which is
commonly used in computer vision (DeVries
and Taylor, 2017).

2.6 Tokenization, Architecture, and Model
Training

We use the Mistral NeMo architecture (Mistral AI
Team, 2024) which has approximately 12 billion
parameters, with an untrained linear classification
head and an LLM classification head (to identify
which LLM an AI text came from, as an auxiliary
task). Following the usual convention for sequence
classification modeling using an autoregressive lan-
guage model, the hidden state from the final token
in the sequence is used as the input to both clas-
sification heads. As is common practice in LLM
finetuning, we use trainable LoRA (Hu et al., 2022)
adapters while keeping the base model frozen. We
use the Tekken tokenizer out of the box, which is
noted for its strong multilingual performance. We
truncate the context window to 512 tokens to con-
strain the model to using only short-range features.
When necessary, we simply crop the input to fit the
context window.

We train the model to convergence using 8 A100
GPUs with an effective batch size of 24 using a
weighted cross-entropy loss. We use the AdamW
optimizer and a linearly decaying learning rate
schedule. We train the model for 1 epoch, which
took about 9 hours, and select the checkpoint based
on a weighted cross-entropy loss with 3 times the
weight given to false positives.

2.7 Active Learning
After the initial model is trained, we mine the RAID
training set for AI examples that the initial model
classifies as human. We then select the 50,000
highest error examples and add them back into the
training set with the 50,000 human example pairs
corresponding to these highest error examples. We
restrict our search to only examples that have no
adversarial attack.

This process has several side effects that also
improve the underlying data distribution. First,
base models and other models that are difficult to
detect are introduced into the training set, but only
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the base model distribution that differs significantly
from the instruction-tuned model distributions, and
proportionally to how poorly the generalization is
to each particular model.

This side effect generalizes to domains, lan-
guages, and attacks as well: the worse the initial
model is at predicting a particular split of the data,
the more that split gets overrepresented in the fol-
lowing training run.

We reintroduce this data into the training set and
retrain the model for 1 epoch until convergence.

3 Results

Pangram places first overall in detecting GPT4,
ChatGPT, and LLaMA (state-of-the-art models)
with no adversarial attacks, second overall in de-
tecting all models without adversarial attacks, and
tied for first overall in detecting AI-generated text
with adversarial attacks.

The full results are posted publicly on the RAID
website. We refer the reader to the leaderboard for
full details. (Dugan et al., 2025)

4 Discussion

We believe our method is a general framework for
scaling the deep learning approach to detecting AI-
generated text, and this prototype model is only a
starting point. For example, the framework could
be extended beyond the current dataset to even
more domains and data and larger models, or cus-
tomized to private data or domains in which open
data is not readily available at scale, such as mes-
saging, email, or other data with high amounts of
PII.

4.1 Differences between RAID submission
and Pangram’s Commercial Model

Our submission uses a similar framework and is
otherwise trained in the same way as Pangram’s
commercial model, but there are some slight differ-
ences.

In Pangram’s original framework (Emi and
Spero, 2024), we perform hard negative mining
with synthetic mirrors on large human-written text
corpora, to reduce the false positive rate as much as
possible. However, when evaluated on RAID, the
initial model has excellent precision but poor re-
call. This is due to the domain shift to the different
models used in the RAID benchmark. To reduce
our false positive rate, we perform the inverse op-
eration: hard positive mining with human mirrors.

This is not generally possible in a real-world set-
ting due to the fact that positively labeled examples
are not as abundant as negatively labeled examples,
but it was possible for the RAID benchmark and so
we decided to take advantage.

Because the RAID benchmark contains many
lower-quality models, such as MPT, GPT-2, etc.,
we needed to optimize the model to perform well
on these lower quality models, but this required
trading off some false positives. For real-world
usage, detecting these low-quality model outputs
is not important, so our production model does not
detect these as well as the RAID model, but has a
lower false positive rate.

We also enforce a higher minimum word count
for the commercial model, which again lowers our
false positive rate but hurts our recall on shorter text.
Other researchers have given theoretical and em-
pirical grounding for the relationship between de-
tectability and sequence length (Chakraborty et al.,
2023). In practice, for the production model, we
choose to prioritize precision, but for the RAID
submission, we instead to choose a more balanced
approach where we equally prioritize precision and
recall on these short texts.

Additionally, we do not use unidecode for the
commercial model on non-English languages.

5 Conclusion

In this work, we have demonstrated a general
framework for domain and model adaptation of
deep-learning based AI detectors based on active
learning and mirroring. We further argue that ac-
tive learning is necessary for scaling performance
both in terms of model size and data and present
a model larger and more accurate than the other
methods in the RAID benchmark, without the need
for using perplexity-based features or otherwise
handcrafted feature engineering.
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Abstract

This paper presents our approach for Task 3
of the GenAI content detection workshop at
COLING-2025, focusing on Cross-Domain
Machine-Generated Text (MGT) Detection.
We propose an ensemble of fine-tuned trans-
former models, enhanced by inverse perplexity
weighting, to improve classification accuracy
across diverse text domains. For Subtask A
(Non-Adversarial MGT Detection), we com-
bined a fine-tuned RoBERTa-base model with
an OpenAI detector-integrated RoBERTa-base
model, achieving an aggregate TPR score of
0.826, ranking 10th out of 23 detectors. In
Subtask B (Adversarial MGT Detection), our
fine-tuned RoBERTa-base model achieved a
TPR score of 0.801, securing 8th out of 22
detectors. Our results demonstrate the effec-
tiveness of inverse perplexity-based weighting
for enhancing generalization and performance
in both non-adversarial and adversarial MGT
detection, highlighting the potential for trans-
former models in cross-domain AI-generated
content detection.

1 Introduction

The proliferation of advanced language models
such as GPT (Radford et al., 2019) and RoBERTa
(Liu et al., 2019), machine-generated content has
become prevalent across social media, journalism,
and academia, raising concerns about authenticity
and misinformation. Detecting AI-generated text
is especially challenging across diverse domains,
where variations in language and style can hinder
detection efforts.

In Task 3 of the COLING 2025 Workshop on De-
tecting AI-Generated Content (Dugan et al., 2025),
we tackle cross-domain Machine-Generated Text
(MGT) detection using an ensemble approach that
combines fine-tuned RoBERTa-base models (Liu
et al., 2019) and OpenAI detection tools (Solaiman
et al., 2019). Our method leverages inverse per-
plexity weighting to enhance the contributions of

high-confidence models, yielding a robust detec-
tion system.

Our approach achieved an aggregate score of
0.826 in Non-Adversarial Cross-Domain MGT de-
tection (Subtask A), ranking 10th, and 0.801 in Ad-
versarial Cross-Domain MGT detection (Subtask
B), ranking 8th. This paper outlines our ensemble-
based methodology, dataset considerations, and
insights for effective cross-domain AI-generated
text detection.

2 Background

2.1 Dataset

The RAID dataset (Dugan et al., 2024), provided
for the competition, is designed for evaluating
machine-generated text detectors. It contains over
10 million documents across 11 language models,
11 genres, 4 decoding strategies, and 12 adver-
sarial attacks, including both human-written and
machine-generated content from 8 different do-
mains like books, news, poetry, and recipes. For
training and validation, we used the RAID-train
subset (802 million words, 11.8GB) and RAID-
test subset (81 million words, 1.22GB). We also
utilized the RAID-extra subset, which includes lan-
guages like Czech and German (275 million words,
3.71GB). This dataset provides a comprehensive
resource for AI-generated text detection.

For the fine-tuning of our model, we reduced
the dataset by using about 10% of the publicly
available data. This reduction was carried out
in a balanced manner across all genres, decod-
ing strategies, attacks, and domains to ensure that
each subset was proportionally represented. Specif-
ically, we reduced the data across the following
domains: abstracts, books, news, poetry, recipes,
reddit, reviews, and wiki. The distribution of this
reduced data across models is shown in Table 1,
with domain-specific sample sizes for each model.
For example, the number of samples for "Chat-
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Model Domain Total
Abstracts Books News Poetry Recipes Reddit Reviews Wiki

Human 2119 2137 2136 2125 2126 2135 1132 2135 17109
ChatGPT 4238 4274 4272 4250 4253 4270 2263 4270 34090
Cohere 4238 4274 4272 4250 4253 4270 2263 4270 34090
Cohere-Chat 4238 4274 4272 4250 4253 4270 2263 4270 34090
GPT-2 8477 8549 8544 8501 8506 8540 4526 8540 68183
GPT-3 4238 4274 4272 4250 4253 4270 2263 4270 34090
GPT-4 4238 4274 4272 4250 4253 4270 2263 4270 34090
Llama-Chat 8477 8549 8544 8501 8506 8540 4526 8540 68183
Mistral 8477 8549 8544 8501 8506 8540 4526 8540 68183
Mistral-Chat 8477 8549 8544 8501 8506 8540 4526 8540 68183
MPT 8477 8549 8544 8501 8506 8540 4526 8540 68183
MPT-Chat 8477 8549 8544 8501 8506 8540 4526 8540 68183

Total 62516 63577 63538 63380 63408 63606 37338 63606 518469

Table 1: Data distribution for various models across different domains, with total data per model and summed values
for each domain. The values represent domain-specific sample sizes for each model. We used only 10% of the
RAID (Dugan et al., 2024) dataset for fine-tuning our models.

GPT" in the "Books" domain is 4274, while for
"Human" in the "Reviews" domain, it is 1132. This
balanced reduction ensures the data used for train-
ing is representative across models and domains,
enabling efficient and effective fine-tuning.

2.2 Related Work

The detection of machine-generated text has gained
attention with the rise of large language models
(LLMs) like GPT (Radford et al., 2019) and BERT
(Devlin et al., 2019). Fine-tuned Transformer mod-
els have succeeded in binary classification tasks,
but challenges remain in cross-domain and multi-
lingual contexts due to data biases (Liu et al., 2019;
Solaiman et al., 2019). Ensemble methods combin-
ing models like BERT, RoBERTa, GPT variants,
and perplexity-based weighting have been explored
to improve domain robustness (Schick and Schütze,
2020; Clark et al., 2019).

Recent work in cross-domain detection shows
that RoBERTa-based detectors for GPT-2 generated
technical text can be transferred with few labeled
examples, such as from physics to biomedicine (Ro-
driguez et al., 2022). Paragraph-level detection is
also being explored to address document tampering
in mixed-domain texts.

For multilingual detection, models like XLM-
RoBERTa (Conneau et al., 2019) and RemBERT
(Chung et al., 2021) improve cross-lingual detec-
tion, though challenges remain for low-resource
languages (Hu et al., 2020). Recent SemEval
tasks (Fetahu et al., 2023; Wang et al., 2024) have
refined these approaches with task-specific fine-
tuning. Our work builds on these methods by using

inverse perplexity-weighted ensembles to enhance
detection across domains and languages.

Figure 1: Overall Framework of our Proposed Sys-
tem for both Non-Adversarial and Adversarial Cross-
Domain MGT Detection.

3 System Overview

We developed an ensemble approach for AI-
generated text detection across multiple domains,
using Transformer models with inverse perplexity-
based weighted voting for improved accuracy. The
system overview is shown in Figure 1.

3.1 Ensemble Model Selection and
Justification

For the ensemble model, we selected two
Transformer-based models tailored for Non-
Adversarial and Adversarial cross-domain text de-
tection, leveraging their strengths in capturing lin-
guistic, syntactic, and semantic patterns essen-
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tial for AI-generated content detection. For non-
adversarial tasks, we employed RoBERTa-base,
recognized for its strong performance in natural
language understanding and robust generalization
across text domains (Liu et al., 2019), alongside
the RoBERTa-base OpenAI Detector, fine-tuned
specifically for distinguishing AI-generated text
from human-authored content (Solaiman et al.,
2019). For adversarial scenarios, RoBERTa-base
was selected again for its ability to capture sub-
tle linguistic patterns and semantic inconsistencies,
making it highly effective in challenging detection
tasks (Liu et al., 2019). This strategic selection
ensures a balanced approach to handling diverse
and adversarial text detection challenges.

3.2 Data Pre-processing
For text classification, the data was preprocessed
using model-specific tokenizers, incorporating trun-
cation and padding as required. To enhance mem-
ory efficiency and training performance, texts
were sorted by word count, reducing unnecessary
padding. A fixed random seed was maintained to
ensure reproducibility.

3.3 Training Procedure
The models were fine-tuned using the Hugging
Face Transformers library 1 for English and mul-
tilingual text classification. Tokenization was per-
formed with ‘AutoTokenizer‘, and the architectures
were adapted for classification tasks with appropri-
ate label mappings.

Training was conducted for 3 epochs with a
learning rate of 2× 10−5, batch sizes of 4 for train-
ing and 16 for validation, and weight decay of
0.01. Early stopping was applied with a patience
of 5 evaluations and a 0.001 improvement thresh-
old. Evaluation checkpoints were saved after each
epoch, and the best-performing model was used for
testing.

This procedure ensured robust generalization
across subtasks. Further training details are pro-
vided in Table 2.

3.4 Ensemble Voting Strategy
Our ensemble employs a weighted soft-voting strat-
egy, combining predictions from all fine-tuned
models for each subtask. The weights are deter-
mined based on inverse perplexity, with lower per-
plexity values reflecting higher confidence.

1Hugging Face Transformers: https://huggingface.
co/transformers/

Hyperparameter Value
Number of Epochs 2 ∼ 3

Learning Rate 1× 10−5 ∼ 2× 10−5

Training Batch Size 4
Validation Batch Size 16
Early Stopping Patience 5 validation steps
Early Stopping Threshold 0.001
Weight Decay 0.01
Optimizer AdamW
Loss Function Binary Cross-Entropy
Evaluation Strategy Every ¼ epoch
Checkpointing Strategy Validation loss

Table 2: Training Configuration

3.4.1 Perplexity Calculation
For each model, we compute the perplexity based
on its predictions. The perplexity P is computed
using the Negative Log Likelihood formula:

P = exp

(
− 1

N

N∑

i=1

log(p(yi | xi))
)

where p(yi | xi) is the predicted probability
for the true label yi, and N is the number of test
samples. Lower perplexity values indicate higher
confidence.

To compute perplexity, we use each model’s log-
its, apply softmax to obtain probabilities, and then
calculate perplexity based on the true labels and
these probabilities.

3.4.2 Perplexity-Based Weighting Adjustment
To calculate model weights, each model’s perplex-
ity is adjusted by subtracting 1, creating an effective
weighting scale. The weight wi for model i is then
computed as the inverse of this adjusted perplex-
ity and normalized across models, giving higher
confidence models greater influence.

wi =
1/(Pi − 1)

∑M
j=1(1/(Pj − 1))

where M represents the total number of models,
and Pi is the original perplexity of model i.

3.4.3 Weighted Soft-Voting
Each model’s predicted probabilities are scaled by
its weight and summed to form the final ensemble
prediction. This weighted voting prioritizes models
with higher confidence (lower perplexity), giving
them greater influence on the final decision. The
ensemble’s final prediction for each class c is:
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Non-Adversarial Results
Detector Chat

GPT
GPT-4 GPT-3 GPT-2 Mistral Mistral-

Chat
Cohere Cohere-

Chat
Llama-
Chat

MPT MPT-
Chat

AGG
TPR

Rank

FT RoBERTa +
RoBERTa
OpenAI

0.960 0.861 0.895 0.753 0.734 0.936 0.546 0.748 0.891 0.804 0.901 0.826 10/23

FT RoBERTa +
RoBERTa
OpenAI +

BERT

0.983 0.934 0.755 0.730 0.709 0.960 0.510 0.747 0.943 0.772 0.932 0.825 11/23

FT RoBERTa 0.943 0.836 0.902 0.739 0.719 0.916 0.542 0.737 0.870 0.800 0.891 0.813 12/23

Binoculars 0.997 0.907 0.989 0.678 0.610 0.914 0.935 0.943 0.973 0.447 0.707 0.790 -

Adversarial Results

FT RoBERTa 0.911 0.808 0.873 0.730 0.720 0.887 0.567 0.740 0.855 0.806 0.861 0.801 8/22

FT RoBERTa +
RoBERTa
OpenAI

0.876 0.777 0.813 0.690 0.681 0.851 0.518 0.696 0.823 0.757 0.817 0.760 10/22

FT RoBERTa +
RoBERTa
OpenAI +

BERT

0.896 0.843 0.675 0.663 0.651 0.874 0.457 0.670 0.857 0.711 0.841 0.749 11/22

SuperAnnotate
AI Detector

0.963 0.913 0.720 0.411 0.342 0.897 0.445 0.685 0.918 0.314 0.767 0.649 -

Table 3: Cross-domain MGT detection performance under non-adversarial and adversarial conditions. The table
shows detector performance across various generator models, with aggregate True Positive Rate (AGG TPR) and
rankings. "FT" denotes fine-tuned models, and base models are used for training and evaluation.

pensemble(c) =

M∑

i=1

wi · pi(c)

where pi(c) is the predicted probability for class
c by model i, and wi is its weight.

This method enhances ensemble accuracy by pri-
oritizing predictions from more confident models,
improving overall performance.

4 Results

Table 3 shows cross-domain MGT detection perfor-
mance for non-adversarial and adversarial testing,
with detectors ranked based on aggregate True Pos-
itive Rate (TPR).

4.1 Performance

In the non-adversarial setting, the fine-tuned
RoBERTa + RoBERTa OpenAI model which was
fine-tuned on RAID dataset (Dugan et al., 2024)
achieved the highest performance, with an aggre-
gate (AGG) score of 0.826, ranking 10th out of
23 detectors (see Table 3). This model effec-
tively combined fine-tuned RoBERTa Base and
RoBERTa Base OpenAI models, with perplexity-
based weighting to give more influence to lower-

perplexity models, enhancing overall accuracy. It
consistently delivered strong results across various
generator models, including ChatGPT and GPT-3.

In the adversarial testing, the fine-tuned
RoBERTa model outperformed other detectors,
achieving an aggregate (AGG) score of 0.801 and
ranking 8th out of 22 (see Table 3). This demon-
strates the model’s robust adaptability in adversar-
ial conditions, achieving top scores with GPT-3 and
GPT-4, even under altered input scenarios.

4.2 Model Comparison

The performance of various detectors was eval-
uated under both non-adversarial and adversar-
ial conditions, revealing key insights into their
strengths and limitations.

In the non-adversarial setting, FT RoBERTa +
RoBERTa OpenAI emerged as the top performer,
achieving an AGG TPR of 0.826 and ranking 10th
overall. It demonstrated exceptional performance
with models such as ChatGPT (TPR: 0.960) and
GPT-4 (TPR: 0.861), outperforming FT RoBERTa
(AGG TPR: 0.813, ranked 12th) and the ensem-
ble model FT RoBERTa + RoBERTa OpenAI +
BERT (AGG TPR: 0.825, ranked 11th). Interest-
ingly, Binoculars (Hans et al., 2024) showed strong
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results with specific generators like GPT-3 (TPR:
0.989) and Llama-Chat (TPR: 0.973). However,
its inconsistent performance with other generators,
such as MPT (TPR: 0.447), limited its reliability.
In contrast, FT RoBERTa + RoBERTa OpenAI
demonstrated stable results across all generators,
including strong performances with Mistral-Chat
(TPR: 0.936) and Cohere-Chat (TPR: 0.748), un-
derscoring its robustness and versatility.

Under adversarial conditions, FT RoBERTa
proved to be the most robust model, achieving
an AGG TPR of 0.801 and ranking 8th overall.
It excelled with GPT-3 (TPR: 0.873) and MPT-
Chat (TPR: 0.861), outperforming FT RoBERTa +
RoBERTa OpenAI (AGG TPR: 0.760, ranked 10th)
and FT RoBERTa + RoBERTa OpenAI + BERT
(AGG TPR: 0.749, ranked 11th). In comparison,
the SuperAnnotate AI Detector (SuperAnnotate,
2024) delivered competitive results with ChatGPT
(TPR: 0.963), but its performance was inconsistent,
particularly with GPT-2 (TPR: 0.411) and Mistral
(TPR: 0.342). These results emphasize the variabil-
ity of some detectors when faced with adversarial
data, highlighting the consistent reliability of FT
RoBERTa.

The consistent dominance of FT RoBERTa +
RoBERTa OpenAI in non-adversarial settings and
FT RoBERTa in adversarial conditions underscores
the importance of tailoring architectures to specific
scenarios. While models like Binoculars and Super-
Annotate excelled in isolated cases, their lack of sta-
bility across diverse generators reinforces the value
of robust, well-balanced models like FT RoBERTa.
These findings suggest that future efforts should fo-
cus on further optimizing architectures to enhance
cross-domain robustness and adversarial detection
capabilities.

5 Limitations

Our approach, while effective, has several limi-
tations. Focusing on RoBERTa models for fine-
tuning and ensemble weighting excluded alterna-
tives like RemBERT (Chung et al., 2021) and XLM-
RoBERTa (Conneau et al., 2019), which might
better handle longer sequences, noisy data, and
multi-label tasks.

Due to computational constraints, we trained on
a subset of the RAID dataset, limiting the model’s
ability to capture its full diversity. Training on the
full dataset could greatly improve detection perfor-
mance, especially for underrepresented domains.

Performance variability across generator mod-
els (e.g., GPT-4 vs. Mistral) and limited multi-
lingual capabilities highlight the need for better
cross-domain generalization and robust multilin-
gual detection. While the ensemble approach en-
hanced generalization, it increased computational
overhead, warranting exploration of more efficient
strategies in future work.

6 Discussion and Conclusion

In this paper, we proposed an ensemble-based ap-
proach for cross-domain MGT detection, combin-
ing fine-tuned RoBERTa Base and RoBERTa Base
OpenAI detectors with inverse perplexity weight-
ing. Our method achieved competitive results, rank-
ing 10th and 8th in non-adversarial and adversarial
tasks, respectively, in Task 3 of the GenAI con-
tent detection workshop at COLING-2025. Inverse
perplexity weighting improved generalization by
prioritizing more confident models across diverse
domains. For non-adversarial tasks, we explored an
inverse perplexity-based ensemble approach. How-
ever, the detectors in this ensemble underperformed
compared to the fine-tuned RoBERTa model, high-
lighting the value of fine-tuning on task-specific
data and suggesting avenues for refining ensemble
techniques.

Our results show that transformer-based mod-
els, particularly RoBERTa, are effective for non-
adversarial and adversarial MGT detection. For
non-adversarial detection (Subtask A), we achieved
a score of 0.826, and for adversarial detection (Sub-
task B), we scored 0.801. However, cross-domain
detection remains challenging, especially with var-
ied generator models and multilingual data. Our
system performed well with generators like Chat-
GPT and GPT-4 but struggled with others like Co-
here and Mistral, indicating the difficulty of detect-
ing diverse machine-generated content.

Due to limited computational resources, we
trained on a subset of the available data. Despite
this, our models performed well, demonstrating the
potential of our approach even with partial data.
This work lays the foundation for further progress
in MGT detection, especially in adversarial and
cross-lingual settings. Future research can focus on
enhancing multilingual capabilities, incorporating
more diverse language models, and exploring dy-
namic ensemble strategies to improve performance
across domains and attack scenarios.
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A Appendix

Tools & Libraries Version
Python 3.10.14
Pandas 2.2.2
NumPy 1.26.4
PyTorch 2.4.0
Transformers 4.44.2
Evaluate 0.4.3
WandB 0.16.6

Table 4: Main tools and libraries used in our system

Table 4 provide the details about the correspond-
ing libraries, which are beneficial to help replicate
our experiments.
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Abstract
This paper presents BBN-U.Oregon’s sys-
tem, ALERT, submitted to the Shared Task
3: Cross-Domain Machine-Generated Text De-
tection. Our approach uses robust authorship-
style representations to distinguish between
human-authored and machine-generated text
(MGT) across various domains. We employ
an ensemble-based authorship attribution (AA)
system that integrates stylistic embeddings
from two complementary subsystems: one that
focuses on cross-genre robustness with hard-
positive and negative mining strategies and an-
other that captures nuanced semantic-lexical-
authorship contrasts. This combination en-
hances cross-domain generalization, even un-
der domain shifts and adversarial attacks. Eval-
uated on the RAID benchmark, our system
demonstrates strong performance across gen-
res and decoding strategies, with resilience
against adversarial manipulation, achieving
91.8% TPR at FPR=5% on standard test sets
and 82.6% on adversarial sets.

1 Introduction

The rapid advancement of large language models
(LLMs) has transformed numerous fields, from nat-
ural language processing to automated content gen-
eration, enabling machines to generate text that is
often indistinguishable from human writing. Mod-
els are now capable of producing fluent, coherent,
and contextually relevant text, sparking widespread
adoption across industries for tasks ranging from
content creation to customer service. However,
alongside these advancements, the potential for
misuse has grown, particularly in areas like disin-
formation, academic plagiarism, automated phish-
ing attacks, and social media manipulation. New
challenges arise in distinguishing between human-
authored and machine-generated content.

To address these challenges, we developed the
ALERT (Authorship through Learnable and Ex-
plainable Rich Transformations) system, which

was submitted to the Shared Task on Cross-Domain
Machine-Generated Text Detection within the
COLING Workshop on Detecting AI Generated
Content. The focus of this shared task (Dugan
et al., 2025) is on evaluating the cross-domain ro-
bustness of MGT detectors across diverse domains,
generative models, and decoding strategies. This
challenge addresses the critical need for detectors
that maintain high accuracy and low false positive
rates when applied to MGT in varied real-world
contexts.

Traditional approaches for detecting MGT typi-
cally rely on supervised learning, where detectors
are trained on labeled corpora of human-written
and machine-generated documents. However, these
methods often struggle with generalization, partic-
ularly as new, more sophisticated LLMs emerge
(Zellers et al., 2019). Furthermore, these models
are highly sensitive to distribution shifts, meaning
that performance degrades when applied to LLMs
or domains not seen during training (Mitchell et al.,
2023). As LLMs become more prevalent and di-
versified, such approaches become increasingly im-
practical.

To address these challenges, recent research has
focused on learning authorship style representa-
tions (Soto et al., 2024). Style, a fundamental
characteristic of human authorship, varies across
individuals and tasks but tends to be more consis-
tent within a specific LLM. By capturing stylistic
nuances, detectors can more effectively identify
MGT, even in the face of emerging LLMs or pre-
viously unseen content domains. This paper ex-
pands on the work of (Rivera-Soto et al., 2021)
by proposing an improved Authorship Attribution
(AA) system for MGT using authorship style rep-
resentations. Our models, which generate these
representations, are trained using advanced tech-
niques such as GradCache (Gao et al., 2021), vari-
ous hard-negative mining (Robinson et al., 2021)
(Fincke and Boschee, 2024) and hard-positive filter-
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ing strategies, and their embeddings are combined
by a fusion module to improve performance. These
techniques improve the models’ ability to distin-
guish between the writing styles of humans and
MGT, across LLMs and domains. The rest of the
paper is organized as follows: Section 2 reviews
related work in MGT detection, Section 3 describes
our methodology and ensemble-based AA system,
Section 4 outlines the experimental setup and re-
sults, and Section 5 concludes the paper with future
directions.

2 Related Work

Detecting MGT has become an increasingly crit-
ical task with the rapid growth of large language
models (LLMs) like GPT-3 and -4, LLaMA-2 and
-3, which can produce highly fluent and human-like
text. Early approaches focused on supervised meth-
ods, where models were trained on labeled datasets
of humans and MGT. For instance, OpenAI’s AI
Detector was designed to distinguish between text
written by GPT-2 and human authors, but its perfor-
mance declined with the release of more advanced
models like GPT-3 and ChatGPT (Solaiman et al.,
2019). These supervised detectors, while effective
in their specific settings, often fail to generalize
to unseen LLMs due to the constant evolution of
model architectures and training paradigms (Zellers
et al., 2019). Soto et al. (2024) propose a method
based on authorship style representations (Rivera-
Soto et al., 2021), which leverages the stylistic
features of human-written text to detect machine-
generated content in a few-shot scenario, without
relying on large amounts of training data from the
target LLMs. This method addresses the limita-
tions of supervised learning by focusing on invari-
ant features of writing style. Hans et al. (2024)
introduce a zero-shot detection method, “Binocu-
lars”, which contrasts the outputs of two closely
related LLMs to identify MGT with high accuracy.
Recent advances also include adversarial learning
approaches like RADAR (Hu et al., 2023), which
improve robustness by training detection models to
identify adversarially crafted MGT. These methods
offer improved performance in challenging scenar-
ios where LLMs are specifically designed to bypass
detection systems.

3 Methodology

The core of our detection framework is based on
the hypothesis that MGT exhibits consistent stylis-

tic patterns that differ from those of human au-
thors. To capture these stylistic cues effectively, we
implement an ensemble-based AA system, com-
bining two complementary subsystems optimized
with advanced training techniques for robustness
and cross-domain generalization.

Our methodology builds upon the contrastive
learning approach used by (Rivera-Soto et al.,
2021), with key improvements. The AA system
ensemble is designed using a Siamese neural archi-
tecture, which captures nuanced stylistic signatures
through embeddings that serve as distinctive au-
thorship signatures. The ensemble integrates cues
from multiple linguistic and stylistic features, en-
abling a cohesive detection framework with broad
generalization capabilities. While Rivera-Soto et al.
(2021) introduced authorship attribution with con-
trastive learning, our approach extends it by incor-
porating advanced hard-positive and hard-negative
mining strategies (BM25-based and cluster-based),
GradCache for larger batch sizes, and fusing em-
beddings from multiple systems.

The core components of our framework, AA
System I and AA System II, each employ unique
training strategies. Below, we provide training
strategies employed by each system and its spe-
cific optimizations.

3.1 AA system I: Cross-Genre Robustness
with Hard-Positive and Negative Mining

AA System I employs a training methodology that
emphasizes cross-genre robustness through special-
ized hard-positive filtering and hard-negative min-
ing strategies adopted from (Fincke and Boschee,
2024). For hard-positive examples, the system uses
the two most topically distant documents available
per author, promoting the learning of stylistic con-
sistency rather than topical similarity. To refine this
process, authors with insufficiently dissimilar docu-
ment pairs are excluded from training, resulting in
fewer but more challenging examples that improve
performance in both genre-specific and cross-genre
contexts. For hard-negatives, the system gener-
ates batches containing clusters of authors where
each author contributes two documents: one near
the cluster center for similarity and the other in
the outer reaches for dissimilarity, ensuring stylis-
tic contrast. K-means clustering determines initial
centroids, with each centroid representing one au-
thor, and documents closest to each centroid are
selected to populate clusters. FAISS-based similar-
ity search (Douze et al., 2024)maintains clustering

359



efficiency by capping retrieval to the nearest 2,024
entries. Once clusters are formed, centroids are
grouped to fill each batch with a set number of
authors, creating more coherent batches and en-
suring that each batch offers challenging stylistic
contrasts. Further details on these methods, includ-
ing clustering and selection criteria, are available in
Fincke and Boschee (2024). In summary, AA Sys-
tem I focuses on cross-genre robustness by apply-
ing hard-positive filtering and a clustering-driven
hard-negative mining strategy that relies on topi-
cally distant documents. This approach encourages
the model to learn stylistic consistency that is not
conflated with topic similarity.

3.2 AA System II: Semantic, Lexical,
Clustering based Contrastive Learning

System II is designed to capture nuanced stylistic
differences across authors through hard-positive
filtering and a dual-strategy hard-negative mining
approach. The same hard-positive mining strat-
egy from System I Sec 3.1 is used in this system
for dataset filtering. This subsystem, while shar-
ing foundational techniques with AA System I, in-
corporates distinct selection criteria for training
examples to improve the model’s ability to distin-
guish stylistic similarities across diverse topics. For
mining hard-negative examples, in the first stage,
BM25 (Robertson et al., 2009) is applied to retrieve
top-k collections, where each “collection” refers
to the set of documents written by a single author.
By selecting collections that are lexically similar
to the anchor documents yet originate from dif-
ferent authors, the model is encouraged to focus
on subtle stylistic patterns rather than topical sim-
ilarities. This process enables the model to focus
on subtle stylistic patterns, reducing the influence
of the topic. Subsequently, a two-level clustering
approach using K-means is adopted, to capture
more nuanced semantic content. The first level
performs document-level clustering, grouping doc-
uments based on their semantic content, primarily
capturing topical similarities. The second level im-
plements author-level clustering, organizing author
collections based on aggregated embeddings that
reveal patterns in authorship style. Within each
author-level cluster, collections from different au-
thors are selected as Hard-negative examples, fur-
ther refined by retaining only documents that fall
within the same document-level clusters as the an-
chor documents. Hard-negative mining (Robinson
et al., 2021) is performed on the complete dataset,

not limited to training subsets, to ensure a broader
range of potential hard-negatives. Document-level
and author-level clusters are set to 512, with a bal-
anced distribution of 50% BM25-mined and 50%
cluster-mined negative examples. This compre-
hensive approach supports a variety of negative
examples, challenging training instances, and ro-
bust model performance. By combining semantic,
lexical, and clustering-based approaches, the afore-
mentioned process makes the model focus on the
most important features for authorship style dis-
criminability.

Additionally, the GradCache (Gao et al., 2021)
technique allows for larger batch sizes, storing in-
termediate gradients to reduce memory load. This
enables the model to handle a higher volume of ex-
amples per batch, improving generalization across
diverse domains and effectively distinguishing sub-
tle stylistic differences in authorship.

Overall, AA System II builds upon similar con-
cepts but differs notably in its hard-negative mining
strategy. While System I relies on clustering and
topically distant pairs, System II adopts a dual-
strategy method: first, BM25-based retrieval identi-
fies lexically similar yet differently authored doc-
uments; second, a two-level clustering approach
(document-level and author-level) further refines
these candidates. This combination enables Sys-
tem II to pinpoint subtler stylistic discrepancies that
persist even among topically and lexically similar
texts.

3.3 Machine Style Detection

The MGT Style Detection system uses learned
authorship style representations to accurately dis-
tinguish between humans and MGT. In the final
classification stage, a fully connected layer pro-
cesses these stylistic embeddings, followed by a
binary classification layer specifically trained to de-
tect MGT. The AA (sub-)system produces domain-
invariant style representations, thus making the
MGT detection system domain/genre-invariant as
well. Furthermore, an ensemble system enhances
detection capability by combining style embed-
dings from both AA systems, achieving a robust
and comprehensive understanding of stylistic nu-
ances for greater accuracy across diverse domains.
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Model Development Set (20% RAID Train) Evaluation Set
(RAID Test)Abstracts Books News Average

AA System I (Sec: 3.1) 0.790 0.838 0.927 0.852 -
AA System II (Sec: 3.2) 0.975 0.939 0.982 0.965 0.893
Ensemble System 0.966 0.971 0.982 0.973 0.918

Table 1: Performance of Cross-Domain MGT Detection on RAID Dataset (Subtask-A: No Adversarial Attacks)

Model Development Set (20% RAID Train) Evaluation Set
(RAID Test)Abstracts Books News Average

AA System I (Sec: 3.1) 0.612 0.650 0.912 0.794 -
AA System II (Sec: 3.2) 0.887 0.866 0.937 0.897 0.788
Ensemble System 0.876 0.934 0.978 0.930 0.826

Table 2: Performance of Cross-Domain MGT Detection on RAID Dataset (Subtask-B: with Adversarial Attacks)

4 Experiments and Results

4.1 Data

Both authorship systems are trained on various
datasets (see Appendix Table 5) with authorship la-
bels, employing various author contrastive learning
objectives—with a focus on authors who have pro-
duced at least 100 documents. To increase sample
diversity, longer documents are split into shorter
segments, augmenting the training pool. The Cross-
domain MGT Detection task (Dugan et al., 2025)
uses the RAID benchmark (Dugan et al., 2024)
which consists of over 10 million documents span-
ning 11 LLMs, 11 genres, 4 decoding strategies,
and 12 adversarial attacks. To evaluate our models,
we utilized the training set from RAID. We divided
the RAID dataset into 60% train, 20% validation,
and 20% development sets, ensuring an equal repre-
sentation of genres, LLMs, and adversarial attacks.
Document source information was used to prevent
overlap between training and test sets.

4.2 Experiment Setup

For the AA systems, we use Qwen2 1.5B 1 and E5-
mistral-7b-instruct 2 for text embeddings in Sys-
tems I and II, respectively. Model optimization was
done using the AdamW Optimizer (Loshchilov,
2017), and training was conducted on 4 NVIDIA
RTX A6000 GPUs.

To assess cross-domain generalization, we con-
ducted cross-validation experiments by training on
two of the three genres in RAID (Abstracts, Books,
and News) and testing on the held-out genre. Fi-

1https://huggingface.co/Qwen/Qwen2-1.5B
2https://huggingface.co/Linq-AI-Research/Linq-Embed-

Mistral

nal classification layers are trained using the 60%
of the train set, 20% validation set to select the
classification layer weights and results reported in
Sec 4.3 are on 20% of the development set. While
initial experiments involved domain-specific splits
to guide hyperparameter selection, in the final re-
ported model, the final classification layer is trained
on the full 60% using all available training domains
for maximum coverage.

We use the official evaluation metric, TPR @
FPR=5%, which measures the model’s accuracy in
detecting MGT at a fixed false positive rate of 5%.

4.3 Results

Table 1 and Table 2 show results with our MGT
detection models showing strong cross-domain per-
formance, particularly highlighting the effective-
ness of the ensemble-based approach. The cross-
validation on the development set reveals that the
ensemble system achieves the highest average TPR
at FPR=5%, which is also reflected in the evalua-
tion results. Without adversarial attacks, the ensem-
ble system outperforms individual models by cap-
turing more varied stylistic representations, which
enabled it to generalize well even when facing do-
main shifts. In adversarial settings, the ensemble
maintained robustness, showing less performance
degradation compared to individual systems.

Our results on the Development and Evaluation
sets indicate that while both AA System I and AA
System II contribute to performance, System II pro-
vides a stronger baseline detection accuracy due
to its dual-strategy hard-negative mining, which
integrates both lexical and semantic constraints.
Although System II alone is highly effective, the
ensemble capitalizes on System I’s cross-genre ro-
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bustness and System II’s nuanced stylistic discrim-
ination. As a result, combining them leads to more
stable and improved performance, particularly in
challenging or previously unseen domains.

The results on the Evaluation set further validate
the generalizability of our models. The ensem-
ble model (ALERT v1.1 reported in (Dugan et al.,
2025)) resulted in a TPR at FPR=5% of 0.918 with-
out adversarial attacks and 0.826 with such attacks,
indicating consistent stability across diverse gen-
res and text styles. Although the model was not
specifically fine-tuned for adversarial attacks, these
results suggest that capturing nuanced authorship
styles enhances detection performance across var-
ied content types and adversarial scenarios.

5 Conclusions

We show that our ensemble-based authorship style
representations from two complementary subsys-
tems identify MGT across varied domains and ad-
versarial attacks. By integrating advanced training
techniques such as GradCache, contrastive learn-
ing, and hard-positive/negative mining, the system
demonstrates strong cross-domain generalization,
achieving reliable MGT detection across various
genres, LLMs, and adversarial attacks, thanks to
capturing nuanced authorship-style representations.
Future work could extend the framework to handle
more sophisticated adversarial attacks and support
additional languages and low-resource domains,
making it adaptable to a wider range of real-world
applications. Exploring domain adaptation tech-
niques could improve robustness in detecting MGT
by new or unseen models.
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A Detailed Results on MGT Detection

The detailed performance of individual models on
the development set (20% of RAID Train) is pro-
vided in Table 3, showcasing their performance
across specific domains. Similarly, Table 4 high-
lights the results of each model on the RAID Test
set. While the average performance is shown in
Table 1 and 2, these results underline the contri-
butions and effectiveness in detecting individual
models in various domains.

B Authorship Attribution Model
Training, Implementation and Datasets
Details

This section provides key implementation details
for our Authorship Attribution (AA) systems and
the final Machine-Generated Text (MGT) detection
classifier.

B.1 Authorship Attribution Models

The architecture leverages pre-trained
transformer models, such as Qwen2-1.5B
andE5-mistral-7b-instruct (Sec 4), to process
input documents into high-dimensional feature
vectors. For longer documents, the text is divided
into smaller segments, like paragraphs, to enhance
the model’s ability to capture local stylistic
nuances effectively. These segment embeddings
are subsequently aggregated using techniques like
self-attention mechanisms and max-pooling to
produce a cohesive representation of the author’s
stylistic signature. The model is optimized with a
contrastive loss function, ensuring that embeddings
of documents by the same author are positioned
closer in the vector space than those of different
authors. For a detailed discussion on model
training, refer to (Rivera-Soto et al., 2021). Dataset
used to train AA System I and System II are shown
in Table 5

Hard-Positive and Hard-Negative Mining: For
positives, we select each author’s two most topi-
cally distant documents to emphasize stylistic over
topical consistency. For negatives, System I fo-
cuses on cluster-based mining, grouping authors
via K-means and selecting documents that are both
cluster-center and periphery examples. System II
integrates BM25 retrieval to find lexically simi-
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Model Subtask-A Subtask-B
ALERT ALERT ALERT ALERT

v1.1 v1.2 v1.1 v1.2
ChatGPT 0.976 0.958 0.882 0.854
GPT-4 0.943 0.917 0.834 0.812
GPT-3 0.917 0.932 0.828 0.805
GPT-2 0.919 0.897 0.826 0.787
Mistral 0.862 0.826 0.778 0.740
Mistral-Chat 0.973 0.943 0.874 0.832
Cohere 0.706 0.725 0.629 0.605
Cohere-Chat 0.848 0.823 0.767 0.707
Llama-Chat 0.988 0.952 0.889 0.852
MPT 0.905 0.873 0.825 0.784
MPT-Chat 0.960 0.922 0.859 0.811
Aggregate 0.918 0.893 0.826 0.788

Table 4: Performance of ALERT Detectors for each
model on Cross-Domain MGT Detection (RAID Test
Dataset) for Subtask-A: no Adversarial Attacks and
Subtask-B: with Adversarial Attacks

Dataset Name # authors # documents
English Reddit Million User Dataset 7.6K 4.7M
English Pushshift Reddit Dataset 28.9K 2.0M
English Twitter 13 1.9K
English Hackernews 12.3K 1.7M
English StackExchange 19.8K 1.4M
Russian stihi 7.9K 1.4M
English Amazon Review 3.6K 827.2K
Russian proza 1.9K 206.6K
English NYT Comment 1.3K 172.5K
English Blog Authorship Corpus 1223 140.3K
Russian Telegram 2.8K 128.9K
English Yelp Review 485 113.9K
Russian KP 313 43.0K
Russian Pushshift Reddit Dataset 247 37.5K
English IMDb1M/IMDb62 253 3.1K
Russian Stackexchange 122 1.1K

Table 5: Datasets for Authorship Attribution Training

lar but differently authored documents and then
refines these candidates via document- and author-
level clustering, ensuring that negative pairs are
semantically and lexically close but differ in style.

Optimization: We use the AdamW optimizer
(Loshchilov, 2017) with a learning rate of 5×10−5.
GradCache (Gao et al., 2021) enables an effective
batch size of 2048. Each AA system is trained
for about 5 epochs, with model selection based on
validation performance.

B.2 MGT Detection Classifier
Once AA models are trained, we apply them to pro-
duce embeddings for each RAID document. We
concatenate embeddings from System I and Sys-
tem II and feed them into a two-layer feed-forward
classifier (hidden size 512, ReLU activation, 0.1
dropout) to predict whether the text is machine-
generated. The classifier is optimized with AdamW
at a 1× 10−4 learning rate for 3–5 epochs, using a
validation set to select the best checkpoint.
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Abstract
Machine-generated text (MGT) detection has
gained critical importance in the era of large
language models, especially for maintaining
trust in multilingual and cross-domain applica-
tions. This paper presents Task 3 Subtask B:
Adversarial Cross-Domain MGT Detection
for in the COLING 2025 DAIGenC Workshop.
Task 3 emphasizes the complexity of detecting
AI-generated text across eight domains, eleven
generative models, and four decoding strate-
gies, with an added challenge of adversarial
manipulation. We propose a robust detection
framework transformer embeddings utilizing
Domain-Adversarial Neural Networks (DANN)
to address domain variability and adversarial
robustness. Our model demonstrates strong
performance in identifying AI-generated text
under adversarial conditions while highlighting
condition scope of future improvement.

1 Introduction

2 Introduction

The advent of large-scale generative language mod-
els, such as GPT (Generative Pre-trained Trans-
former) (Liang et al., 2023) based systems, has
revolutionized text generation by producing out-
puts that closely mimic human writing. These ad-
vancements have significantly impacted various
fields, including content creation, education, and
customer service, by providing highly coherent and
contextually relevant text. However, this progress
has also introduced new challenges, particularly
in detecting MGT across diverse domains and lan-
guages. The widespread use of these models has
raised concerns in areas like academic integrity,
misinformation, and malicious use of AI-generated
content.

While there are existing models result mention in
Raid1, still struggle with cross-domain issues and

1https://gitlab.com/genai-content-detection/genai-
content-detection-coling-2025

adversarial attacks (manipulations of input data to
fool machine learning models).

To tackle these issues, The COLING 2025 Work-
shop on DAIGenC2 (Dugan et al., 2025) "Task 3:
Cross-domain Machine-Generated Text Detection"
binary problem formulation as Task 1 however
the texts will come from 8 different domains, 11
generative models, and four decoding strategies.
This challenge is divided into two sub-tasks: Non-
Adversarial and Adversarial. We solve one subtask,
Subtask B, which is Adversarial Cross-Domain
MGT detection.

Our contributions include a pipeline that inte-
grates XLM-RoBERTa (Liu, 2019) embeddings
for enhanced text representation, domain adapta-
tion using Domain-Adversarial Neural Networks
(DANN) to minimize domain-specific biases and
improve generalization across diverse text domains,
and adversarial robustness through incorporating
adversarial attack classification to detect and mit-
igate manipulative techniques. Additionally, we
focus on label prediction for improved model ac-
curacy. Experimental results demonstrate strong
detection performance, particularly in the same do-
main and against zero-width space attacks. Our
findings from experimental results highlight the
strengths of the proposed approach while identi-
fying areas for improvement, such as achieving
consistent performance across all domains and all
attack types. These results emphasize the impor-
tance of balanced datasets, adaptive techniques,
and comprehensive evaluation to advance the field
of MGT detection.

3 Background

Over the last few years, numerous approaches have
been proposed to tackle the task of AI-generated
text detection. Detecting machine-generated text

2https://github.com/liamdugan/COLING-2025-
Workshop-on-MGT-Detection-Task-3
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is primarily formulated as a binary classification
task (Zellers et al., 2019; Gehrmann et al., 2019;
Ippolito et al., 2019), naively distinguishing be-
tween human-written and machine-generated text.
In general, there are three main approaches: the
supervised methods (Wang et al., 2023; Uchendu
et al., 2021; Zellers et al., 2019; Zhong et al., 2020;
Liu et al., 2023, 2022), the unsupervised ones, such
as zero-shot methods (Solaiman et al., 2019; Ip-
polito et al., 2019; Mitchell et al., 2023; Su et al.,
2023; Hans et al.; Shijaku and Canhasi, 2023), and
Adversarial measures on detection accuracy (Susn-
jak and McIntosh, 2024; Liang et al., 2023), espe-
cially within the education domain. For example,
(Antoun et al., 2023) evaluates the robustness of de-
tectors against character-level perturbations or mis-
spelled words, focusing on French as a case study.
(Krishna et al., 2024) train a generative model (DIP-
PER) to paraphrase paragraphs to evade detection.
Although supervised approaches yield relatively
better results, they are susceptible to overfitting
(Mitchell et al., 2023; Su et al., 2023).

There are some techniques like feature-based,
fusion, and ensemble methods Neural based or
finetuned (Solaiman et al., 2019; Kumarage et al.,
2023b; Shah et al., 2023; Mindner et al., 2023; ?).
Therefore, researchers combine statistics-based and
deep learning-based techniques to gain adversar-
ial robustness and high performance (Kushnareva
et al., 2021; Crothers et al., 2022; Uchendu et al.,
2023).Some studies attempt to address the chal-
lenges of cross-domain detection and adversar-
ial attacks (Krishna et al., 2024; Kumarage et al.,
2023a).

4 System Overview

We present our proposed Adversarial Cross-
Domain MGT Detection which combines adapt-
ability across diverse domains, attacks and genera-
tive models.

4.1 Data

For Task 3, we used the dataset provided by the
shared task organizers (Dugan et al., 2025), which
consists of a training set with 5,615,820 rows
and a test set with 672,000 rows. The train-
ing dataset includes the following features: id,
adv_source_id, source_id, model, decoding,
repetition_penalty, attack, domain, title,
prompt, and generation. Table 1 provides the
unique counts for each feature in the training set.

The diversity of these features indicates a wide
range of model outputs, domains, and text varia-
tions, making the dataset well-suited for evaluating
model performance in multilingual MGT detection.
The test dataset, used only for evaluation, includes
the id and generation fields.

Feature Unique Count
id 5,615,820
adv_source_id 467,985
source_id 13,371
model 12
decoding 2
repetition_penalty 2
attack 12
domain 8
title 13,221
prompt 26,500
generation 4,975,574

Table 1: Unique Counts of Training Dataset Features

4.2 Methodology

4.2.1 Data Preprocessing and Feature
Engineering

Use Tokenizer (Liu, 2019) to represent text (e.g.,
generation, title, prompt). Let X ∈ Rm×n be
the matrix of tokenized sequences, where m is the
number of samples and n is the maximum sequence
length. Encode categorical features (domain,
model, decoding, etc.) using embeddings as
Edomain, Emodel, Edecoding ∈ Rd where d is the em-
bedding dimension. Concatenate embeddings to
form a vector representation for each text instance
as defined xfeatures = [Edomain, Emodel, Eattack, . . .].
Final input representation for each sample:

xinput = [X;xfeatures] ∈ Rm×(n+d) (1)

first Feature Extraction Using transformer encoders
as Gf to learn domain-invariant representations Eq.
2

h = Gf (xinput) ∈ Rk (2)

where k is the latent representation dimensionality.

4.2.2 Domain Adaptation
Domain adaptation refers to the process of enabling
machine learning models to generalize well on a tar-
get domain that differs from the source domain on
which the model was initially trained. To address
this, domain adaptation techniques aim to minimize
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Figure 1: Proposed Detector model architecture: fusing stylometric features with a PLM embedding.

the discrepancy between source and target domain
distributions by learning representations that are
invariant to domain-specific characteristics while
retaining task-relevant features. We use Domain-
Adversarial Neural Networks (DANN) to improve
cross-domain robustness.

Calculate the Adversarial Loss for Domain Clas-
sifier. The domain classifier Gd aims to predict the
domain D of the input text. We apply a gradient
reversal layer with the following objective:

Ldomain = − 1

m

m∑

i=1

|domains|∑

j=1

di,j logGd(hi) (3)

where di,j is the true domain label.

4.2.3 Adversarial Attack Classifer for
Robuestness

To classify attack types, we introduce an attack
classifier Ga, which predicts the specific attack
type (e.g., homography, whitespace). The attack
types are encoded as categorical labels, andGa out-
puts probabilities for each attack type. The cross-
entropy loss for attack classification is defined as:

Lattack = − 1

m

m∑

i=1

|attacks|∑

j=1

ai,j logGa(hi) (4)

where ai,j is the true attack label.

4.2.4 Label Classifier and Loss Functions
The MGT classifierGy is trained to predict whether
text is human-Written or machine-generated, using
binary cross-entropy (BCE) loss:

Ll = − 1

m

m∑

i=1

(yi log(Gy(hi)) + (1− yi) log(1−Gy(hi)))

(5)

4.2.5 Final Model

The feature extractor Gf is a transformer-based en-
coder XLM-RoBERTa (Liu, 2019) that processes
tokenized text and generates domain-agnostic la-
tent representations, capturing high-level semantic
information. It produces embedding vector, which
is passed through two fully connected (FC) layers.

Each of these FC layers is followed by an ac-
tivation function such as ReLU to introduce non-
linearity. The final output layer for the Domain
ClassifierGd and Attack ClassifierGa uses the soft-
max activation to generate a probability distribution
over the respective classes. For the Label Classifier
Gy, the output layer uses a sigmoid activation func-
tion, producing a probability score. The model is
trained using a combination of binary cross-entropy
loss for classification, adversarial loss for domain
adaptation, and attack classification loss. During
training, we perform backpropagation to update the
weights of the feature extractor, domain classifier,
attack classifier, and MGT classifier. The optimizer
minimizes the total loss as Equation 6, and we mon-
itor the performance calculating probability that a
given text is predicted to be machine-generated..
Early stopping is used to prevent overfitting.

Ltotal = Ll + α · Ldomain + γ · Lattack (6)

where α and γ control the contributions of attack
classification losses. During testing, the trained
model is evaluated on a test set, where it provides
the probability that a given text is predicted to be
machine-generated.
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Model Config 1 Config 2 Config 3 Config 4 Config 5 Config 6

chatgpt 0.361 0.364 0.388 0.319 0.306 0.333
gpt4 0.330 0.325 – 0.300 0.295 –
gpt3 0.307 0.335 – 0.295 0.300 –
gpt2 0.360 0.365 – 0.315 0.285 –
mistral 0.323 0.313 0.340 0.282 0.245 0.295
mistral-chat 0.369 0.378 0.390 0.329 0.325 0.300
cohere 0.386 0.390 0.415 0.359 0.365 0.410
cohere-chat 0.370 0.370 – 0.352 0.335 –
llama-chat 0.372 0.385 – 0.285 0.275 –
mpt 0.350 0.365 0.375 0.305 0.287 0.305
mpt-chat 0.384 0.385 0.440 0.369 0.287 0.310

Table 2: Performance metrics for adversarial cross-domain MGT detection across various configurations. Key:
Config 1: Wiki + All Decoding Strategies + All Repetition Penalties + Zero-width Space, Config 2: Wiki + Greedy
Decoding Strategy + All Repetition Penalties + Zero-width Space, Config 3: Wiki + Greedy Decoding Strategy +
Yes Repetition Penalty + Zero-width Space, Config 4: Wiki + All Decoding Strategies + All Repetition Penalties +
Homoglyph, Config 5: Wiki + Greedy Decoding Strategy + All Repetition Penalties + Homoglyph, Config 6: Wiki
+ Greedy Decoding Strategy + Yes Repetition Penalty + Homoglyph.

5 Experimental Setup

We utilize the dataset mentioned in Section 4.1
Further details of experimental setup and hyperpa-
rameters are presented in the Appendix section A.1.
Our model was implemented using PyTorch.

6 Results

As mentioned in Table 2, Our detector performs
best on the Wikipedia domain but struggles with
other domains. We analyze the data set, revealing
that the average generation length in the Wikipedia
domain is higher than in different domains, as illus-
trated in Fig. 2. Similarly, our detector performs
better against two adversarial attacks—Homoglyph
and Zero-Width Space. However, it struggles to de-
tect text affected by other adversarial attacks. Fig.
3 highlights that Zero-Width Space attacks produce
the most extended average text length compared to
different attack types.

Among the generated model texts, our detector
most effectively identifies the text generated by
mpt-chat. Further analyses, as shown in Fig. 4
and Fig. 5, indicate that the detector is particularly
effective for the Wikipedia domain and the mpt-
chat model.

In summary, our detector demonstrates optimal
performance in the Wikipedia domain, with the
greedy decoding strategy, the repetition penalty
enabled, the zero-width space adversarial attacks,
and text generated by the mptchat model. All

details of results are mentioned in the Raid cooling
shared task leaderboard.

7 Conclusion

This paper introduces a robust approach to Adver-
sarial Cross-Domain MGT Detection, leveraging
transformer embeddings and domain adaptation to
address the challenges of domain variability and
adversarial robustness. The proposed architecture,
based on Domain-Adversarial Neural Networks,
demonstrates strong performance, particularly in
detecting machine-generated text from specific do-
mains like Wikipedia and against attacks like ho-
moglyphs and zero-width space manipulations. but
still fail to generalization. Future work should fo-
cus on curating more balanced datasets, enhanc-
ing model adaptability to diverse attack types, and
exploring lightweight architectures for real-time
applications. These steps are crucial to advance
the reliability and scalability of MGT detection sys-
tems in multilingual and cross-domain scenarios.
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A Example Appendix

A.1 Details of Experimental Setups
Table 3 lists key hyperparameters: learning rates
(1×10−5 to 1×10−3), batch sizes (16–64), epochs
(50–200), and dropout rates (0.1–0.5), with some
parameters experimentally fine-tuned.

Hyperparameter Typical Values
Learning Rate (η) 1e− 5 to 1e− 3

Batch Size 16, 32, 64
Number of Epochs 50 to 200
Dropout Rate 0.1 to 0.5
Embedding size 768
First FC & Second
FC

512 & 256

Optimizer (Adam) Beta1: 0.9, Beta2:
0.999, Epsilon: 1e− 8

Learning Rate Scheduler

Table 3: List of Hyperparameters for the Experiment

A.2 Dataset Analysis Details
As mentioned in Fig. 2, 3, 4, 5, analysis of the
distribution of columns over text or other columns.

Figure 2: Average Generation Length per Domain

Figure 3: Average Generation Length per attack

Figure 4: Average Generation Length per model type

Figure 5: Average similarity score between prompt and
text generated by each model.
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Abstract

The rapid advancement of Large Language
Models (LLMs) has raised issues concerning
the misuse of their text generation abilities for
creating forged content, fostering the need for
reliable detection methods. While most meth-
ods are supervised and require training samples
of human vs. artificial texts, we propose instead
to consider unsupervised detection approaches.
In a nutshell, most unsupervised methods rely
on one or several detector model(s), whose
(low) perplexity scores serve as a signal of
machine-generated contents. Such approaches
can be brittle as their performances strongly de-
pend on the choice of a particular detector. To
address these limitations, we evaluate a method
for combining multiple detectors and enhance
robustness. In this submission, we report evalu-
ation results on the RAID benchmark, a com-
prehensive English-centric testbed for machine-
generated texts. These results were obtained
in the context of the "Cross-domain Machine-
Generated Text Detection" shared task. We
show that our approach can be competitive for
a variety of domains and generator models, but
also that it is challenged by adversarial attacks
and by changes in the text generation strategy.

1 Introduction

Large Language Models (LLMs) have greatly
improved the fluency and diversity of machine-
generated texts. The release of ChatGPT and GPT4
by OpenAI has sparked global discussions regard-
ing the effective use of AI-based writing assistants.
This progress has also introduced major threats re-
lated to the generation of fake news (Zellers et al.,
2019), of toxic or dishonest content (Crothers et al.,
2023), or more generally regarding misuses of ma-
chine generation abilities. In response, the auto-
matic detection of such Machine Generated Texts
(MGT) has attracted a lot of recent work.

From a bird’s eye view, MGT detection uses de-
tector models to discriminate generator models’
outputs from human writings. Multiple instances
of this basic text classification problem have been
considered, varying e.g. the number of possible
categories to distinguish, the amount of available
supervision or the granularity of the task (e.g. at
the text, sentence, or even token level). Owing
to its large user base and applications, most ef-
forts to date have focused on specifically detecting
ChatGPT, for which training and test data is eas-
ily obtained. A more difficult problem, that we
study here, is unsupervised generator-agnostic
artificial text detection, where the models to de-
tect are not known in advance, and for which we
also assume no training data.

As pointed out e.g., in (Antoun et al., 2024; Hans
et al., 2024; Wang et al., 2024), the performance
of MGT detection systems varies depending on
the choices of the detector(s) / generator(s) pair.
The detector may serve to assess probabilities, as
in (Mitchell et al., 2023; Bao et al., 2024), or to
regenerate content, as e.g., in (Mao et al., 2024;
Yang et al., 2024). In most cases, optimal detec-
tion performance will require a systematic explo-
ration of the space of possible detectors. As the
number and diversity of LLMs keep increasing,
such exploration seems not only challenging but
also unrealistic. Furthermore, (Dugan et al., 2024)
demonstrated that the current detection methods
are brittle and easily fooled by changing the gener-
ator or altering the associated sampling method, a
finding that we reproduce in this study.

In an attempt to increase the robustness of ex-
isting detectors, we consider here ensemble meth-
ods, where a coalition of several models is ex-
ploited to build the detector. For this, we generalize
perplexity-based approaches, which flag as “artifi-
cial” texts having a suspiciously small perplexity.
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As perplexity is also an encoding measure, our en-
semble technique will seek to identify time-varying
mixture models, in order to minimize the worst-
case expected encoding size. The corresponding
architecture is in Figure 1. Further details, expla-
nations, and proofs can be found in a companion
paper (Dubois et al., 2024). Not only is this method
fully unsupervised, it also dispenses with the need
to search for the best detector(s). This method
nonetheless helps to develop MGT detection sys-
tems that can robustly detect multiple generators.
In this short contribution, we briefly present the de-

(Language Model 1)
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pθ(y|2)

Logits 1
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(Language Model M)
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Logits M µM

µ2

µ1

(Mixture Model)

Figure 1: Mixture Model.

tection task, then our detection algorithms, before
discussing and analyzing the experimental results.

2 Data and Task Description

2.1 The Task

The Cross-Domain Machine-Generated Text Detec-
tion Task at the COLING 2025 Workshop on De-
tecting AI-Generated Content (Dugan et al., 2025)
aims to challenge detection methods on the RAID
test dataset (Dugan et al., 2024), containing sam-
ples spanning multiple domains, generators, and
decoding methods. The dataset can be split into
two parts, each corresponding to a separate subtask:

• Subtask A : Original human-authored texts
and MG counterparts, one for each model
and decoding method proposed in the RAID
dataset;

• Subtask B : The same data with adversarial
attacks such as misspellings or paraphrasing.

As our method scores texts in a zero-shot manner,
we use the same detection model for both subtasks.
The metric used in the competition is the True Pos-
itive Rate when the False Positive Rate equals 5%
(TPR@5%FPR). For this metric, our method sim-
ply outputs one score per text, with larger scores
corresponding to natural texts, and lower scores to
artificial texts.

2.2 Data Description

Both training and testing sets for this task are de-
scribed in (Dugan et al., 2024). RAID is a com-
prehensive benchmark designed to assess the ro-
bustness of MGT detection systems. The test set
contains about 6 million generated texts produced
by 11 models, across 8 domains (Arxiv Abstracts,
Book Plot Summaries, BBC News Articles, Po-
ems, Reddit Posts, Recipes, IMDb Movie Reviews
and Wikipedia Articles). Each human-written doc-
ument was paired with a generation prompt used
to produce outputs for all models, employing both
zero-shot chat and non-chat templates depending
on each model’s intended usage. When applicable,
multiple decoding methods were used, e.g. greedy
decoding or ancestral sampling, also varying the
repetition penalty for a total of 4 combinations. To
further challenge detectors, each text is assigned
variations, using 11 types of adversarial attacks
such as paraphrasing, alternative spelling, and syn-
onym replacements. As each human entry gets a
corresponding version for each model and available
decoding strategy, the dataset is mostly comprised
of machine generations. When adding the adversar-
ially attacked variations, they make up the majority
of the data.

3 Our Method : MOSAIC

Language models predict the probability of a token
conditioned on the preceding ones, thus defining
a probability distribution over the set of all pos-
sible sequences. The probability of generating a
sequence y = ⟨y0, y1, . . . , yT ⟩ is computed as the
product of conditional probabilities for each token,
given its preceding context.

A central concept in our method is information,
which measures the “surprise” of observing a par-
ticular token for a model parameterized by θ. This
surprisal is quantified as − log pθ(yt|y<t), where
lower values indicate higher predictability. This
is akin to compression in information theory: the
lower the surprisal, the better the corresponding
token can be compressed by the model pθ(.|y<t).

Instead of relying on a detector single model, as
in most unsupervised methods, our method lever-
ages a diverse set of LLMs, denoted as PM(Y).
The key idea is to assign each token in a sequence to
the model that best “explains” it, i.e., the model that
can compress it most effectively. Given a sequence
y<t, we combine the models logits to obtain q⋆t , the
distribution minimizing the excess codelength w.r.t
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any distribution pθ ∈ PM.

q⋆(yt|y<t) ≜ arg min
q∈P(Ω)

max
m∈M

Rθ(m, q,y<t)

Rθ(m, q y<t) ≜E
[
− log q(yt|y<t)

]

−Hθ(Yt|m,y<t)

where Ω is the model vocabulary, Hθ(Yt|m,y<t)
is the conditional entropy, and the expectation E
is computed over yt ∼ pθ(yt|m,y<t). It can be
shown that the optimal distribution is a mixture
distribution, whose weights are computed by the
Blahut-Arimoto algorithm (Blahut, 1972; Arimoto,
1972). Our scoring method then evaluates the dif-
ference in codelength between the observed text on
the one hand, and an averaged equivalent measure
for generated texts (for models inM), using:

SAv(w) =
1

TM

T∑

t=1

∑

m∈M

[
L⋆(wt|w<t)−

∑

yt∈Ω
pθ(yt|m,w<t)L⋆(yt|w<t)

]
, (1)

where L⋆(yt|w<t) represents the optimal code-
length obtained using a mixture of models. The
first term measures how well the optimal model
compresses the actual input text, while the second
term captures how well the LLMs in the set M
compress typical machine-generated outputs.

A larger score indicates that the text is likely
human-written because the observed codelength is
significantly larger than what would be expected
from AI-generated content. Conversely, a lower
score suggests that the text closely resembles out-
puts from the models inM. Since this competition
requires the machine outputs to get higher scores,
we simply inverted use a negated version of (1)
before submission. More information about MO-
SAIC can be found in (Dubois et al., 2024).

4 Results and Discussion

4.1 Experimental Setup

For our submission to the shared task, we used two
settings: MOSAIC-4 and MOSAIC-5, where the
former uses an ensemble of four models (Tower-
7b, Tower-13b (Alves et al., 2024), Llama-2-7b
and Llama-2-7b-chat (Touvron et al., 2023)), and
the latter additionally includes Phi-3-4k-Instruct
(Abdin et al., 2024). As the gold labels were not

provided, the results discussed below are based on
the online leaderboard,1 reporting the True Positive
Rate @ 5% False Positive Rate.

4.2 Results
As our method requires no training at all, we went
with the default implementation without ever look-
ing at the training set. This explains why our stand-
ings are below other teams who perform tuning
on the RAID training set. However, our results
are competitive with a similar method evaluated on
the RAID leaderboard, the Binoculars approach of
Hans et al. (2024). Binoculars obtains a score of
0.790 without adversarial attacks, while MOSAIC-
4 and 5 get 0.752 and 0.745 respectively. In the
following, unless explicitly specified, we report the
results of MOSAIC-4, our default version.

The detailed results for the sampling configura-
tions and various attacks are shown in Figure 2.
The values presented for adversarial attacks are av-
eraged across all decoding methods, making them
directly comparable to the "all" setting in the table
displaying the sampling results.

4.2.1 Impact of the decoding strategy
When Greedy Decoding is used, generated texts
are very unsurprising, thus our method gets great
overall results (over 95% of TPR@5%FPR on av-
erage). However, texts generated by GPT2, Mis-
tral, and MPT are harder to reliably detect, getting
scores of 0.781, 0.900, and 0.897 respectively. We
can only speculate that GPT2 is the furthest from
our ensemble’s distribution. We notably obtain a
perfect score on Llama-chat, which makes sense
since our models are Llama-2 variations, the gen-
erator in this case is arguably the closest to the
probability distribution provided by the models of
our ensemble.

In the case of Ancestral Sampling, the irreg-
ularities added to the text led to a drop in per-
formance for our method, with MOSAIC-4 and
MOSAIC-5 scores falling down to 0.785 and 0.799.
Not only do the worse generator models (GPT2,
Mistral and MPT) become even harder to iden-
tify (0.333, 0.571, and 0.609 respectively), but
GPT4 generations also join them, as MOSAIC-
4 results go from 0.979 to 0.584 when changing
the decoding method. Llama-chat texts are still
(near)-perfectly identified (TPR@5%FPR=0.999),
and so are MPT-chat’s. They happen to be the
only two open-source models’ instruct versions in

1https://raid-bench.xyz/shared-task
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the generators, allowing us to speculate that either
these versions’ outputs do not significantly differ
when switching from greedy to sampling, or that
our ensemble’s distribution is very suited to these
instruction-tuned models.

Adding Repetition Penalty when greedy decod-
ing is used does not change our results much except
for MPT generations, the detection score of which
drops drastically from 0.897 to 0.343. Similarly,
MPT-chat’s score goes from near perfect (0.996) to
second-to-last (0.621). However, combining sam-
pling and repetition penalty makes the generated
text very surprising and completely breaks our de-
tection approach, leading to results close to 0 for
GPT2, Mistral, and MPT (0.005, 0.002 and 0.018).
Even in this scenario, Llama-chat remains easy to
detect, keeping our average results afloat with a
score of 0.864.

4.2.2 Adversarial Attacks
As the golden labels are not provided, we can only
hypothesize that the test set is constructed in a sim-
ilar way as the training set. If that is the case, the
attacks are also applied to the human texts and thus
produce interesting results. While changing the
decoding method could only affect the machine-
generated outputs, adversarial techniques modify
all samples and can sometimes make human texts
even more surprising, improving our results. We
report scores on average over all decoding tech-
niques, i.e., when decoding strategy and repetition
penalty are both set to "all". MOSAIC-4 goes from
0.752 without attacks to 0.693 on average over all
of them, while MOSAIC-5 drops from 0.745 to
0.694. Unless otherwise specified, the scores men-
tioned below correspond to MOSAIC-4.

Most attacks only cause a slight performance
decrease, indicating that they add more surprise
to machine outputs than human ones. Shuffling
numbers, inserting paragraph breaks, switching be-
tween the British spelling and American spelling
of some words, deleting some articles, and adding
common misspellings are adversarial techniques
that lead to score drops lower than 0.05. Swapping
the lower or upper case of words and adding
spaces between characters have more impact on
our results but these changes remain minor. Both
methods decrease our performance by about 0.07.

Swapping tokens with synonyms chosen by
BERT is by far the best attack against our de-
tection method. As pointed out in the Detect-
GPT paper (Mitchell et al., 2023), synonyms have

lower model log-probability on average in machine-
generated samples while human-written text does
not exhibit this tendency. This heavily disrupts our
method’s underlying assumptions and makes our
TPR@5%FPR drop down to 0.285.

Using Homoglyphs leads to an interesting out-
come, as the attack actually improves our perfor-
mance, making MOSAIC-5 the best performing
submission of the competition when only consider-
ing homoglyphs attacks for some generators (Chat-
GPT, Cohere, Cohere-chat and Llama-chat). We
suspect it is due to the Tower models having seen
Cyrillic data in their training.

Inserting zero-width space is the most pecu-
liar of the lot, as it leads to a slight MOSAIC-4
deterioration and a MOSAIC-5 improvement. Our
interpretation is that Phi-3 saw this Unicode char-
acter during its pretraining, while the other models
in our ensemble probably did not.

Overall, our method proves to be quite resilient
to adversarial attacks even though it was not de-
signed for this purpose as we operate in a com-
pletely zero-shot and tuning-free setting. This fur-
ther demonstrates the robustness of our method.

The detailed results for the sampling configura-
tions and various attacks are shown in Figure 2.
The values presented for adversarial attacks are av-
eraged across all decoding methods, making them
directly comparable to the "all" setting in the table
displaying the sampling results.

5 Conclusion

About our system and its underlying models In
this task, we used the MOSAIC scoring algorithm
presented in equation 1, using either 4 of 5 models,
(Tower-7b, Tower-13b Llama-2-7b and Llama-2-
7b-chat with Phi-3-4k-Instruct in the 5 models ver-
sion). None of these are used as generators in the
RAID test set and they are all Llama-2 variants, as
mentioned in (Alves et al., 2024). The only Llama
model present in the dataset is Llama-chat, and is
the easiest generator to detect according to the com-
petition results. Furthermore, the whole test set is
in English and 5 of the 11 generator models are
chat versions. The assumption behind our score is
that the generated texts’ distribution are close to our
models’, considering two of our members are spe-
cialized in multilingualism, and only one is a chat
version, our ensemble choice was not optimized
for this task at all. We believe this showcases the
generalization capabilities of the method. Further
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Figure 2: TPR@5% for all Sampling options and Attacks for both MOSAIC configurations

details can be found in the MOSAIC paper (Dubois
et al., 2024).

Insights gained from this competition Partic-
ipating in this shared Task 3 with our MOSAIC
method has allowed us to gain valuable insights as
to how our method fares against opponents using
supervised methods, and take a better look at the
effects on detectability of the decoding techniques
used to generate the text. Since we underlyingly
use language model’s probability distribution to
identify machine outputs, we expected sampling
to affect our performance, and it did. The same
observation holds for the use of a repetition penalty
and the combination of these generation parame-
ters. However, the adversarial attacks, which were
never considered when developing our scoring sys-
tem, only slightly weaken our results, confirming
that our approach is robust to not only changes in
the generator model and domain but also resilient
to many forms of noise.
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Abstract

Recently there have been many shared tasks
targeting the detection of generated text from
Large Language Models (LLMs). However,
these shared tasks tend to focus either on cases
where text is limited to one particular domain
or cases where text can be from many domains,
some of which may not be seen during test
time. In this shared task, using the newly re-
leased RAID benchmark, we aim to answer
whether or not models can detect generated
text from a large, yet fixed, number of do-
mains and LLMs, all of which are seen during
training. Over the course of three months, our
task was attempted by 9 teams with 23 detec-
tor submissions. We find that multiple partic-
ipants were able to obtain accuracies of over
99% on machine-generated text from RAID
while maintaining a 5% False Positive Rate—
suggesting that detectors are able to robustly
detect text from many domains and models si-
multaneously. We discuss potential interpreta-
tions of this result and provide directions for
future research.

1 Introduction

The detection of AI generated text is an increas-
ingly relevant task in the modern age. Such detec-
tion can help combat misinformation (Sharevski
et al., 2023), phishing attacks (Bethany et al., 2024),
and other fraudulent activities (Weiss, 2019; Lund
et al., 2023). This is particularly important given
that humans struggle to detect generated text reli-
ably (Dugan et al., 2020, 2023) and that generated
text is often more persuasive than human-written
text (Spitale et al., 2023).

Recently there has been an increase in large scale
shared tasks for AI generated text detectors (Wang
et al., 2024; Fivez et al., 2024; Bevendorff et al.,
2024). These shared tasks tend to either focus on
one particular domain or hold out many domains
and LLM generators in the final test set. This pre-
vents us from understanding how well a single de-

tector can detect text from a large fixed set of mod-
els and domains. Such a setting is important to
understand as it helps us to delineate the bound-
aries of our detector capabilities. For example, it
is clear that detectors trained on a single LLM can
accurately detect text from that model (Solaiman
et al., 2019) but does this extend to arbitrarily many
LLMs? What about arbitrarily many domains?

In particular we attempt to answer the following
research questions:

• (RQ1) Can a single detection model be trained
to detect generated text from many different
known domains and LLMs accurately?

• (RQ2) Can a single detection model be robust
to many different known adversarial attacks?

In order to test these research questions, we
conduct this shared task using the newly released
RAID benchmark (Dugan et al., 2024). RAID is
a dataset of over 10 million documents from 11
generative models, 8 textual domains, 4 decoding
strategies, and 11 adversarial attacks. We chose
RAID as it is one of the largest benchmarks cur-
rently available, and it features variation across
decoding strategies and adversarial attacks as well
as a large variety of textual domains. Crucially, the
test set of RAID does not include any held-out mod-
els or domains and has yet to be released publicly.
Therefore RAID allows us to answer our research
questions most effectively.

We received 23 submissions to the shared task
from 9 different teams, and 7 system description
papers. The results of the evaluation are publicly
available.1 The two best performing teams (Pan-
gram and Leidos) achieved extremely strong per-
formance without adversarial attacks (99.3%) and
with adversarial attacks (97.7%). In this paper we
will summarize our general takeaways from this re-

1https://raid-bench.xyz/shared-task
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Sources in the RAID dataset

Generative
Models
(n = 11)

GPT2, GPT3, GPT4, Cohere, Cohere
Chat, MPT 30B, MPT 30B Chat, Mis-
tral 7B, Mistral 7B Chat, ChatGPT, Llama
70B Chat

Domains
(n = 8)

Abstracts, Recipes, Books, Reddit, News,
Reviews, Poetry, Wiki

Decoding
Strategies
(n = 4)

Greedy (temp=0), Random Sampling
(temp=1, top-p=1), Greedy + Repetition
Penalty, Sampling + Repetition Penalty

Adversarial
Attacks
(n = 11)

Alternative Spelling, Homoglyph, Arti-
cle Deletion, Number Swap, Insert Para-
graphs, Upper Lower Swap, Paraphrase,
Synonym Swap, Zero Width Space, Mis-
spelling, Whitespace Addition

Table 1: The domains, models, decoding strategies and
attacks covered by RAID.

sult and offer future directions for effective bench-
marking of generated text classifiers.

2 Related Work

The shared tasks most similar to ours are the Se-
mEval24 Task 8 and GenAI Content Detection Task
1 (Wang et al., 2024, 2025). Both of these tasks
include outputs from many generative models and
domains in both their train and test set. However,
as mentioned in the introduction, these tasks hold
out many domains and models in their test set to
test the generalization performance of classifiers
to new unseen models and domains. In our task
we explicitly give all domain and model informa-
tion to our participants up front and only hold out
particular articles within such domains.

Other shared tasks in the past have also evalu-
ated generated text detectors in specific high-risk
domains such as academic essays (King et al., 2023;
Chowdhury et al., 2025) scientific papers (Kashnit-
sky et al., 2022) or news articles (Bevendorff et al.,
2024). Previous shared tasks have also studied de-
tection in a multilingual context (Shamardina et al.,
2022; Sarvazyan et al., 2023; Fivez et al., 2024;
Wang et al., 2025; Chowdhury et al., 2025). While
such tasks are interesting and valuable, they do not
test what we are interested in, namely the ability of
single detectors to detect text from many different
models and domains.

Finally, the recent Voight-Kampff task (Beven-
dorff et al., 2024) is particularly noteworthy. In
their task they employ a set of builders (who build
detectors) and breakers (who create adversarial
datasets to fool the detectors). They are the first

Num. Self- PPL PPL
Model Gens Toks BLEU -L7B -G2X

Human 14971 378.5 7.64 9.09 21.2

GPT 2 59884 384.7 23.9 8.33 8.10
GPT 3 29942 185.6 13.6 3.90 8.12
ChatGPT 29942 329.4 10.3 3.39 9.31
GPT 4 29942 350.8 9.42 5.01 13.4
Cohere 29942 301.9 11.0 5.67 23.7
(+ Chat) 29942 239.0 11.0 4.93 11.6
Mistral 59884 370.2 19.1 7.74 17.9
(+ Chat) 59884 287.7 9.16 4.31 10.3
MPT 59884 379.2 22.1 14.0 66.9
(+ Chat) 59884 219.2 5.39 7.06 56.3
LLaMA 59884 404.4 10.6 3.33 9.76

Total 509k 323.4 13.7 6.61 23.8

Table 2: Statistics for the generations in train and test
without adversarial attacks. PPL-L7B refers to mean
perplexity according to LLaMA 7B and PPL-G2X
refers to mean perplexity according to GPT 2 XL.

shared task to explicitly include adversarial con-
straints into their evaluation—experimenting with
homoglyph attacks and different detailed prompt
formulations with bullet points and summaries of
the original source texts. However, they conduct
their task in a pairwise manner, giving each detec-
tor two texts, one of which must be human-written,
and asking the detector to select the human-written
text. While they showed that detectors can do well
on this highly adversarial task (96.1 ROC AUC
score for the top team), we target the more diffi-
cult yet more realistic version of the task, where a
single document is given as input.

3 Task Setup

3.1 RAID Benchmark

The RAID benchmark was created by sampling
roughly 2000 human-written documents from each
of 8 domains. Then, for each human-written docu-
ment, a machine-written version is generated from
each of the 11 LLMs with each of the 4 decoding
strategies. Finally, each of the 11 adversarial at-
tacks are applied to all machine-written documents.
The test set consists of 200 human-written docu-
ments per domain selected from the train set and
all generations based on those documents. The doc-
uments were then checked to prevent duplication
and leakage and to ensure no overlap between train
and test data.

In Table 1, we list the domains, models, decod-
ing strategies, and adversarial attacks covered in
RAID. In Table 2 we report summary statistics and
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Human ChatGPT dav.-003 GPT-4 Cohere Coh.-C GPT-2 MPT MPT-C Mistral Mist.-C Llama2-C
Tr

ai
n

Abstracts 1766 3532 3532 3532 3532 3532 7064 7064 7064 7064 7064 7064
Books 1781 3562 3562 3562 3562 3562 7124 7124 7124 7124 7124 7124
News 1780 3560 3560 3560 3560 3560 7120 7120 7120 7120 7120 7120
Poetry 1771 3542 3542 3542 3542 3542 7084 7084 7084 7084 7084 7084
Recipes 1772 3544 3544 3544 3544 3544 7088 7088 7088 7088 7088 7088
Reddit 1779 3558 3558 3558 3558 3558 7116 7116 7116 7116 7116 7116
Wiki 1779 3558 3558 3558 3558 3558 7116 7116 7116 7116 7116 7116
Reviews 943 1886 1886 1886 1886 1886 3772 3772 3772 3772 3772 3772

Total 13371 26742 26742 26742 26742 26742 53484 53484 53484 53484 53484 53484

Te
st

Abstracts 200 400 400 400 400 400 800 800 800 800 800 800
Books 200 400 400 400 400 400 800 800 800 800 800 800
News 200 400 400 400 400 400 800 800 800 800 800 800
Poetry 200 400 400 400 400 400 800 800 800 800 800 800
Recipes 200 400 400 400 400 400 800 800 800 800 800 800
Reddit 200 400 400 400 400 400 800 800 800 800 800 800
Wiki 200 400 400 400 400 400 800 800 800 800 800 800
Reviews 200 400 400 400 400 400 800 800 800 800 800 800

Total 1600 6400 3200 3200 3200 3200 3200 6400 6400 6400 6400 6400

Table 3: Number of documents in the RAID dataset by model and domain. Each human-written document has
exactly one machine-written counterpart from each model with each of the decoding strategies listed in Table 1.
Due to lack of support for repetition penalty sampling, API-based models have two outputs per human document
and open-weight models have four outputs per human document. “-C” in model name indicates the chat fine-tuned
version of the model. The adversarial data has an identical distribution but with 12x more documents per cell.

in Table 3 we report the exact distribution of docu-
ments from the training set and test set.

3.2 Subtask A: Cross-Domain Detection

For Subtask A, participants were asked to submit
detectors that would be robust to all 8 domains
in the main RAID dataset without adversarial at-
tacks. In Table 9, we provide a breakdown of the
addressed domains, and links to the original data
sources for extra training. We provided our teams
with these links in order to help them secure as
much training data as possible. This is particularly
important given that RAID has a roughly 40:1 class
imbalance of AI vs. human-written text. We ob-
served that many teams took advantage of this and
sampled extra human data from these sources.

3.3 Subtask B: Adversarial Robustness

In Subtask B, the participants had to evaluate their
detectors on all data from Subtask A with the addi-
tion of 11 adversarial attacks. In Table 10 we list
the adversarial attacks applied as well as the source
papers that first study them. For this subtask, the
participants also had access to the original code2

used to create the adversarial attacks. This allowed
them to adversarially modify any existing piece of
data to assist in training.

2https://github.com/liamdugan/raid/tree/main/
generation/adversarial/attackers

3.4 Baselines
We use the following models as baselines:

• Openai-RoBERTa-large (Solaiman et al.,
2019): RoBERTa-large model fine-tuned on
GPT-2 generations.

• RADAR (Hu et al., 2023): Vicuna 7B model
trained on adversarial paraphrases

• Binoculars (Hans et al., 2024): Current SoTA
metric-based detection model. Uses perplex-
ity divided by cross-entropy between Falcon
7B and Falcon 7B Instruct.

• GLTR (Gehrmann et al., 2019): Baseline
metric-based detection model. Uses GPT-2
small and rank=10 for vocabulary cutoff.

We gave our participants access to the code to run
these baselines as well as the outputs for these
models on the training set.

4 Metrics

4.1 Performance Metric
Due to the class imbalance in the RAID dataset,
typical metrics like Accuracy and AUROC are not
appropriate for this task. Thus, in keeping with
the original RAID paper, we use domain-adjusted
TPR@FPR=5% as our metric. This metric repre-
sents how much of the generated text we are able
to correctly identify while maintaining a 5% false
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positive rate (where a false positive is defined as
incorrectly labeling a human-written text as being
machine generated).

4.2 Threshold Search

In order to measure TPR@FPR=5% we need to
find a binary classification threshold that results
in a 5% false positive rate on the human data for
each detector and domain. The search algorithm
we use for this purpose is the same algorithm that is
described in the RAID paper. We start at the thresh-
old corresponding to the mean score of human data
(50% FPR), and approach the desired false positive
rate by iteratively incrementing or decrementing
the threshold. If we overshoot the target FPR, we
divide our increment in half and flip the sign. We
continue to do this process until the false positive
rate is within ϵ = 0.0005 of the desired false pos-
itive rate or until 50 iterations are reached. If 50
iterations are reached without convergence, then
we select the threshold corresponding to the FPR
that is closest to the target while still being less
than the target.

4.3 Robustness Metric

In addition to this performance metric, we also cal-
culate the standard deviation of TPR@FPR=5%.
This measures how robust each model is across
each domain of comparison. For subtask A, this
metric will be measured across domains and for
subtask B, this metric will be measured across ad-
versarial attacks.

5 Submissions

We received 23 submissions to the shared task from
9 different teams, and system description papers
from 7 of 9 teams. In this section, we describe
the systems submitted by each team in detail. In
Section 6 we will discuss aggregate results for the
teams and in Section 7 we will discuss the broader
trends across our participant submissions.

Team LuxVeri [Lx] (Mobin and Islam, 2025):
This team fine-tuned both RoBERTa-base and
RoBERTa-base-openai-detector on a subset of the
RAID training data for 3 epochs, using a learning
rate of 2e-5, a batch size of 4, and the AdamW
optimizer. These trained models were then used
to compute weights for ensembling based on an
inverse perplexity weighting technique, which was
applied to the ensemble for the adversarial task. For

the non-adversarial task, they only used RoBERTa-
base with the same hyperparameters.

Team Random [Ra] (Agrahari et al., 2025): This
team’s contributions include a pipeline that inte-
grates XLM-RoBERTa embeddings for enhanced
text representation, domain adaptation using a
Domain-Adversarial Neural Network (DANN)
(Ganin et al., 2016) to minimize domain-specific
biases and improve generalization across diverse
text domains, and adversarial robustness through
incorporating adversarial attack classification to
detect and mitigate manipulative techniques.

Team USTC-BUPT [Us] : This team fine-tuned
RoBERTa-Large via focal loss (Lin et al., 2017) on
the RAID training set by adding four samples for
each human sample using synonym replacement.
They then down-sampled the AI-written texts from
a 10:1 ratio to a 2:1 ratio of AI to human text to
form the training set. In the hyperparameters for
focal loss, they set alpha to 0.65 and gamma to 2.5.
They used a learning rate of 1e-6 and AdamW as
the optimizer. In addition to this, they also had
a secondary submission where they simply fine-
tuned RoBERTa-base on a subset of the RAID
training set with learning rate of 5e-5.

Team ALERT [Al] (Kandula et al., 2025): This
team’s approach uses robust authorship style repre-
sentations to distinguish between human-authored
and machine-generated text (MGT) across various
domains. Their authorship attribution (AA) sys-
tems are trained with contrastive learning. They
employ an ensemble-based AA system (ALERT
v1.1) that integrates stylistic embeddings from two
complementary subsystems: One system that fo-
cuses on cross-genre robustness with hard positive
and negative mining strategies using Linq-Embed-
Mistral (Kim et al., 2024) as backbone architec-
ture, and a second system with Semantic, Lexical,
Clustering based hard positive and negative mining
which uses Qwen2-1.5B.

Team Leidos [Le] (Edikala et al., 2025): This
team trained four Distil-RoBERTa-Base detectors
to evaluate both binary and multi-class classifica-
tion, exploring the effects of class weighting to
address dataset imbalance, in order to distinguish
human-written from machine-generated text. The
"Leidos Detector v1.0.1" is a Binary Classifier with-
out Class Weighting (BC): Human vs. Machine,
trained without applying class weights. The "Lei-
dos Detector v1.0.3" is a Binary Classifier with
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Subtask A: Performance Across Domains (Official Results)

News Wiki Reddit Books Abs. Reviews Poetry Recipes Total (σ)

[Le] Leidos v1.0.3 99.9 99.8 98.3 99.4 99.9 98.6 99.3 100.0 99.4 (0.6)
[Pa] Pangram 99.7 99.1 98.5 99.5 99.3 99.6 98.8 99.9 99.3 (0.4)
[Le] Leidos v1.0.2 99.9 99.9 99.4 99.5 99.9 95.9 99.6 100.0 99.3 (1.2)
[Le] Leidos v1.0.4 99.9 99.7 99.0 99.3 100.0 96.5 99.4 100.0 99.2 (1.1)
[Le] Leidos v1.0.1 99.9 99.8 98.6 99.4 99.9 96.2 99.4 100.0 99.1 (1.2)
[Us] R-L Focal Loss 99.0 97.8 96.1 98.1 99.8 97.0 97.0 99.9 98.1 (1.3)
[Al] ALERT v1.1 99.7 95.4 75.7 99.9 99.9 87.2 78.3 98.3 91.8 (9.4)
[Cn] DistilBERT-NITS 89.9 87.7 90.0 93.5 90.9 85.9 90.0 96.0 90.5 (2.9)
[Al] ALERT v1.2 99.5 91.3 87.2 99.2 99.9 89.9 64.9 82.8 89.3 (11.0)
[Lx] R-B & R-Oai 87.5 90.2 62.4 89.5 99.2 83.7 73.5 75.1 82.6 (10.9)
[Lx] R-Oai & BERT 91.8 87.3 75.1 87.1 97.0 86.0 76.3 59.4 82.5 (11.1)
[Lx] Fine-tuned R-B 87.5 89.7 61.7 89.6 98.8 82.5 66.3 74.6 81.3 (11.9)
[Ba] Binoculars 80.7 76.5 81.3 82.8 76.0 78.0 80.1 76.4 79.0 (2.4)
[Mo] MOSAIC-4 79.5 67.6 78.2 79.8 77.1 81.4 63.7 75.8 75.2 (5.9)
[Mo] MOSAIC-5 79.0 65.8 76.7 79.8 76.5 77.2 64.8 75.1 74.5 (5.4)
[Lx] Radar & R-L 91.6 73.7 76.3 78.1 74.2 58.7 45.7 73.5 71.5 (12.8)
[Ba] RADAR 87.4 77.3 73.6 78.1 67.5 6.3 46.0 88.7 65.6 (25.7)
[Ba] GLTR 67.7 63.6 63.2 71.9 60.1 65.0 18.2 67.9 59.7 (16.0)
[80] L3-60 Zero-shot 63.6 36.5 61.5 65.4 55.3 68.9 51.5 53.9 57.1 (9.6)
[80] M3-60 Zero-shot 58.1 58.1 65.8 63.3 44.1 67.1 53.2 50.5 56.5 (7.4)
[Ba] openai-roberta-large 67.8 59.4 60.0 52.5 64.8 52.8 23.3 65.1 55.7 (13.3)
[Cn] Adv.-submission-3 27.1 26.1 52.8 57.1 30.1 48.6 38.0 94.0 46.7 (21.1)
[Cn] Adv.-New-Detector 14.0 16.2 40.4 39.2 34.7 29.4 17.8 91.0 35.3 (23.2)
[Us] Roberta_dataaug. 4.6 3.6 40.5 7.3 83.1 3.1 5.1 98.8 30.8 (36.8)
[Cn] Adv._Data_Detector 10.1 17.5 27.9 24.8 27.7 28.7 13.5 88.0 29.8 (23.0)
[Lx] Radar R-B CGPT-R 20.0 16.0 4.8 2.5 51.1 62.1 4.4 32.9 24.2 (21.1)
[Ra] Adv. CDMGTD 4.2 3.4 2.1 2.1 6.8 2.9 1.7 2.4 3.2 (1.6)

Average Performance 70.7 66.6 68.4 71.8 74.6 67.7 58.1 78.5 69.5 (5.7)

Table 4: TPR at FPR=5% for detectors across different domains on the RAID test set along with their standard
deviation (σ). Baselines are given the [Ba] tag. “Abs.” is shorthand for Abstracts. Team rankings are determined
based on the highest performing submission for each team (see Table 7).

Class Weighting (BW) which is similar to the BC
model but trained with class weights to address
class imbalance. The "Leidos Detector v1.0.4" is a
multi-class classifier without class Weighting (MC):
A multi-class classifier that predicts which gener-
ator model produced the text or if it was human-
written, trained without class weights. Finally the
"Leidos Detector v1.0.2" is a Multi-class Classifier
with Class Weighting (MW) which is the same as
the MC model but trained with class weights to
mitigate class imbalance.

Team MOSAIC [Mo] (Dubois et al., 2025):
This team submitted a completely unsupervised
approach which uses a mixture of models to score
the texts. Their ensemble method is grounded in
fundamental information-theoretic principles from
universal compression in order to optimally com-
bine the strengths of multiple LLMs for machine-
generated text detection. The four models used are
Tower-7b, Tower-13b, Llama-2-7b and Llama-2-
7b-chat.

Team CNLP-NITS-PP [Cn] (Teja et al., 2025):
This team submitted a model that first classifies
whether the text has been adversarially attacked
or not. If an attack is detected, the text undergoes
preprocessing to mitigate the attack, after which
the preprocessed text proceeds to the model for
MGT detection. Finally, their detector works by
fine-tuning a DistilBERT model to extract semantic
features.

Team 1-800-SHARED-TASKS [80] (Kadiyala,
2024; Kadiyala et al., 2024): This team submitted
a model that uses a token classifier for detecting
change in authorship within the same text. The data
from the current benchmark would be both unseen
domain and unseen generators’ data. Inference was
done without any pre-processing against adversar-
ial methods, nor were those methods present in the
training data. The final generated score was based
on the proportion of tokens classified as AI gener-
ated among the ones within the supported context
length.
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Subtask B: Performance Across Adversarial Attacks (Official Results)

AS AD HG IP NS PP MS SY UL WS ZW Total (σ)

[Le] Leidos v1.0.2 99.2 99.0 97.3 98.7 99.2 92.3 98.8 98.6 98.9 99.0 92.7 97.7 (2.5)
[Pa] Pangram 99.2 98.7 91.9 99.3 99.2 91.6 99.0 96.2 99.3 99.3 99.3 97.7 (2.9)
[Le] Leidos v1.0.4 99.1 99.0 94.7 98.7 99.2 94.8 98.8 98.6 98.9 98.8 90.9 97.6 (2.6)
[Le] Leidos v1.0.3 99.3 99.3 93.6 98.7 99.4 96.3 99.2 99.1 99.2 99.2 84.2 97.2 (4.4)
[Le] Leidos v1.0.1 99.0 99.0 86.1 98.1 99.1 94.8 98.9 98.8 98.8 98.5 78.8 95.7 (6.4)
[Us] R-L Focal Loss 97.9 98.2 84.5 93.6 98.1 84.0 97.8 97.4 97.9 97.9 67.1 92.7 (9.5)
[Al] ALERT v1.1 91.8 92.1 68.5 89.7 91.8 57.7 91.0 87.3 91.3 91.2 46.8 82.6 (15.5)
[Lx] Fine-tuned R-B 80.5 78.1 90.4 79.8 79.8 77.9 77.9 74.4 75.0 66.2 100.0 80.1 (8.4)
[Al] ALERT v1.2 89.9 89.0 61.9 84.1 88.6 57.1 88.6 84.1 87.2 85.6 40.2 78.8 (16.0)
[Lx] R-B & R-Oai 81.7 79.4 41.7 81.2 81.1 78.1 79.3 75.8 76.1 68.0 86.9 76.0 (11.6)
[Lx] R-Oai & BERT 81.6 79.4 20.9 81.7 82.2 75.8 79.6 77.6 76.7 77.1 83.7 74.9 (17.0)
[Ba] Binoculars 78.2 74.3 37.7 71.7 77.1 80.3 78.0 43.5 73.8 70.1 99.1 71.3 (16.2)
[Ba] Radar 70.8 67.9 59.3 73.7 71.0 67.3 69.5 67.5 70.4 66.1 82.2 69.6 (5.3)
[Mo] MOSAIC-5 72.2 69.5 90.2 73.3 69.7 70.3 71.7 22.7 66.5 67.0 85.5 69.4 (16.3)
[Mo] MOSAIC-4 72.9 70.8 86.6 74.5 71.3 71.9 72.5 28.5 68.6 67.5 71.4 69.3 (13.6)
[Lx] Radar & R-L 70.3 61.2 21.2 73.0 69.9 73.0 63.9 74.9 55.7 60.2 91.3 65.5 (16.6)
[Ba] GLTR 61.2 52.1 24.3 61.4 59.9 47.2 59.8 31.2 48.1 45.8 97.2 53.5 (18.1)
[80] L3-60 Zero-shot 56.6 50.5 3.0 57.4 56.3 50.6 55.6 53.5 57.1 61.9 57.1 51.4 (15.4)
[Ba] openai-roberta-L 52.4 33.2 21.3 55.1 51.7 72.9 39.5 79.4 19.3 40.1 99.9 51.3 (23.6)
[80] M3-60 Zero-shot 55.6 48.6 3.6 56.7 52.2 37.7 53.7 40.2 56.5 59.7 56.5 48.1 (15.4)
[Cn] Adv.-sub.-3 46.7 45.1 20.8 46.7 46.5 18.0 46.8 41.6 46.7 46.7 46.7 41.6 (10.4)
[Cn] Adv.-New-Det. 35.3 35.2 18.9 35.3 35.4 11.9 35.4 31.6 35.3 35.3 35.3 31.7 (7.7)
[Us] Roberta_dataaug. 30.8 31.6 16.4 31.8 30.8 26.8 30.4 30.1 30.8 29.5 11.6 27.6 (6.5)
[Cn] Adv._Data_Det. 29.7 29.4 18.5 29.8 29.6 8.5 29.8 26.9 29.8 29.8 29.8 26.8 (6.5)
[Lx] Radar R-B C-R 22.3 15.2 0.4 4.9 22.0 34.9 18.1 30.0 6.6 4.3 11.0 16.2 (10.6)
[Ra] Adv. CDMGTD 3.2 3.0 24.8 3.2 3.2 3.5 3.2 3.2 3.2 3.2 20.8 6.5 (7.6)

Average Performance 68.4 65.3 49.2 67.4 67.9 60.6 66.8 61.3 64.1 64.2 67.9 64.3 (5.3)

Table 5: TPR at FPR=5% for detectors across different adversarial attacks along with their standard deviation
(σ). Baselines are given the [Ba] tag. Abbreviations are: AS: Alternative Spelling, AD: Article Deletion, HG:
Homoglyph, IP: Insert Paragraphs, NS: Number Swap, PP: Paraphrase, MS: Misspelling, SY: Synonym Swap, UL:
Upper Lower Swap, WS: Whitespace Addition, ZW: Zero-Width Space Addition. Team rankings determined by the
highest performing submission (see Table 8).

Team Pangram [Pa] (Emi et al., 2025): This
team pretrained an autoregressive LLM-based de-
tector on a wide variety of datasets, domains, lan-
guages, prompt schemes, and LLMs used to gener-
ate the AI portion of the dataset. They aggressively
employed several augmentation strategies and pre-
processing strategies to improve robustness. They
then mined the RAID train set for the AI exam-
ples with the largest error based on the original
classifier, mixed those examples and their human-
written counterparts back into the training set, and
retrained the detector until convergence.

6 Results

6.1 Subtask A: Cross-Domain Detection

In Table 4, we report the official results for Subtask
A. Overall, we see that a large fraction of our teams
beat our provided baselines and established strong
new results. The winning team, Leidos, achieved
99.4% TPR across all 8 domains—a substantial
improvement over the prior state of the art result on

RAID. This suggests that it is possible to build clas-
sifiers that are robust across a finite set of domains
and models.

In terms of comparisons between domains, the
most difficult domain to classify across all submis-
sions was Poetry (58.1%), and the easiest were
Recipes (78.5%) and Abstracts (74.6%). Poems
are inherently difficult to identify for machines as
they rely on rare and unusual word choice, and are
likely to be surprising even to well trained clas-
sifiers. On the other hand, both the Recipes and
Abstracts domains were unexpectedly easy for the
detectors.

6.2 Subtask B: Adversarial Robustness

In Table 5, we report the official results for subtask
B. We observe similarly high performance, with the
two winning teams (Leidos and Pangram) getting a
surprisingly high 97.7% TPR on the dataset. Once
again, we see many teams beat our strong baselines
and feel that these results validate our intuition that
classifiers, when given a finite set of adversarial
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attacks to defend against, can do quite well.
In addition, while many attacks from the origi-

nal RAID paper are effective when the defender is
not prepared for them (e.g., Whitespace Insertion,
Article Deletion), such attacks seem to be relatively
easy to defend against. One interesting finding is
that the most difficult attacks to defend against were
the Homoglyph attack (49.2%), the Paraphrase at-
tack (60.6%), and the Synonym attack (61.3%).
Despite having access to the code that generated
the Homoglyph attack, it is still difficult to create a
model that is robust to this attack without any text
preprocessing or normalization. In addition, while
many attacks are easy to defend against with good
knowledge of the attacker, it seems that both the
Paraphrase and Synonym attacks remain difficult
to deal with even with perfect knowledge. This
is because these attacks are not easily solved with
simple preprocessing techniques, and because they
require models to learn alternative distributions that
are often fairly distinct from generic generated text.

7 Broader Trends

Across all submissions to the shared task we find
the following broader trends:

Trend 1: Text Preprocessing The first clear
trend we saw was the use of text preprocessing.
Team [Cn] and [Ra] both trained classifiers to de-
tect particular adversarial attacks in the dataset in
order to apply preprocessing, and team [Pa] sim-
ply ran all incoming text to the detector through
text normalization. Looking at the results, these
methods seemed to be largely effective at neutral-
izing many of the simpler adversarial attacks such
as Zero-Width Space, Upper-Lower Swap, Insert
Paragraphs, Whitespace Insertion and Alternative
Spelling. However, attacks such as Paraphrasing,
Synonym Swap, Article Deletion, and Misspelling
seem to be more difficult to preprocess away. Such
attacks, which either create or destroy vital infor-
mation in the text, can be seen as fundamentally
different and more difficult to defend against.

Trend 2: Hard Positive and Negative Sampling
The second clear trend we found was the active
sampling for hard examples in the dataset. Of the
top four teams, three reported using this particu-
lar technique. Team [Us] used focal loss, which
concentrates learning on hard misclassified exam-
ples; Team [Al] used pairs of difficult examples to
train their contrastive learning objective, and Team

[Pa] looked specifically for examples where their
classifier had large error and incorporated them
into their existing pre-training dataset. While it
is difficult to isolate the effect of any one particu-
lar method or technique in a study like this, it is
clear that sampling particularly hard examples is a
promising direction for building robust classifiers.

Trend 3: Diversity of Approach The third and
final trend we feel is relevant to mention is the
diversity of approaches we witnessed. We saw sub-
missions involving unsupervised methods [Mo],
ensemble methods [Lx], token-level models [80],
contrastive learning models [Al], and multi-class
classification methods [Le]. Each of the submis-
sions differed drastically from the others not only
in terms of performance, but also in adversarial and
cross-domain robustness properties. For example,
we see that the unsupervised approaches [Mo] ex-
hibited lower overall performance but higher cross-
domain robustness than ensemble methods [Lx].
This suggests that there is a large potential for novel
modeling work to be done in detection.

8 Discussion

In real-world scenarios, API-based detectors can
expect a majority of their text to come from a rela-
tively small set of LLMs and domains. The most
common frontier models (Gemini Pro, Claude 3.5,
GPT-4o) will mostly likely be used to generate text
in a set of high-risk domains (academic essays,
news articles, scientific papers) with potentially
some paraphrasing or synonym changes applied to
help avoid detection. In such cases, it is desirable
for a detector to focus on optimizing performance
as much as possible on this fixed set of models and
domains while not caring as much about perfor-
mance on other less common models. Our results
show that detectors can exhibit very strong perfor-
mance in such constrained settings.

Future work should seek to further target this
particular setting and replicate these findings on a
much more diverse corpus. Such a study would en-
tail collecting many generations from a core set of
models in high risk domains and conduct a heavy
adversarial attack circuit. Since prompt-based at-
tacks are likely to be common (e.g. “write in a
way that is not detectable”) these should be a major
focus. In addition, testing a large set of “human-
izing” paraphrase models is also desirable. It is
unclear whether or not our results will extend to
models that have significant prompt and paraphrase
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Domain: Abstracts, Title: EdgeFlow: Achieving Practical Interactive Segmentation with Edge-Guided Flow

ChatGPT EdgeFlow is a novel approach to interactive image segmentation that combines edge detection and flow-
based methods to achieve practical and efficient results. The proposed method utilizes an edge-guided
flow algorithm to guide the segmentation process, allowing users to interactively refine the segmentation
boundaries. The algorithm incorporates both local and global information to accurately capture [...]

Human High-quality training data play a key role in image segmentation tasks.
Usually, pixel-level annotations are expensive, laborious and time-consuming
for the large volume of training data. To reduce labelling cost and improve
segmentation quality, interactive segmentation methods have been proposed, [...]

Domain: Recipes, Title: Olive Spirals

ChatGPT Instructions:
1. Preheat your oven to 400°F (200°C) and line a baking sheet with parchment paper.
2. In a bowl, combine the black olives, green olives, sun-dried tomatoes, feta cheese, basil, parsley, olive
oil, salt, and pepper. Mix well to combine all the ingredients.
3. Roll out the puff pastry sheet on a lightly floured surface into a rectangle shape, about 1/4 inch thick.
4. Spread the olive mixture evenly over the puff pastry, leaving a small border around the edges. [...]

Human Mix yeast, sugar& 125ml warm water in a bowl. Cover and set aside in a warm place for 10 minutes, or
until frothy. Sift the flour and salt into a bowl and make a well in the centre. Add frothy yeast, oil and
250ml of warm water. Mix to a soft dough and gather into a ball. Turn out on a floured surface and knead
for 10 minutes until smooth. Cover loosely with greased plastic wrap and set aside for 1 hour until [...]

Table 6: Comparison of human-written text to chatgpt-written text in the Abstracts and Recipes domain from
the RAID dataset. We can see that the human-written abstract has periodic newline characters and the generated
text does not. In addition we see that the ChatGPT-written recipe has numbered lists of instructions while the
human-written text is written in paragraph form. Artifacts such as these may trivialize the detection task.

variations applied.
Finally, it is worth noting that detectors doing

well in constrained settings does not imply gener-
alization to unseen models. Detectors still suffer
from poor generalization across unseen models and
domains as discussed in Dugan et al. (2024). How-
ever, this discrepancy between in-distribution and
out-of-distribution performance is something that
is worth highlighting as a potential source for future
investigation.

Limitations

Test Data Leakage The first thing to note is the
potential for test data leakage. Since the human-
written documents are sampled from publicly avail-
able datasets and we give our participants the links
to such datasets, there is a chance that participants
models have seen the human-written documents
in our test data and have overfit to them, allowing
for high performance. In our eyes this is unlikely,
as most of the linked datasets have a large amount
of documents and the percentage of documents in-
cluded in test data from those is vanishingly small.
In addition, such leakage would only be problem-
atic when searching for thresholds. Since our met-
ric is TPR, we only measure the accuracy of the
classifier in identifying machine-written text, all of
which is hidden and has never been released pub-

licly. Nonetheless, this is an important caveat to
include.

Confounding Factors On manual investigation
of the RAID dataset we found instances of con-
founding factors in the data that would potentially
make detection easier (Table 6). For example, all
human-written recipes were written without num-
bered lists of steps whereas all generated recipes
included numbered lists of steps. To investigate the
effects of these confounds we manually cleaned the
data to remove the most egregious examples and
trained a RoBERTa-base model on both the origi-
nal and cleaned RAID. We saw a drop from 92.67
to 89.67 after cleaning the data—a small but signif-
icant performance difference. We are continuing
to investigate this and do not yet have enough evi-
dence to conclude whether or not this is the source
of the high performance. We hope that future stud-
ies can help to shed more light on this issue not only
in RAID but in other common benchmark datasets
as well.
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A Team Rankings

Teams are ranked by their highest performing sub-
mission. In Table 7 we report the official team
ranking for Subtask A and in Table 8 we report the
official ranking for Subtask B

B Extra RAID Details

In Table 9 we list the 8 domains present in RAID
along with clickable links to the human-written
sources from which the data was sampled. These
links were given to the participants to assist in cu-
rating extra data for training.

In Table 10 we list the 11 adversarial attacks
applied to the RAID data along with the relative
percentage of attack surface used for the attack
and the papers each attack originally came from.
We provided participants with the code for these
attacks to allow them to train on arbitrarily many
examples of each attack at varying attack strengths.

C Recommendations for Future
Evaluations

In this section, we will outline recommendations
for future robustness studies and shared tasks.
These recommendations come not only from our ex-
periences with conducting this shared task, but also
from discussions we had with participants about
potential areas for future improvements.

Create a common preprocessing script. This
should be done with the explicit goal of remov-
ing any and all potential confounding factors that
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Team Ranking (Subtask A)

Best Submission Result

[Le] Leidos Leidos v1.0.3 99.4 (0.6)
[Pa] Pangram Pangram 99.3 (0.4)
[Us] USTC R-L Focal Loss 98.1 (1.3)
[Al] ALERT ALERT v1.1 91.8 (9.4)
[Cn] CNLP DistilBERT-NITS 90.5 (2.9)
[Lx] LuxVeri R-B & R-Oai 82.6 (10.9)

[Ba] Baseline Binoculars 79.0 (2.4)

[Mo] MOSAIC MOSAIC-4 75.2 (5.9)
[80] 1-800 L3-60 Zero-shot 57.1 (9.6)
[Ra] Random Adv. CDMGTD 3.2 (1.6)

Table 7: Team ranking for Subtask A ranked by their
best submission. Metric used for result is TPR at
FPR=5% along with their standard deviation (σ). See
Table 4 for full results.

Team Ranking (Subtask B)

Best Submission Result

[Le] Leidos Leidos v1.0.2 97.7 (2.5)
[Pa] Pangram Pangram 97.7 (2.9)
[Us] USTC R-L Focal Loss 92.7 (9.5)
[Al] ALERT ALERT v1.1 82.6 (15.5)
[Lx] LuxVeri Fine-tuned R-B 80.1 (8.4)

[Ba] Baseline Binoculars 71.3 (16.2)

[Mo] MOSAIC MOSAIC-5 69.4 (16.3)
[80] 1-800 L3-60 Zero-shot 51.4 (15.4)
[Cn] CNLP Adv.-sub.-3 41.6 (10.4)
[Ra] Random Adv. CDMGTD 6.5 (7.6)

Table 8: Team ranking for Subtask B ranked by their
best submission. Metric used for result is TPR at
FPR=5% along with their standard deviation (σ). See
Table 5 for full results.

do not have to do with the text itself. We sug-
gest making the preprocessing script public so that
participants can apply it to existing pre-training
data and any other data they have found on the
web. This script should include text and character
normalization and should standardize whitespace
and capitalization rules. Another recommendation
would be to restrict the length of text to be identical
across all models and domains. A good starting
point for such a script would be the punctuation
normalizer from the Moses toolkit3 as this is what
was used for the MAGE dataset (Li et al., 2024).

Include more variations across prompts and
paraphrasers. Prompts have been shown to
wildly alter the stylistic components of genera-
tive model outputs even when only given task-
oriented constraints—fooling detectors in the pro-

3https://pypi.org/project/mosestokenizer/

Domain Source Description

Abstracts arxiv.org ArXiv Abstracts
Recipes allrecipes.com Ingredients + Recipe
Books wikipedia.org Plot Summaries
Reddit reddit.com Reddit Posts
News bbc.com/news News Articles
Reviews imbd.com Movie Reviews
Poetry poemhunter.com Poems (Any Style)
Wiki wikipedia.org Article Introductions

Table 9: All domains in the RAID dataset alongside a
description of where they are from. Clickable source
links go directly to the source dataset from which the
human samples were taken.

Attack θ Source

Alternative Spelling 100% (Liang et al., 2023b)
Article Deletion 50% (Liang et al., 2023a;

Guerrero et al., 2022)
Homoglyph 100% (Wolff, 2020; Gagiano

et al., 2021)
Insert Paragraphs 50% (Bhat and Parthasarathy,

2020)
Number Swap 50% (Bhat and Parthasarathy,

2020)
Paraphrase 100% (Krishna et al., 2023;

Sadasivan et al., 2023)
Misspelling 20% (Liang et al., 2023a;

Gagiano et al., 2021;
Gao et al., 2018)

Synonym 50% (Pu et al., 2023)
Upper Lower 5% (Gagiano et al., 2021)
Whitespace 20% (Cai and Cui, 2023;

Gagiano et al., 2021)
Zero-Width Space 100% (Guerrero et al., 2022)

Table 10: The adversarial attacks used in the project. θ
represents the manually determined fraction of available
attacks carried out. We determine this fraction through
manual review.

cess (Koike et al., 2024). In particular, experiments
that test robustness to many different prompting
strategies, paraphrase models, and synonym re-
placement methods are likely to give a strong sense
of how well detectors will hold up in real-world
settings. Strategies such as prefix-based prompting,
length-conditioned generation, explicitly adversar-
ial prompting, and others are all valid strategies to
incorporate into future work.

Include more human-written text. The imbal-
anced nature of the RAID dataset required partic-
ipants to use data augmentation or up-sampling
techniques that served only to degrade the quality
of the data. Future work should seek to provide
participants with a much larger corpus of human
written texts from diverse domains.
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